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We report on our progress to date in developing phonetic models that are appropriate for large-vocabulary, continuous speech recognition. A simple but powerful formalism, hidden Markov modeling, is used for modeling phonemes in context. Using robust automatic training methods, the model parameters are estimated from a given amount of speech training data in a maximally effective way. Efficient search strategies are then employed.
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20. Abstract (continued)

utilized for performing phonetic recognition in continuous speech. Performance results are given in terms of phonetic accuracy and word accuracy for several problems of interest in continuous speech recognition.
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1. Executive Summary

The purpose of this project is to perform research into algorithms for the automatic recognition of individual sounds or phonemes in continuous speech. The algorithms developed should be appropriate for understanding large-vocabulary continuous speech input and are to be made available to the Strategic Computing Program for incorporation in a complete word recognition system.

This report describes our progress to date in developing phonetic models that are appropriate for continuous speech recognition. In continuous speech, the acoustic realization of each phoneme depends heavily on the preceding and following phonemes: a process known as coarticulation. Thus, while there are relatively few phonemes in English (on the order of fifty or so), the number of possible different acoustic realizations is in the thousands. Therefore, to develop high-accuracy recognition algorithms, one may need to develop literally thousands of relatively distinct phonetic models to represent the various phonetic contexts adequately. Developing a large number of models usually necessitates having a large amount of speech to provide reliable estimates of the model parameters. The major contributions of our work reported here are the development of:

- A simple but powerful formalism for modeling phonemes in context.
- Robust training methods for the reliable estimation of model parameters by utilizing the available speech training data in a maximally effective way.
- Efficient search strategies for phonetic recognition in continuous speech, which minimize the time needed for recognition while maintaining high recognition accuracy.

We believe that the results achieved thus far have been unmatched in the recognition of large-vocabulary, continuous speech.

We model each of our phonemes in each phonetic context by a simple three-state Hidden Markov Model (HMM). (A HMM is a Markov chain where the "output" symbols are probability distributions instead of single symbols.) HMMs have been demonstrated to be very effective in modeling speech variabilities in time and in frequency. The parameters of each HMM are estimated from a given amount of speech (reserved for training the model parameters) via an automatic training algorithm that requires little or no human interaction. The results of the training is a set of phonetic models that are combined in a robust manner and are used in an efficient search strategy for the recognition of continuous speech.

To measure the phonetic accuracy of our recognition algorithm, we tested it on continuous speech from a single speaker with no restrictions on vocabulary. The result was 81% phonetic
accuracy (i.e., 19% of the phonemes were either recognized incorrectly or were missed by the algorithm) and 12% additional phonemes were inserted. The 81% phonetic accuracy using our context-dependent models should be compared with a phonetic accuracy of only 62% when context is not utilized.

While phonetic recognition accuracy is a reasonable measure of our phonetic recognition algorithm, it is not a meaningful measure for most speech recognition applications where word accuracy is a more desirable measure. So, we incorporated our phonetic recognition algorithm in a continuous word recognition system, developed under a separate effort, and measured the resulting word recognition accuracy. Using continuous sentences spoken from a 334-word electronic mail task, the system achieved 90% word accuracy when all 334 words were allowed at every point in the sentence. However, when a grammar appropriate for the electronic mail task was used by the system, the word accuracy increased to 98.8%, averaged over three male and one female speakers.
2. Introduction

Hidden Markov Models (HMMs) have been shown to provide an effective statistical formalism for speech recognition. They have been used to model whole words in both isolated [1] and continuous [2] speech recognition. They have also been used to model phonemes for continuous speech recognition [2, 3, 4]. The Hidden Markov Model has two important advantages over many other models for speech. First, it provides a well-defined structural model for variability in both time and in frequency (spectral variation), both of which occur in speech. Second, once the structure of the models are specified the parameters of the models can be estimated automatically with a large amount of speech data using the forward-backward or Baum-Welch algorithm [5].

It is generally assumed that large vocabulary continuous speech recognition systems should be phonetically based. That is, each word in the lexicon is decomposed into phoneme subunits, each of which is modeled separately. The use of a phonetic model makes it easy to model phonological variation both within and between words. It also makes it possible for a new speaker to use the system without first saying all the words in the lexicon.

If the basic unit used to model speech represents the phoneme, it is implicitly assumed that the acoustic realization of each phoneme is independent of the phonetic context (e.g., the word) in which it is spoken. However, we know that phonemes are affected significantly - particularly near the transitions - by the adjacent phonemes. A statistical model like the HMM, can account for this effect with a large variance or, in the case of a discrete model, a greater number of allowed spectra in the transition regions than in the steady-state regions of the phoneme. However, this unconditioned relaxation of the model does not correctly reflect the conditional relation between each phoneme and its neighbor.

A common approach to deal with this problem is to utilize speech units larger than phonemes, such as diphones [6, 7], demisyllables [8], syllables [9, 10] etc. When larger acoustic units are used, the acoustic realization of the interior parts (far from neighboring phonetic contexts) will be largely independent of any neighboring units. However, both ends are still affected considerably by neighboring phonemes. Thus the problem is only partially solved. Furthermore, there are many more of these larger units than there are phonemes. For instance, there are about 2,500 diphones and about 10,000 syllables in English. Since most of these diphones or syllables will not occur even once in a data base of reasonable size it is impossible to gather detailed statistics about the likely acoustic realization of all of them from such a data base.

In this paper we present a more consistent formulation and solution for dealing with phonetic coarticulation and the problem of training large numbers of statistical models. We also
report results for a series of experiments that demonstrate the usefulness of this new model. The framework for modeling coarticulation is developed in Section 3. Section 4 describes an experiment on the "E-set problem", a canonical illustration of the issues of phonetic coarticulation, minimal pair distinctions, and training set size. In Section 5, we describe experiments with continuous phonetic recognition. The methods were extended to continuous word recognition, and word-dependent coarticulatory effects. These experiments are described in Section 6. Section 7 contains a similar experiment for continuous speech using a grammar. Finally, brief conclusions are made in Section 8.
3. Framework for Modeling Coarticulation

To explain our model for coarticulation, we must first define some terms. Figure 1 illustrates several different levels of representation for speech.

The figure illustrates the levels of words, phonemes, allophones, allophone models, and analyzed speech parameters. The phrase shown is "grey whales". The purpose of speech recognition is to determine the sequence of words corresponding to an observed utterance. We often decompose words into sequences of basic speech sounds or phonemes, to try to reduce the problem of modelling many words to the problem of modelling a smaller number of units. We observe that these basic units exhibit systematic acoustic variation as a function of their phonetic environment. To capture this systematic variation we must first define context-dependent allophones or variants of each phoneme. An allophone is defined as any variant of a phoneme, which may be statistically different from other allophones of that phoneme. We have shown allophones defined by the preceding and following contexts. We will often use the terms "left" and "right" instead of "preceding" and "following". At the bottom of the figure is shown a schematic of the formant tracks corresponding to a single utterance of the phrase. This (or any other) parametric representation of the spoken speech will be different for each utterance of the phrase. Therefore, we need statistical models to represent the likely acoustic realizations (phones) for each allophone. While many different statistical models are available, we have chosen to use hidden Markov models as our basic allophone model for the reasons given previously.

As illustrated in the figure, the coarticulation effects bridge all the phoneme boundaries. Thus, using a larger unit such as the diphone, demisyllable or syllable ignores the contextual effects at their boundaries. If, instead, we allow the definition of the speech unit to extend beyond its duration, then we can model any amount of dependency that we wish. For example, in the illustration shown, we have modeled the effect of each phoneme on its immediate neighbors. This idea of context-dependent units is key to the modeling of coarticulation. Next, we discuss the issues of training set size and robustness that arise with the use of large numbers of models.

Training Problem

For any units with context-dependency larger than the phoneme, we will have a training problem. While some of the contexts may occur frequently, many will not occur with sufficient frequency to estimate a robust acoustic model. In fact, large numbers of the possible contexts will not occur at all in any particular set of training speech.
# COARTICULATION MODEL

<table>
<thead>
<tr>
<th>words</th>
<th>grey</th>
<th>whales</th>
</tr>
</thead>
<tbody>
<tr>
<td>phonemes</td>
<td><em>g</em></td>
<td><em>e'</em></td>
</tr>
<tr>
<td>allophones</td>
<td>*g_r</td>
<td>*e'y_v</td>
</tr>
</tbody>
</table>

**Figure 1:** Several Different Levels of Representation for Speech. The phrase is "grey whales".
A simple solution would be to use the most complex context-dependent model with a sufficient number of training samples. For example, let us say we want a model for the /eY/ in "whales". If the word whales has appeared a few times, we would use the model of /eY/ that depended on the word whales. If not, we might use a model of all /eY/ that are preceded by /w/ and followed by /l/ (as in "away late"). If this context did not occur, then we could fall back to a model dependent on the left or right context alone (as in "wait" or "tail"). Or if nothing else, we could resort to the context-independent model derived from all /eY/ phoneme tokens. This algorithm for choosing the model, however, does not make optimal use of the training data, and does not properly account for coarticulatory phenomena. To solve this problem, we must examine more closely how coarticulation interacts with our model for a phoneme.

Figure 2 illustrates the HMM that we use to model a phoneme. The circles represent states of the model. We define \( s_t \) to be the state of the Markov process at time \( t \). At each time, \( t \), we also have an observed spectral envelope model, expressed as a vector, \( x_t \). With each state, \( i \), is associated a probability density function

\[
 b_i(x) = p(x|s_t = i); \quad i=1,2,3
\]  

(1)

for the observed spectral vector, \( x_t \), given that the process is in state \( i \) at time \( t \). Since the process is Markov, the probability densities do not depend on \( t \). In our implementation, we use discrete probability densities for the vector \( x \). First, a portion of the training speech for a speaker is analyzed and then used to determine a codebook of spectral templates using a clustering algorithm [11]. Then, for any spectral envelope model vector, \( x \), we search the codebook for the template vector that is closest (Vector Quantization). The index of the closest vector, \( v_k \), (referred to below as the "VQ spectrum") then defines a bin of a discrete probability density. The probability densities in our HMMs, then, have a probability for each of the possible bins:

\[
 b_i(v) = p(v_i=kl|s_t = i); \quad i=1,2,3; \quad \text{for all} \ k
\]  

(2)

For each allowed transition (indicated by the arrows in Figure 2) we have a transition probability

\[
 a_{ij} = P(s_t = j|s_{t-1} = i)
\]  

(3)

the probability of state \( i \) being followed by state \( j \). While the relation is not direct, we find it useful to think of the states as corresponding to the beginning, middle, and end of a phoneme.

Both experience and reason tell us that the coarticulatory effect of an adjacent phoneme is greatest in the part of the phoneme closest to that adjacent phoneme. For example, a phoneme to the left will have the most effect on the left part (state 1) of a phoneme, and the least effect on the right part (state 3). To account for both the nature of coarticulation and the requirements for robust statistical models, we use a combined context model as shown in the following example:
Figure 2: Hidden Markov Model of a Phoneme. States 1, 2, and 3 are assumed to correspond approximately to the left, middle, and right portion of a phoneme.
Example:

Model for /eɪ/ in "whales"

\[
\hat{p}(x|e^\prime \text{ in whales}) = \lambda_1 \ p(x|w \ e^\prime \ l) + \lambda_2 \ p(x|w \ e^\prime \ ) + \lambda_3 \ p(x|e^\prime \ l) + \lambda_4 \ p(x|e^\prime \ ) + \lambda_5 \ p(x|e^\prime \ \text{in whales})
\]

\[
\sum_{k=1}^{5} \lambda_k = 1
\]

That is, the combined model, \( \hat{p} \), is a linear combination of the various context-dependent models. The weight vector, \( \lambda \), depends on the state of the phoneme model (left, middle, right), and the amount of training for each model.

Figure 3a shows the basic HMM model for a phoneme. In Figure 3b, the second state and all its transitions are replaced by a subnetwork of three different context models in parallel, with weights to combine them. For the case of /eɪ/ in whales, we define some terms below:

\[
\begin{align*}
  b_2L &= p(v_t|s_t = 2, \text{we}^\prime) \\
  \lambda_2L &= \text{weight of left-context model for state 2 which is a function of } N_{\text{we}^\prime}
\end{align*}
\]

where \( N_c \) is the number of occurrences of context \( c \) in the training data. The sum of the weights, \( \lambda \), from any node is 1. During forward-backward training the models are kept separate. Prior to recognition, the models for a state can be combined into a single probability density to save computation. Thus, during recognition, the HMM is of the same complexity as a single unconditioned model.

Finally, to demonstrate the behavior of the context-dependent models, we illustrate the actual HMM models in Figure 4. Figure 4 shows the various context-dependent models for the /EY/ in "WAY". The models shown, from top to bottom are context-independent (phoneme), left-context, right-context, and the combined model. From left to right are the three states of the model. Each pdf is shown as the probability of each VQ spectrum, from 1 to 256. On the left of the figure, we show, for each model, the number of occurrences of that model in the training set. As we examine the pdfs of the combined model, we see that the left pdf (state 1) of the combined model is most similar to the left pdf of the left-context model, the middle pdf is most like the context-independent pdf, and the right pdf is most like the right-context pdf. Each of the context-dependent pdfs is smoothed somewhat by the context-independent pdf, since the amount of training is not large.
Figure 3: Expanded Hidden Markov Model. a) Model of a phoneme b) Expanded model for state 2.
Figure 4: Spectral pdfs for 3 states for the phoneme /EY/ in "WAY". Models shown from top to bottom are context-independent, left-context, right-context, and the combined model.
To summarize, we have argued that we can model coarticulation effects by the use of context-dependent models of phonemes. Furthermore, to avoid the lack of robustness due to insufficient amounts of training, we can smooth these detailed context-dependent models with well trained context-independent models. The amount of the smoothing depends on both the location of the HMM state in the phoneme, and the amount of training available for that particular context. In the following four sections we describe a succession of experiments designed to demonstrate the effectiveness of the coarticulation model proposed above.
4. E-set Problem

The "E-set" is the set of nine letters of the English alphabet that rhyme with E. They are B, C, D, E, G, P, T, V, Z. They provide a few interesting problems for speech recognition. First, since they differ phonetically in only one phoneme, they require minimal pair distinctions. Second, since most of the duration of each utterance is the /i/ phoneme, one has to be careful that random statistical variation in this region does not dominate in the total discrimination score. Third, the models for the consonants do not depend on phonetic context, since they always appear preceded by silence (in isolated speech), and followed by /i/. The /i/ phoneme, however, appears with 9 different left contexts.

A single speaker said each of the 9 letters in isolation. The set of 9 letters was repeated 40 times in randomized sequences. The speech was lowpass filtered at 10 kHz and sampled at 20 kHz. Fourteen Mel-frequency cepstral coefficients (MFCC) were computed every 10 ms on a 20 ms analysis window. Some of the training data was used with a nonuniform binary clustering algorithm to produce 64 representative MFCC vectors. Each MFCC vector in the training and test sets was then classified using vector quantization (VQ) [11] as one of the 64 vectors.

Recognition experiments were performed using three different models: context-independent (phoneme), left-context only, and a combined model. For each case, the system was alternately trained with 1, 4, 10, and 20 tokens per letter. The recognition was performed using a best-first stack search.

Figure 5 shows the results of the three experiments. The horizontal axis represents the amount of training speech used (tokens per letter). The circles show the performance where only phoneme models are used. In this case, with one token of each letter, there are 9 tokens of the phoneme /i/. The squares show the performance where a separate model is used for each left context. For one token of each letter, there is only one token of each context-dependent model of /i/. As can be seen, with only 1 token per letter, the left-context model performs poorly (61%), while the corresponding experiment using the phoneme model (with 9 tokens of /i/), achieves 79%. The poor results of the left-context model can be attributed to the facts that, with 1 token, it is impossible to estimate a 64-bin discrete pdf, and the model for the last part of /i/ is not very dependent on the phoneme to the left. When the number of training samples is increased to 4 or 10 tokens per letter, the performance using the left-context model improves rapidly to 88%, while the phoneme model performance improves to 93%. As more training is made available, the phoneme model performance doesn’t improve (presumably because 90 tokens for each pdf in /i/ is more than sufficient training). However, the left-context model performance continues to improve to 97% with 20 tokens per letter.
Figure 5: Combining Models: Percent correct recognition performance of E-set for 1, 4, 10, 20 training tokens per letter, for phoneme (○), left-context (□), and combined (Δ) models.
From these results, one could devise a simple algorithm that used the left-context model only for those cases where there were more than 10 tokens of the appropriate context. For the remaining cases, only the phoneme model would be used. If, as discussed in the preceding section, we allow the first part of the phoneme to depend more on the left-context model, and the other parts to depend mostly on the phoneme model, the algorithm would require fewer tokens for the context-dependent model of the pdf nearest the phoneme transition, and require more for the pdf farthest from the transition.

Finally, we consider the case where continuous weighting factors are used to combine the two models. The weights (which were set by hand) are dependent on the amount of training as well as the location within the phoneme, as shown in Figure 6. The recognition performance for the combined model is indicated in Figure 5 by the triangles. With 1 token per letter, the left-context model cannot add significantly to the performance. With 4 tokens, however, the combined model outperforms either model. With 10 tokens, the performance has dropped to below that of the phoneme model alone. It appears that in this small test, the 10 tokens of training did not produce a good model for test data. With 20 tokens, there is sufficient training for the left-context model and, therefore, smoothing with the phoneme model does not help. In general, the combined context model gives the same or better performance than either model by itself.
Figure 6: Weight on left-context model (vs. context-independent phoneme model) as a function of the state and number of occurrences of training.

\[
p (Ac \mid b [i], s) = \lambda (Left \ context, s, Nocc) p (Ac \mid b [i], s) + \lambda (Phoneme, s, Nocc) p (Ac \mid [i], s)
\]

\[s = \{ \text{Left, Middle, Right} \}\]
5. Continuous Phonetic Recognition

In this section, we describe experiments on continuous phonetic recognition, using the same techniques for modeling coarticulation. The analysis methods were the same as for the previous experiments with the following exceptions. The clustering and vector quantization of the speech used several different size codebooks, from 64 to 512. A simple variable-frame-rate (VFR) algorithm was used to reduce the computation somewhat. Strings of up to 3 identical vector codes were compressed to 1 observation. (This simple variable frame rate scheme was found not to affect performance.)

Time-Synchronous Search

The recognition process requires that we find the most likely sequence of HMMs for the observed spectral sequence. To perform this search in an optimal manner requires computation that is exponential in the number of models and in time. The best-first stack search is commonly used to attempt to find the best path, with minimal computation. This strategy uses a list or stack (usually a tree) of theories for different model sequences. Then, given an evaluation criterion, it advances the most promising theory by all possible next phonemes until the best theory spans the utterance. Complex ad hoc theory-merging and theory-normalization procedures must be used to properly weigh the score and the length of the different theories to trade off exponential search and errorful search. In the case of phoneme recognition (where the recognition units are relatively short), the overhead incurred requires orders of magnitude more computation than the simple score computation. Finally, since the decision of which theory to pursue next is inherently sequential, it is difficult to get large improvements in speed by the use of large numbers of multiple processors.

We propose, here, a new time-synchronous approximate search for the most likely sequence of hidden Markov models. First, we consider that all the phonetic models are connected in one large HMM for all speech. The well-known Viterbi algorithm finds the most likely single path through a HMM, by a simple iterative process. That is, at each time, one finds the best path to each state at that time, by finding the best path from all preceding states. We have modified this algorithm to compute, more nearly, the most likely sequence of submodels (phoneme models here). As with the Viterbi algorithm, each state is updated for each time frame. However, some scores (probabilities) propagate among states within a submodel, while others propagate from the terminal state of one model to the initial state of several other models. Whenever two or more paths come together within a phoneme model their probabilities are added. However, when scores from two or more different phoneme models propagate to the same other phoneme model, only the best score and path is remembered. This dynamic programming process is performed
until the end of an utterance. Then, the best sequence of phoneme models through the large HMM is determined. In principle, this approach considers all possible sequences of models.

This approximate solution has been found to result in somewhat higher recognition accuracy than the Viterbi algorithm, while avoiding the computation and complexity of the best-first stack search. When this algorithm is augmented by a simple beam-search technique, which prunes out all theories sufficiently below the best theory, the computation can be reduced by orders of magnitude further, with only a small probability of getting a different answer than the exhaustive search. Since the recognition is performed left to right, the delay from the end of an utterance until the answer is found is small and fixed. Finally, we have shown in another project [12] that this algorithm can be made to achieve near linear speedup on a ButterflyTM multiprocessor with up to 100 processors operating in parallel.

Database

The speech training database for this experiment consisted of 25 minutes of speech, containing a total of 550 sentences spoken by a single talker, covering three different topics: office type queries (budgets, messages, trips, etc.), Harvard sentences, and children’s books. One hundred sentences were digitized in each of several recording sessions spaced several days apart. The training and additional test data were later transcribed.

Figures 7a and 7b compare the phonetic recognition performance for several different configurations of the system. The accuracy numbers shown in the figure were computed as the percentage of phonemes in the speech that were found in the output phoneme string in the correct order. Thus, the measure takes into account both substitutions and deletions, but not insertions. The number of insertions was typically around 12% for all experiments.

In general, the models that are derived from a combination of the phoneme model and either the left or right context-dependent model resulted in significantly better performance than either the context-independent phoneme model or the left-context model alone. The system that used a combination of models dependent on left and right context simultaneously did not improve performance any further. A careful examination of the results showed that including either left context or right context produced similar answers.

As can be seen in Figure 7a, the performance improves with a finer spectral resolution in the VQ codebook, as long as the training set is sufficiently large. With only five minutes of training, performance improved as the number of spectral templates increased from 64 to 256. However, for the PH+L case, the performance dropped when the number increased to 512 spectral templates, presumably due to insufficient training data for each pdf. As shown in Figure 7b, as the amount of training was increased to 25 minutes, the performance improved most for
Figure 7: Phonetic recognition accuracy for continuous speech using different context models. a) Accuracy vs spectral codebook size; b) Accuracy vs amount of training speech.
those systems that used combined models and a large number of spectra. In particular, the combined phoneme+left+right context model, with 256 spectra, and 25 minutes training cut the errors in half (81% correct) relative to the context-independent (phoneme) model alone (62%).
6. Word-Dependent Coarticulatory Effects

In this section, we extend the coarticulation model to the problem of continuous speech, large vocabulary word recognition. In our phonetic recognition experiments we have observed that the improvement in performance due to using left- or right-dependent models of phonemes instead of context-independent models is smaller when the test vocabulary is different from the training vocabulary, even though the contexts in the test set had occurred frequently in the training set. We hypothesized that contexts beyond the immediate phonetic contexts are important and affect recognition results. This might explain why speech recognition systems that model whole words typically outperform those that use a phoneme model, as long as the amount of training for each word is sufficient and the effects between words are not severe. However, word-based systems cannot easily take into account word boundary effects and are not easily extensible to vocabularies of thousands of words. The problem then is to model phonemes in context to maximize recognition performance on a particular large vocabulary, especially when not all the words in the vocabulary appear often enough in the training set to allow the estimation of robust models.

To extend our model of coarticulation to the word level, we need only include a word-dependent model of the phoneme with any other models that we choose to use. We also must expand our dictionary pronunciations to permit modeling of the desired context. For example, Figure 8a shows a phoneme network containing the alternate pronunciations for the word "data". If we want to be able to represent triphone (joint left and right) contexts, we must expand the network as shown in Figure 8b. In Figure 8b each of the pronunciations is labeled with a phoneme and its left and right context.

Database

The vocabulary used in this study was from a 334-word electronic mail task. The task has a fairly rich structure and allows many different types of questions and commands, such as:

- Print all messages from Smith on the Dover.
- Which messages have I deleted since yesterday?
- Has Jones replied to my last message?

A total of 400 different sentences were generated covering 250 words of the vocabulary. The sentences were each recorded by three male speakers and one female speaker in sessions of 100 sentences, separated by a few days. The first three sessions were designated as training data, and the last as test material. The total duration of the training material was thus about 15
Figure 8: Phonetic Context Dictionary Expansion: a: Original phonetic network; b: Expanded triphone network for a word.
minutes for each speaker. The test material used in the experiments below included 30 of the test sentences, with a total of 187 word tokens covering 80 different words.

A dictionary of phonetic pronunciations was constructed for this 334-word vocabulary without listening to either the training or test material, but by trying to account for the most frequent phonological variations for each word. The average number of different pronunciations per word was 2. Word boundary phonological variations were not included. (In a separate experiment, each word was allowed only one pronunciation. The recognition accuracy was slightly higher than with multiple pronunciations. We have not fully explained this result, and are not sure whether it will carry over to very large vocabulary experiments.)

Analysis

The sentences were read directly into a close talking microphone in a natural but deliberate style in a quiet office environment. As before, some of the training data was used with a clustering algorithm to produce a representative set of MFCC vectors. However, in this case we used a k-means clustering, which was found to result in slightly better performance than the nonuniform binary clustering procedure. These experiments were performed using a codebook size of 256 MFCC templates. We used the simple VFR algorithm described above to save computation.

Training

To obtain the necessary initial estimate for the probability density function (pdf) for each state of the phonetic HMM we use a bootstrapping technique. A separate passage (5 minutes of speech of a different vocabulary) spoken by one of the male talkers is carefully labeled, indicating the beginning frame of each phoneme. The hand-labeled speech is then quantized using the VQ codebook for each particular talker in the experiment. Normalized histograms of the observed vector-quantized spectra for each phoneme are computed from the labeled data to form an initial estimate of the pdf for the phoneme for that talker. All the pdfs for the different states in the HMM for a phoneme are set to this initial estimate. Finally, all the pdfs for the context-dependent models of a phoneme are set equal to the single, context-independent model of that phoneme. This bootstrapping technique of using a single talker’s speech as an initial estimate for all talkers seems to work quite well for both male and female talkers.

We have also used a second bootstrapping technique that gives approximately the same performance without any manual labeling effort. We start from a flat initial estimate for each phoneme, and train the system using context-independent models only until convergence. Then, these models form the initial estimate for the context-dependent models, which are then trained
further. This second method requires more computation, because of the need for two training sequences, but makes no assumptions about the nature of the acoustic environment, or the availability of manually labeled speech.

The 15 minutes of training data per talker is transcribed with the sequence of words spoken (no time labels and no phonetic labels). The training data is then processed with five passes of the Forward-Backward algorithm, which is normally sufficient for convergence. In the cases where context-dependent models of the phonemes are used, the training algorithm maintains separate models for each observed phonetic context. The numbers of different acoustic models found in the training set were: 50 context-independent, 500 left- or right-context dependent, and 1600 word-dependent models.

Prior to recognition, word models are precomputed for each word in the vocabulary from the appropriate phoneme-in-context models with weights depending on the number of occurrences of each model and the position within the phoneme (as used in training) as illustrated in Figure 4.

Recognition

The recognition algorithm used was the time-synchronous approximate procedure described above. No grammar was used, thus making the branching factor equal to the vocabulary size (334). The recognized sequence of words was then compared automatically to the correct answer to determine the percentage of correct, deleted and inserted words. Word substitutions and deletions are tabulated as errors, while insertions are counted separately.

We present results for several different context models. As described in the previous section, the results were produced for the following set of conditions: 3 speakers, speaker-dependent, 334-word lexicon, electronic mail task, no grammar, 15 minutes of training, and 30 test utterances totaling 187 words. Table 1 gives a detailed description of the various system configurations for the different experiments.

Figure 9 shows the word recognition accuracy for each coarticulation model (identified below the graph). The left and right axes show the percentage of words correct and percent error correspondingly. This performance measure only takes into account substitution and deletion errors. Therefore, the percentage insertion errors (i.e. the number of extra words divided by the number of words spoken) is given directly above each label. For each coarticulation model, the performance is indicated for each male speaker by a filled circle. The average performance across speakers is indicated by the horizontal line. Finally, the single triangle for system PH+W indicates the recognition performance for the female talker. For this best system, the word recognition accuracy, averaged across the four speakers, was 90%.
System Name | Word models are constructed using:
--- | ---
PH | Context-independent phoneme models
W | Only word-dependent phoneme models, regardless of whether training is sufficient for the word
PH+W | Linear interpolation of context-independent and word-dependent phoneme models
PH+L+R | Linear interpolation of context-independent, left-context-dependent and right-context-dependent phoneme models.
PH+L+R+W | Linear interpolation of context-independent, left-context-dependent, right-context-dependent, and word-dependent phoneme models.

Table 1: Different System Configurations for Word Recognition.

From the results given above, we make the following observations. First, the systems that model coarticulatory effects clearly result in better recognition performance. For example, system W achieves significantly better performance than system PH. Note that in this experiment, while not all vocabulary words were in the training set, all words in the 30 test sentences were observed at least once in the training. Although some words are poorly trained, the overall performance is improved. Note that for larger vocabularies, many words would not occur in training, making this system (W) inappropriate; a system that uses a subword context-dependent model will be necessary. Second, the systems that use less detailed models to smooth the highly context-dependent models result in higher accuracy and fewer insertions than those that attempt to use the context-dependent model by itself. For example system PH+W outperforms system W. Third, the range in performance across the three speakers (17%) is large for the context-independent (PH) system. We conjecture that this is due to a difference in the degree of coarticulation present. However, the range in performance for the context-dependent systems (4-6%) is greatly reduced - a desirable attribute. We believe this behavior is due to the fact that these systems are better able to model the coarticulation present.

As a side note, we tried combining all four models (PH+L+R+W) in a single experiment, but found that performance did not improve over the PH+W system. We presume that this is due to the fact that most words in the test set were well trained.
Figure 9: Word Recognition Accuracy using different coarticulation models.

Vocabulary: 334 Words
No Grammar

Insertions:

<table>
<thead>
<tr>
<th>Model</th>
<th>Insertions</th>
</tr>
</thead>
<tbody>
<tr>
<td>PH</td>
<td>8%</td>
</tr>
<tr>
<td>PH + L + R</td>
<td>3%</td>
</tr>
<tr>
<td>W</td>
<td>9%</td>
</tr>
<tr>
<td>PH + W</td>
<td>4%</td>
</tr>
</tbody>
</table>
7. Recognition With a Grammar

Our next goal was to use the coarticulation model in a complete continuous speech recognition system. We constructed a deterministic grammar for the electronic mail task using an extended context free notation. The rules were compiled into a finite-state network. To do this, we disallowed infinite recursion. The resulting network had approximately 600 nodes and 4000 arcs. Each arc represents a word and each path through the network represents a valid sentence in the language. We measured the complexity of the network in two ways: Maximum Perplexity, and Test Set Perplexity. The Maximum Perplexity, is derived by finding the number of sentences of each length in the language. From this, [13] shows how to find the maximum value for the perplexity of the language. The maximum perplexity of the grammar network used was 60. This measure is probably an overestimate of the difficulty of the problem, since any particular test set will not likely have the distributions specified by the maximum perplexity probability assignments. To derive a more realistic estimate of the complexity, we measure the Test Set Perplexity on an independent set of sentences [4]. First, each sentence in a test set is parsed by the grammar. Then we compute the geometric mean of the number of possible words at each node of the grammar, sampled over the test set. The Test Set Perplexity was 31. While the perplexity of the a language does not take into account the acoustic confusability of the competing words, we feel that the Test Set Perplexity measure is still a good rough measure of task difficulty.

The recognition algorithm used was the same time-synchronous search, with the modification that each word-arc could only be followed by those word-arcs allowed by the grammar. While the computation for a large grammar would increase proportionally with the number of arcs in the grammar, we found that it was possible to prune most of the paths using a beam search, without any loss in performance. In fact, the recognition was typically much faster than when no grammar was used.

Table 2 shows the recognition accuracy for coarticulation models PH and PH+W. The table gives both the word accuracy (percentage of words correctly recognized) and the sentence accuracy (percentage of sentences recognized exactly correct with no insertions, substitutions, or deletions). The results are averaged across the 3 male and 1 female speakers. As seen, system PH+W, has about one fourth the word errors, and less than one third the sentence errors of system PH. The word recognition accuracy with a grammar was 98.8%, averaged over the four speakers. The sentence recognition accuracy was over 90%.
<table>
<thead>
<tr>
<th>Context</th>
<th>Word Accuracy</th>
<th>Sentence Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>PH</td>
<td>94.7%</td>
<td>66.4%</td>
</tr>
<tr>
<td>PH+W</td>
<td>98.8%</td>
<td>90.2%</td>
</tr>
</tbody>
</table>

Table 2: Continuous speech recognition results.
8. Conclusion

We have presented a formalism for modeling coarticulatory effects in a robust way. The formalism uses detailed context-dependent models of phonemes smoothed by more robust context-independent models, with weights that depend on the amount of training of each model and the location within the phoneme. Thus, the phonetic modeling in the recognition system is not tied to any particular level of context, such as the diphone or syllable. It attempts to use the information in the training data to the extent possible. Experiments have been performed on four different tasks: Isolated E-set recognition, continuous phonetic recognition, continuous word recognition, and continuous speech recognition using a grammar. The speaker-dependent recognition accuracies for these four problems were: E-set: 97%, phoneme recognition: 81%, continuous speech word recognition (no grammar): 90%, and continuous speech grammar recognition (text-set perplexity of 31): 98.8%. In all cases, the benefit of using the robust coarticulation model over the simple context-independent phonetic model was a reduction of the error rate by at least a factor of two and often more.
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