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1. Aspects of modelling that affect optimisation

1.1. Introduction. This survey paper has two main purposes: to summarise (briefly) certain aspects of modelling that influence the performance of optimization algorithms, and to describe recent advances in methods for nonlinear programming that influence the solution of practical problems. These two themes are not unconnected. A well-constructed mathematical model should be such that the bad effects of ill-conditioning, degeneracy and inconsistent constraints are minimized. Ironically, the purpose of good software is to deal effectively with precisely these problems. Therefore it is not surprising that much of the insight necessary to construct a well-posed mathematical model is pertinent to the formulation of robust algorithms.

The principal problem of concern will be the nonlinear programming problem:

\[
\text{NP:}\quad \min_{x \in \mathbb{R}^n} F(x) \quad \text{subject to} \quad \ell \leq \begin{cases} \frac{A^T x}{c(x)} \leq u, \end{cases}
\]

where \( F(x) \) (the objective function) is a smooth nonlinear function, \( A \) is a constant matrix of constraints, and \( c(x) \) is a vector of smooth nonlinear constraint functions. The objective function \( F \) and the constraint functions taken together comprise the problem functions. Unless otherwise stated, the problem functions will be assumed to be at least twice-continuously differentiable. (Methods that require this degree of smoothness will usually work if there are isolated discontinuities away from the solution). We shall use \( g(x) \) to denote the gradient of \( F(x) \), and \( a_i(x) \) the gradient of \( c_i(x) \). The solution of NP will be denoted by \( x^* \).

We shall begin with a statement of ten "modelling principles" that may help to make the resulting problem NP more susceptible to existing nonlinear programming software. This is followed by a review of the practical aspects of quasi-Newton sequential quadratic programming (SQP) methods for nonlinear programming. We conclude by presenting examples of the application of SQP methods to some illustrative optimization problems.

1.2. Some basic modelling principles. Our observations of practical optimization problems have indicated that, even with the best available software, the efficient optimization of a model can be critically dependent on certain properties of the formulation. It is often the case that the formulator of the model must make numerous decisions that do not affect the accuracy to which the model reflects the real world, yet are crucial to whether the model is amenable to solution by an optimization algorithm.

Our experience with the role of modelling in numerical optimization will be summarized by a list of ten "modelling principles". These principles may serve as a guide for those who have little knowledge of the intricacies and potential pitfalls of modern optimization codes. They have been derived from our own experiences with real problems.

Of course, the nature of possible models varies so much that it is impossible to treat all relevant aspects of modelling. The main thesis of these principles is that developers of models
should consider in the initial stages the ultimate need to solve an optimization problem, since it is unlikely that optimization software will ever reach the state wherein a general routine can be used with impunity for all problems.

For additional material on aspects of modelling that influence the performance of optimization methods, the reader is referred to Gill, Murray and Wright (1981).

### BASIC MODELLING PRINCIPLES

1. **Formulate a simple model first and add features in conjunction with running the optimization.**

A model to be optimized should be developed by striking a reasonable balance between the aims of improved accuracy in the model (which usually implies added complexity in the formulation) and increased ease of optimization. This might be achieved by invoking an optimization procedure on successively more complicated versions of the model, in a form of "stepwise" refinement. Thus, the effects of each refinement in the model on the optimization process can be monitored, and fundamental difficulties can be discovered much more quickly than if no optimization were applied until the model was essentially complete. This is especially important when dealing with models that contain many interconnected subsystems, each requiring extensive calculation.

2. **Attempt to use smooth problem functions.**

Probably the most fundamental property of the problem functions with respect to ease of optimization is differentiability, which is important because algorithms are based on using available information about a function at one point to deduce its behavior at other points. If the problem functions are twice-continuously differentiable, say, the ability of an algorithm to locate the solution is greatly enhanced compared to the case when the problem functions are non-differentiable. Therefore, most optimization software is designed to solve smooth problems, and there is a great incentive to formulate differentiable model functions. A useful feature of methods for smooth problems is that they tend to give more information concerning the quality of the solution. For example, some nonlinear programming methods can be shown to exhibit a superlinear rate of convergence in the neighborhood of a local minimum. If a method terminates at a point for which this rate of convergence is exhibited, the user will have some confidence that the final point is close to a local minimum. (When solving a problem on a digital computer, we need to define carefully what we mean by a "smooth" problem. In reality, all software minimizes a function \( f(F(x)) \), which is the floating-point representation of \( F(x) \). The function \( f_l(F(x)) \) is piecewise constant at the round-off level. If we define \( \epsilon_A \) to be the absolute precision of \( F \), i.e.,

\[
|F(x) - f_l(F(x))| = \epsilon_A(x),
\]

then algorithms for smooth problems will work whenever changes in the variables produce changes in \( F \) that are much greater than \( \epsilon_A \). Note that the vast majority of optimization software assumes
that $F$ is computed to full precision; i.e., it is assumed that $\epsilon_A$ is of the order of $\epsilon_M \|F(x)\|$, where $\epsilon_M$ is the relative machine precision.)

III. Avoid defining problem functions that are the result of some iterative procedure (such as the solution of a differential equation or the evaluation of an integral).

Problem functions defined by an iterative procedure are often the source of subtle discontinuities that may impede the progress of the optimization. The solution of these subproblems to full machine precision (even if possible) generally requires considerable computational effort, and thus tends to be regarded as unwarranted by the modeller, since the integral or differential equation (or whatever) is only an approximation to some more complicated real-world phenomenon.

The use of an iterative procedure to define a problem function most often occurs when the variables of the problem are functions of a continuous parameter (in an optimal control problem, for example). In many instances, an effective strategy for this type of problem is to discretize the problem before applying the optimization method. Accurate solutions to the continuous problem are then found by refining the discretization between optimizations. Such a strategy illustrates again that it is often worthwhile to interleave modelling and optimization, since the creation of an increasingly accurate discretization is in fact a modelling process.

IV. Think carefully about the nature of the constraints.

It is not always appreciated that substantial improvements in performance and robustness can result when methods exploit the different properties of simple bounds, linear constraints and nonlinear constraints. Whenever possible, the user should isolate the linear constraints from the nonlinear constraints and use software that differentiates between constraint types during the optimization. Unfortunately, some problem formats guarantee that a linear constraint will be treated as a nonlinear constraint. For example, in the class of geometric programming problems the objective and constraint functions are sums of functions of the form

$$\phi_i(x) = a_{ij} x_{j1}^{a_{ij1}} x_{j2}^{a_{ij2}} \cdots x_{jn}^{a_{ijn}},$$

where the $x_j$ are the variables (constrained to be positive) and the $a_{ij}$ are constants. The transformation of a linear constraint into a sum of functions of the form (1.1) unnecessarily increases the degree of difficulty of the problem.

The transformation of a problem from one form to another was often unavoidable in the past because less software was available. When algorithms for unconstrained optimization were more numerous and more effective than for constrained problems, it was common practice for simple bound constraints to be treated by a change of variable. Today, however, algorithms for problems with only simple bounds or linear constraints are comparable in efficiency to unconstrained algorithms. Therefore, it is virtually never worthwhile to transform bound-constrained problems (in fact, it is often beneficial to add bounds on the variables — see below), and it is rarely appropriate to alter linearly constrained problems.
Transformations can be used effectively to transform nonlinear constraints into simple bound constraints (for example, by using polar coordinates instead of cartesian coordinates to deal with range constraints of the form $l \leq \sum x_i^2 \leq u$). However, care should be taken to ensure that the transformation does not lead to a new problem that is more difficult to solve, or has additional (spurious) solutions.

V. Do not attempt to eliminate equality constraints from the problem.
Modellers often assume that since there may be no physical significance to a point at which nonlinear equality constraints are violated, such constraints should be satisfied exactly at all stages of the optimization. Accordingly, users often attempt to “eliminate” nonlinear equality constraints from the problem by the following method. The variables are partitioned into “independent” and “dependent” sets. The minimization is then performed only with respect to the independent variables, and the dependent variables are determined by “solving” the equality constraints. To be more precise, let $x$ denote the vector of dependent variables and $u$ the vector of independent variables. The constrained problem

$$\begin{align*}
\text{minimize} & \quad F(x, u) \\
\text{subject to} & \quad c(x, u) = 0,
\end{align*}$$

is solved by expressing $c(x, u) = 0$ as $x = T(u)$ for some transformation $T$, and then minimizing $F(T(u), u)$ with respect to $u$. This strategy is particularly common when there are special fast methods for solving the equations $c(z, u) = 0$.

We do not recommend this approach if the constraints have any significant degree of nonlinearity. Firstly, it is difficult to impose any simple bounds upon the dependent variables. Secondly, the resulting algorithm is of the “constraint-following” type, which will tend to be less efficient than other methods. Our experience is that the total computational effort required to solve for the dependent variables at every trial point is not usually worthwhile, compared to expending a similar amount of effort in the optimization without eliminating the variables. The user would be better advised to use a general nonlinear programming method.

VI. Distinguish between “hard” and “soft” constraints.
In many problems, the bound constraints may be classified as either “hard” or “soft”. For example, hard bounds could specify the region in which the problem functions are well-defined. A soft constraint might represent a bound whose violation we are prepared to tolerate if this resulted in a large decrease in the objective function. In some cases, variables may have both a soft bound and a hard bound.

A good method of treating a soft bound of the form $x_i \geq b_i$ is to exclude it from the simple bound constraints and include it in the objective function in the form of a mild penalty term of the form $\frac{1}{2} \rho_i [x_i - b_i]^2$, where $[y]_+$ denotes the function $\min\{0, y\}$. Modest values of $\rho_i$ do not lead to the severe ill-conditioning that occurs with traditional penalty methods. If the variable is also constrained by a hard bound, the constraint can be treated explicitly in the usual way.
As a general rule, the presence of simple bounds simplifies a problem by reducing dimensionality. However, if a bound has only a slight impact upon the problem (i.e., if the objective function does not change rapidly as the bound is perturbed), the degree of difficulty of the problem may be increased because the algorithm needs to resolve small Lagrange multipliers. If many of the bounds with small multipliers would be classified as "soft", the use of a penalty term tends to remove these constraints from the active set.

Similarly, a penalty function of the form $\frac{1}{2} \rho_i (x_i - d_i)^2$ can be used to produce a solution that is biased towards some "desired" value $d$.

**VII. Avoid modelling near-dependent equality constraints**

Constraints occur in problem formulations for a variety of reasons. Often the very nature of the variables imposes an equality constraint --- for example, if the variables $\{x_i\}$ represent proportions or probabilities, this gives rise to the constraint $\sum x_i = 1$ (as well as non-negativity restrictions). Constraints of this type are "genuine" equalities, in the sense that the computed solution must satisfy them exactly (where "exactly" means "within working precision"). However, it is not unusual in modelling that constraints that might seem initially to be firm equality constraints should be treated instead as constraints that need not be satisfied with maximum possible accuracy. For example, this situation occurs when the underlying model is known to contain inaccuracies. In some problems, forcing constraints of this type to be equalities may cause there to be no feasible solution, or may distort the properties of the solution if the corresponding constraints are ill-conditioned.

We shall use a simple two-dimensional example to illustrate not only the potential difficulties associated with dependent constraints, but also one simple method for dealing with them. Suppose that we require the minimum of a function of two variables subject to two independent linear equality constraints. In this case, the solution lies at the point of intersection of the constraints (the objective function has no influence on the solution). However, suppose that one of the two constraints is really a copy of the other, but that due to small errors in the modelling process, the constraints are not exactly dependent. Now, the two constraints are nearly parallel and the point of intersection lies at a point that may be very different from the solution of the essentially equivalent problem posed with a single constraint.

A clue to one method of resolution of this difficulty lies in the observation that if one or the other of the constraints were ignored during the optimization, it would be violated by only a very small quantity. Suppose that each dependent equality constraint is replaced by an inequality constraint with a very narrow range. For example, the linear constraint $a^T x = b$ would be replaced by

$$b - \delta \leq a^T x \leq b + \delta,$$

where $\delta$ is a small, but not negligible, positive quantity. (Exactly the same transformation can be made for a nonlinear constraint.) In the example above, the active-set strategy of the optimization
procedure will decide that a lower value of the objective function is achieved if one of the equality constraints is not satisfied exactly at the solution.

In Section 3.5 we shall use this type of range constraint in methods that are robust on problems with dependent constraints, and show that the idea of allowing certain constraints to be violated by a small quantity recurs in many practical solution techniques. This is only to be expected, since it is never possible to satisfy constraints exactly in finite-precision arithmetic.

VIII. Use information about the problem to scale the variables and constraints.

It is well known that the "right" scaling of variables and constraints can dramatically improve the efficiency and accuracy of optimization methods. The scale of a problem is the measure of the relative importance of the variables and constraints — or, equivalently, the scale of a problem is a statement of what is "large" and what is "small" in a problem.

In the absence of any other information, an algorithm will generally assume that each variable or constraint has equal weight in the optimization. For example, if a unit change in a variable produces a small change in $F$ compared to other variables, the algorithm will tend to make a larger change to that variable. Clearly, if the variables do have equal significance, this situation is quite satisfactory. However, if the small variation in $F$ is due to the fact that the objective function is almost independent of the variable, the problem should be rescaled. (Note that in this case, fixing a variable or constraint is an acceptable form of problem scaling.)

The most common form of scaling is to define new variables and constraints using a linear transformation. (For simplicity, in the following discussion we shall assume that the nonlinear constraints are equalities of the form $c_i(x) = 0$.) Suppose we define new variables $\tilde{z}$ and constraints $\tilde{c}$ such that

$$ z = D_1 \tilde{z} \quad \text{and} \quad \tilde{c} = D_2 c, \quad (1.2) $$

where $D_1$ and $D_2$ are nonsingular matrices (usually diagonal). With this scaling, the derivatives of the original and transformed objective function are related by $\nabla_z F = D_1 \nabla \tilde{z}$ and $\nabla^2 \tilde{z} F = D_1 \nabla^2 \tilde{z} F D_1$. Similarly, for the constraints we have $\tilde{A} = D_2 A$, where $A$ and $\tilde{A}$ are the Jacobian matrices of the original and transformed constraints. When $D_1$ and $D_2$ are diagonal, an interpretation of the scaling (1.2) is that $D_1$ and $D_2$ "rank" the elements of the gradient vector and constraints so that each is of equal importance.

The important thing to bear in mind is that a badly scaled problem is essentially an ill-conditioned problem. Badly scaled variables lead to ill-conditioned Hessian matrices; badly scaled constraints give rise to near-singular Jacobian matrices. Within optimization routines, convergence tolerances and other criteria are necessarily based upon an implicit definition of "small" and "large", and thus variables with widely varying orders of magnitude may cause difficulties for some algorithms.

Arguably the most important rule of scaling is that the variables of the scaled problem should be of similar magnitude and of order unity in the region of interest. If typical values of all the variables are known, a problem can be transformed so that the variables are all of the same order.
of magnitude. In this case, the transformation $D_1$ of (1.2) is a diagonal matrix whose elements are typical values of $x$.

An important property of a theoretical algorithm is that of invariance with respect to the scaling (1.2). A scale-invariant algorithm has the property that when it is applied to both the original problem and the transformed problem, the resulting sequences of iterates $\{x_k\}$ and $\{\tilde{x}_k\}$ satisfy $x_k = D_1 \tilde{x}_k$ for all $k$. This property does not imply that it is unnecessary to choose a sensible scaling for a problem when a scale-invariant algorithm is being used. Scale-invariance cannot be achieved in a practical implementation of an algorithm. Not only is computer arithmetic not scale-invariant, but also it is impossible to devise a scale-invariant test that an algorithm has converged to a point which satisfies the necessary or sufficient conditions. Many algorithms treat quantities that are "sufficiently small" in magnitude as "negligible" (in effect, as zero). However, since there is no universal definition of "small", it is impossible to formulate a scale-invariant procedure for distinguishing between quantities that should be treated as zero, and scale-dependent quantities that should not be neglected. To illustrate this point, consider the application of any quasi-Newton method that is scale-invariant in the sense just described. If the algorithm were applied to the scaled and unscaled problem, we may regard the two sequences $\{x_k\}$ and $\{\tilde{x}_k\}$ as belonging to two different spaces. Each value $x_k$ in the $x$-space is related to a value $\tilde{x}_k$ in the $\tilde{x}$-space by the formula $\tilde{x}_k = D_1 x_k$. The optimality test of the algorithm must involve consideration of the magnitude of the gradient norm. However, since the gradient norm is tending to zero with a different value (either $\|g_k\|$ or $\|D_1 g_k\|$) in each space, this optimality test cannot be made scale-invariant. Thus, the number of elements in each sequence may be different. Furthermore, the initial estimate of the Hessian is almost always defined as a unit matrix. If this is done in both the $x$- and $\tilde{x}$-spaces, the scale invariance is immediately lost.

Another part of an algorithm that is unavoidably scale-dependent is the criterion for deciding when a nonlinear constraint of the form $c_i(x) = 0$ is satisfied. Given a constraint value, say $c_i(x) = 10^{-4}$, it is necessary to know something about the natural scaling of the problem in order to make a sensible decision about whether the constraint is sufficiently close to zero. The only way of overcoming this problem is to let the user decide when a constraint is sufficiently satisfied. This leads to the idea of a user-defined feasibility tolerance $\delta_i$ that defines what is really "small" for each constraint. For example, the part of the termination criterion that concerns the test for feasibility would require that $|c_i(x)| \leq \delta_i$ for each constraint.

**IX. Try to provide as much information about the function as possible.**

As a general rule, algorithms tend to be more successful and robust when more information about the problem is provided. For example, if the problem functions are smooth, algorithms that use first and second derivatives perform much better than algorithms that use function values only.

It is generally perceived that a second-derivative algorithm is rarely useful because the cost of computing the second derivatives may be several orders of magnitude larger than that of calculating first derivatives. This is undoubtedly true in some situations, but there are a remarkably
large number of problems for which the first and second derivatives of the problem functions may be obtained for about the same cost — for example, geometric programming problems, where the objective and constraint functions are of the form (1.1). Moreover, it is relatively straightforward to design software that will automatically differentiate the original problem functions.

Other examples of problems with cheap higher derivatives occur in exponential fitting and factorable programming (for example, see McCormick, 1983).

X. Take special care to check that the problem functions and their derivatives are programmed correctly.

Before embarking on a series of optimization runs, the user should verify that the code which defines the problem functions is correct. One obvious check is to evaluate the problem functions at a point where their values are known.

Errors in programming the function may be quite subtle in that the function value is "almost" correct. For example, the function may be accurate to less than full precision because of the inaccurate calculation of a subsidiary quantity, or the limited accuracy of data upon which the function depends. A common error on machines where numerical calculations are usually performed in double precision is to include even one single-precision constant in the calculation of the function; since some compilers do not convert such constants to double precision, half the correct figures may be lost by such a seemingly trivial error.

Incorrect calculation of derivatives is by far the most common user error. Such errors are almost never small, and thus no algorithm can perform correctly in their presence. This is why we recommend that some sort of consistency check on the derivatives be performed. The most straightforward means of checking for errors in the derivative involves comparing a finite-difference approximation with the supposedly exact value.

1.3. Some useful features of an implementation. In the following, we give some features of an "ideal" implementation that would help the user apply the modelling principles most effectively. This list is not intended to be exhaustive and we have included some items in the list that have not been referred to in the text. We do not claim that it is possible to implement every feature in all circumstances.

- The method should treat simple bounds, linear constraints and nonlinear constraints separately. Moreover, the method should effectively deal with nonlinear constraints, yet remain competitive with unconstrained or linearly constrained methods if constraint nonlinearities are not present.
- There should be the option of computing the problem functions only at points that satisfy the linear constraints.
- The software should print all the information necessary for the user to check how closely the final point satisfies the necessary and sufficient conditions for an optimum.
- The user should be able to specify a feasibility tolerance for each constraint.
It should be possible to solve problems for which the precision of the problem functions is not necessarily close to the machine precision.

- The user should be able to scale the problem by specifying the scaling matrices $D_1$ and $D_2$ of (1.2).
- The user should have the option of checking the problem derivatives before starting the minimization.

2. Quasi-Newton methods for unconstrained minimization

Quasi-Newton methods are iterative, and generate a sequence $\{x_k\}$ that is intended to converge to $x^*$. At the $k$-th iteration, the new iterate is defined by

$$x_{k+1} = x_k + \alpha_k p_k, \quad (2.1)$$

where $\alpha_k$ is a non-negative scalar called the step length, and $p_k$ is an $n$-vector called the search direction. These methods utilize the values of the problem functions and their gradients at trial iterates, but do not assume the availability of higher derivative information. (When explicit first derivatives are not available, quasi-Newton methods can be implemented using finite-difference approximations to the gradient — see, e.g., Gill, Murray and Wright, 1981.) A typical iteration of a quasi-Newton method comprises three related parts: computation of $p_k$, choice of $\alpha_k$, and updating the necessary matrix factorizations.

The search direction $p_k$ in unconstrained optimization is defined by the equation $H_k p_k = -g_k$, where $H_k$ is an approximation to the Hessian matrix of $F$. Many computational benefits accrue from updating a factorized form of $H_k$. Suppose that $H_k = R_k^T R_k$, where $R_k$ is an upper-triangular matrix (the Cholesky factor of $H_k$). The search direction is then obtained by solving two triangular systems:

$$R_k^T q = -g_k \quad \text{and} \quad R_k p_k = q. \quad (2.2)$$

The main purpose of the linesearch is to force steady progress by computing a step length $\alpha_k$ such that $F(x_k + \alpha_k p_k)$ is "sufficiently less" than $F(x_k)$; i.e., the decrease can go to zero only as the solution is approached.

It is widely accepted today that the best quasi-Newton update is given by the BFGS formula:

$$H_{k+1} = H_k - \frac{1}{s_k^T u_k} u_k u_k^T + \frac{1}{y_k^T y_k} y_k y_k^T, \quad (2.3)$$

where $s_k = x_{k+1} - x_k$, $u_k = H_k s_k$ and $y_k = g_{k+1} - g_k$. If $H_k$ is positive definite, $H_{k+1}$ as defined by (2.3) will be positive definite if and only if the approximate curvature $y_k^T s_k$ satisfies

$$y_k^T s_k > 0 \quad (2.4)$$

(see Dennis and Moré, 1977).
Dennis and Schnabel (1981) have shown that the BFGS update (2.3) may be expressed as a rank-one update to \( R_k \). Let \( \beta \) and \( \gamma \) denote the scalars \( \left( u_k^T s_k \right)^{\frac{1}{2}} \) and \( \left( y_k^T s_k \right)^{\frac{1}{2}} \) respectively. The BFGS update may then be written as \( H_{k+1} = \tilde{R}_{k+1}^T \tilde{R}_{k+1} \), where

\[
\tilde{R}_{k+1} = R_k + \nu w^T, \quad \text{with} \quad \nu = \frac{1}{\beta} R_k s_k, \quad w = \frac{1}{\gamma} y_k - \frac{1}{\beta} u_k.
\]

The matrix \( \tilde{R}_k \), which is not upper-triangular, may be restored to upper-triangular form by finding an orthogonal matrix \( P \) such that

\[
P\tilde{R}_{k+1} = R_{k+1},
\]

where \( R_{k+1} \) is upper triangular. Then \( H_{k+1} = R_{k+1}^T R_{k+1} = \tilde{R}_{k+1}^T R_{k+1} = \tilde{R}_{k+1}^T \tilde{R}_{k+1} \), as required. A suitable matrix \( P \) can be constructed from two sweeps of plane rotations; for more details, see Gill et al. (1974).

Since \( p_k \) satisfies \( H_k p_k = -g_k \), two matrix-vector multiplications may be avoided in the implementation of the BFGS update (2.3). Substituting from (2.2), we obtain

\[
v = \frac{1}{\sigma} g \quad \text{and} \quad w = \frac{1}{\gamma} y_k + \frac{1}{\sigma} g_k,
\]

where \( \sigma = |g_k^T p_k|^{\frac{1}{2}} \) and \( \gamma = (y_k^T s_k)^{\frac{1}{2}} \).

Representation of \( H_k \) by its Cholesky factors avoids a serious problem that would otherwise arise in quasi-Newton methods: the loss of positive-definiteness through rounding errors. With exact arithmetic, satisfaction of (2.4) should ensure that the BFGS update generates strictly positive-definite Hessian approximations. However, in practice the formula (2.3) can lead to a singular or indefinite matrix \( H_{k+1} \). When \( H_k \) is represented by its Cholesky factorization and updates are performed directly to the factorization, every \( H_k \) will be numerically positive definite.

Maintenance of positive-definiteness is considered to be a crucial element in the success of quasi-Newton methods in unconstrained optimization (see Dennis and Moré, 1977). In this context, the linesearch can also have the important function of guaranteeing that condition (2.4) holds at every iteration. In particular, methods of safeguarded polynomial interpolation (see, e.g., Brent, 1973; Gill, Murray and Wright, 1981) can find a value of \( \alpha_k \) that satisfies

\[
F(x_k) - F(x_k + \alpha_k p_k) \geq -\mu \alpha_k g_k^T p_k, \quad (2.5a)
\]

\[
|g(x_k + \alpha_k p_k)^T p_k| \leq -\eta g_k^T p_k, \quad (2.5b)
\]

where \( 0 < \mu \leq \eta < 1 \) and \( \mu \leq \frac{1}{2} \). Condition (2.5a) ensures a "sufficient decrease" in \( F \), and (2.5b) guarantees satisfaction of (2.4).

A popular alternative linesearch technique is known as backtracking (see, e.g., Dennis and Schnabel, 1983). Given a fixed \( 0 < \rho < 1 \), a sequence \( \{\beta_j\} \) is generated that satisfies \( \beta_0 = 1 \) and
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$\beta_j > \beta_{j+1} \geq \rho \beta_j$. The value of $\alpha_k$ is taken as the first element in the sequence $\{\beta_j\}$ satisfying the sufficient decrease criterion

$$F(x_k) - F(x_k + \beta_j p_k) \geq -\mu \beta_j g^T p_k,$$

where $0 < \mu < 1$. Since a backtracking method can never generate a value of $\alpha$ greater than unity, (2.4) may not hold. Most implementations of unconstrained quasi-Newton methods with a backtracking linesearch simply skip the update in this case. (As the iterates converge, (2.4) is satisfied for the initial step of unity, and hence the difficulty does not arise in the limit.) The simplicity of backtracking algorithms and their utility in convergence proofs have led to their frequent appearance in the literature.

3. Methods for nonlinear equality constraints

3.1. Basic theory and notation. In this section, we consider methods for problems that contain only nonlinear equality constraints, i.e.

**NEP**

minimize $F(x)$

subject to $c_i(x) = 0, \quad i = 1, \ldots, m.$

We concentrate on this simplified problem in order to emphasize the treatment of nonlinear constraints.

The Kuhn-Tucker conditions for NEP state the existence of an $m$-vector $\lambda^*$ (the Lagrange multiplier vector) such that

$$g(x^*) = A(x^*)^T \lambda^*.$$  \hspace{1cm} (3.1)

(For a detailed discussion of first- and second-order Kuhn-Tucker conditions for optimality, see, for example, Fiacco and McCormick, 1968, and Powell, 1974.)

Let $Z(x)$ denote a matrix whose columns form a basis for the set of vectors orthogonal to the rows of $A(x); i.e., A(x)Z(x) = 0$. An equivalent statement of (3.1) in terms of $Z$ is

$$Z(x^*)^T g(x^*) = 0.$$  \hspace{1cm}

The vector $Z(x)^T g(x)$ is termed the projected gradient of $F$ at $x$.

The Lagrangian function

$$L(x, \mu) = F(x) - \mu^T c(x),$$

where $\mu$ is an $m$-vector of Lagrange multiplier estimates, plays an important role in understanding and solving constrained problems. Condition (3.1) is a statement that $x^*$ is a stationary point (with respect to $x$) of the Lagrangian function when $\mu = \lambda^*$. One of the second-order sufficiency conditions for optimality is that the projected Hessian of the Lagrangian function,

$$Z(x)^T \nabla^2 L(x, \mu) Z(x) = Z(x)^T \left( \nabla^2 F(x) - \sum_{i=1}^m \mu_i \nabla^2 c_i(x) \right) Z(x),$$
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is positive definite when \( z = x^*, \mu = \lambda^* \).

In the following, we consider *sequential quadratic programming* (SQP) methods for NEP, in which the search direction is the solution of a quadratic programming subproblem and the steplength achieves a sufficient reduction in some "merit function". The purpose of the merit function is to enforce steady progress to the solution by balancing the (usually) conflicting aims of reducing the objective function and satisfying the nonlinear constraints.

The quadratic programming subproblem is of the form:

\[
\begin{align*}
\text{minimize} & \quad g_k^T p + \frac{1}{2} p^T H_k p \\
\text{subject to} & \quad A_k p = -c_k,
\end{align*}
\]

where \( c_k \) and \( A_k \) denote \( c \) and \( A \) evaluated at \( x_k \). The so-called linearized constraints (3.2b) represent a first-order approximation to the nonlinear constraints of the original problem. The matrix \( H_k \) is an approximation to the Hessian of the Lagrangian function. The Lagrange multiplier vector of this subproblem (denoted by \( \mu_k \)) satisfies

\[
H_k p_k + g_k = A_k^T \mu_k,
\]

and may be used as an estimate of \( \lambda^* \).

SQP methods differ in their definitions of the matrix \( H_k \), and, as we shall see later, formulation of the QP constraints (3.2b). In the next two sections, we shall see how the choice of matrix \( H_k \) is related to the method used to solve the equality-constraint QP (3.2).

### 3.2. Methods for equality-constraint QP.

All methods for solving (3.2) may be viewed as alternative methods for solution of the augmented system of equations for \( p \) and \( \mu \)

\[
\begin{pmatrix}
H & A^T \\
A & -\mu
\end{pmatrix}
\begin{pmatrix}
p \\
\mu
\end{pmatrix}
=
\begin{pmatrix}
g \\
\mu
\end{pmatrix},
\]

which expresses the optimality and feasibility conditions. (The subscript \( k \) has been suppressed for convenience.)

Methods for solving (3.3) are often based upon constructing an equivalent, but simpler, system. Let \( S \) be a nonsingular \((n + m) \times (n + m)\) matrix. The solution of (3.3) is equivalent to the solution of

\[
S^T \begin{pmatrix}
H & A^T \\
A & -\mu
\end{pmatrix} S \begin{pmatrix}
\tilde{p} \\
-\tilde{\mu}
\end{pmatrix} = -S^T \begin{pmatrix}
g \\
\mu
\end{pmatrix} \quad \text{with} \quad \begin{pmatrix}
p \\
\mu
\end{pmatrix} = S \begin{pmatrix}
\tilde{p} \\
-\tilde{\mu}
\end{pmatrix}.
\]

We shall consider two commonly used choices for \( S \) derived from the LQ factorization of \( A \): an \( m \times m \) lower-triangular matrix \( L \) and an \( n \times n \) matrix \( Q \) such that

\[
AQ = \begin{pmatrix} L & 0 \end{pmatrix}.
\]

Assume that the columns of $Q$ are partitioned so that

$$Q = \begin{pmatrix} Y & Z \end{pmatrix},$$

where $Y$ has $m$ columns. Then let $S$ be given by

$$S = \begin{pmatrix} Y & Z & I \end{pmatrix},$$

(3.6)

and let $p_v$ and $p_s$ denote the first $m$ and last $n - m$ elements of $\bar{p}$, respectively. Substituting from (3.6) into (3.4), we obtain

$$\begin{pmatrix} Y^T H Y & Y^T H Z & L T \\ Z^T H Y & Z^T H Z & \end{pmatrix} \begin{pmatrix} p_v \\ p_s \\ -\mu \end{pmatrix} = \begin{pmatrix} Y T g \\ Z T g \end{pmatrix}.$$

Thus, $p$ and $\mu$ may be found by solving the equations

$$L p_v = -c \quad (3.7a)$$

$$Z^T H Z p_s = -Z T g - Z^T H Y p_v \quad (3.7b)$$

$$p = Y p_v + Z p_s \quad (3.7c)$$

$$L^T \mu = Y T (g + H p). \quad (3.7d)$$

Note that the projected Hessian matrix $Z^T H Z$ appears explicitly in (3.7b). If (3.2) has a well-defined solution, this matrix is positive definite.

We consider two definitions of $L$ and $Q$. In the methods of Gill and Murray (1974), Wright (1976), Murray and Wright (1978) and Gill et al. (1984c), $L$ and $Q$ are found by explicitly triangularizing $A$ using Householder matrices or stabilized elementary matrices. In this paper, we consider only the use of Householder matrices, in which case the matrix $Q$ is orthogonal.

Computation of the $LQ$ factorization may be viewed as updating an existing factorization as new rows are added in the last position. Assume that the $LQ$ factorization (3.5) of $A$ is available, and consider the matrix $\tilde{A}$, which is $A$ augmented by the row $a^T$. Then

$$\tilde{A} Q = \begin{pmatrix} A \\ a^T \end{pmatrix} Q \equiv \tilde{L} = \begin{pmatrix} L & 0 \\ t^T & s^T \end{pmatrix},$$

(3.8)

where $t$ and $s$ are the relevant partitions of $Q^T a$. Let $\hat{Q}$ denote a Householder matrix of the form

$$\hat{Q} = I - \frac{1}{\beta} uu^T,$$

where the vector $u$ and scalar $\beta$ are chosen to annihilate all but the first element of $s$, and to leave $t$ unchanged. (For details of how these quantities are defined, see Stewart, 1973.) Then

$$\tilde{L} \hat{Q} = \begin{pmatrix} L & 0 & 0 \\ t^T & r & 0 \end{pmatrix}$$

(3.9)

or

$$\tilde{A} \hat{Q} \equiv \begin{pmatrix} \tilde{L} & 0 \end{pmatrix}, \text{ where } \hat{Q} = Q \hat{Q}.$$
The so-called “standard” $LQ$ factorization is a version of (3.8) and (3.9) in which the rows of $A$ are added to the null matrix one by one. The initial $Q$ matrix is taken as the identity, and the initial $L$ is the null matrix. While computing the factorization, the sequence of Householder transformations is stored in compact form (i.e., $Q$ is not stored explicitly); the vector $a^TQ$ needed in (3.8) is obtained by applying the sequence of stored transformations. Once the initial factorization has been completed, the necessary explicit matrix $Q$ is obtained by multiplying the compact Householder transformations together in reverse order.

A second choice for the matrices $L$ and $Q$ involves defining $Q$ so that

$$Q^THQ = I. \tag{3.10}$$

In this case, $Z^THZ = I$ and $Z^THY = 0$, and the equations (3.7) for $p$ and $\mu$ become

$$Lp_r = -c \tag{3.11a}$$
$$p_z = -Z^Tg \tag{3.11b}$$
$$p = Yp_r + Zp_z \tag{3.11c}$$
$$L^T\mu = Y^Tg + p_r. \tag{3.11d}$$

The recurrence relations (3.8) and (3.9) may be adapted to compute $Q$ satisfying (3.10) by defining the initial $Q$ matrix to be $R^{-1}$.

Equations (3.11) are used to solve the augmented system in the QP method of Goldfarb and Idnani (1983). Similar techniques have been suggested previously for both positive-definite and indefinite quadratic programs. In the latter case, the relationship $Z^THZ = D$ is maintained instead of (3.10), where the matrix $D$ may be diagonal (Murray, 1971) or block-diagonal (Bunch and Kaufman, 1978).

3.3. Properties of the SQP search direction. It is clear from (3.7c) that the search direction is the sum of two vectors: a range-space component $p_n \equiv Yp_r$, and a null-space component $p_r \equiv Zp_z$. The range-space vector satisfies the underdetermined equations (3.2b), and thus defines a step to the linearized versions of the nonlinear constraints. (If the columns of $Y$ are orthogonal, $p_n$ defines the step to the nearest point on the linearized constraints.) The null-space component $p_r$ defines the step from $x_k + p_n$ to the minimum of the quadratic model of the Lagrangian function in the subspace orthogonal to the constraint normals. An explicit distinction between the aims of satisfying the constraints and minimizing the Lagrangian function is important because the properties of the equations that define the associated vectors are essentially different. The range-space vector is a Newton step in the sense that it is computed using exact derivative information. By contrast, the null-space component is a quasi-Newton step defined using approximate derivative information from $H_k$. The better accuracy of the range-space component implies that $\|c\|$ generally remains smaller than $\|Z^Tg\|$ as the solution is approached. During the final iterations, the behavior of SQP methods is characterized by the relationship

$$\|p_r\|/\|p_z\| \to 0; \tag{3.12}$$
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i.e., the final search directions lie almost wholly in the null space of $A$.

3.4. The definition of $H_k$. Based on its success in the unconstrained case, the BFGS formula (2.3) seems a logical choice for updating an approximation to the Hessian of the Lagrangian function. However, the definition of the updating formula in the constrained case is complicated by the fact that there is some choice as to which matrix should be approximated.

An important feature of the BFGS update in unconstrained optimization is the maintenance of positive-definiteness. In the constrained case, the relevant positive-definite matrix is the projected Hessian $Z^T H Z$. Accordingly, the first class of methods that we shall consider is based on maintaining a quasi-Newton approximation $H_x$ to the projected Hessian. There are many closely-related variants of this approach. For example, for linearly constrained problems, see Gill and Murray (1974) and Murtagh and Saunders (1978). For nonlinearly constrained problems, see Murray and Wright (1978), Coleman and Conn (1982), Gabay (1979), and Nocedal and Overton (1982). A typical update for methods in this class is

$$
\tilde{H}_x = H_x - \frac{1}{u_x^T s_x} u_x u_x^T + \frac{1}{y_x^T s_x} y_x y_x^T,
$$

(3.13)

where barred quantities refer to the updated values, $g_x = Z^T g$, $y_x = g_x - g_x$, $s_x = Z^T (z - x)$ and $u_x = H_x s_x$. For these projected quasi-Newton methods, the matrix $H$ that defines the QP subproblem (3.2) is $ZH_x Z^T$, which is positive semi-definite. A common feature of the projected quasi-Newton methods mentioned above is that the null-space component of the search direction is defined from the equations

$$
H_x p_x = -g_x
$$

in order to avoid the necessity of recurring the matrix $Z^T H Y$ (cf. (3.7b)).

In contrast to the unconstrained case, it is not always possible to choose a step length that guarantees the condition $y_x^T s_x > 0$. As a result, there may be iterations in which the quasi-Newton update cannot be performed because of loss of positive-definiteness. However, since (3.12) implies that the search directions will lie in the null space of $A$ as the iterates converge, $y_x^T s_x$ is typically positive in the neighborhood of the solution.

An immediate consequence of storing only an approximation to the projected Hessian is that the QP multipliers $\mu$ cannot be computed, since the full matrix $H$ is not available (cf. (3.7d)). However, if $Q$ is orthogonal, the least-squares multipliers $\lambda_x$ at a point $x$ may be calculated from the equations

$$
L^T \lambda_x = Y^T g(x).
$$

The continuity properties of the associated $Z$ are significant in projected quasi-Newton methods because $Z$ defines the operation of projection. For example, in proving local convergence for algorithms that explicitly utilize $Z$, it is essential that small changes in $x$ should lead to small changes in $Z$ (see, e.g., Coleman and Conn, 1982a, b; and Nocedal and Overton, 1982). The
standard method of computing the LQ factorization does not provide a continuous representation of $Z(x)$ (see Coleman and Sorensen, 1984). However, a continuous representation of $Z$ may be defined using a trivial modification of the relations (3.8) and (3.9). Recall that, given the factorization (3.5) of the matrix $A$, we require the factors $\tilde{L}$ and $\tilde{Q}$ of $\tilde{A}$ at the point $\bar{x} = x + \alpha p$. Exactly as in the standard factorization, (3.8) and (3.9) can be used to update the factors as the rows of $\tilde{A}$ are added to the null matrix one by one, except that the explicit matrix $Q$ from the previous QP subproblem is taken as the initial matrix $Q$ in (3.8). Each Householder transformation is then multiplied into $Q$ after the corresponding row has been transformed. With the standard procedure, the Householder transformations can be stored in compact form, but with this approach, each new row of $\tilde{A}$ must be transformed by a full orthogonal matrix (which is somewhat more expensive unless some of the constraints are linear). The benefit is that $Z$ is continuous at a point where $A$ has full rank, and approaches a limit when computed at a sequence of points $\{x_k\}$ converging sufficiently fast to a suitable point $x^*$ (see Gill et al., 1985a).

The second major representation of $H_k$ is as a quasi-Newton approximation to the full Hessian of the Lagrangian function. (This method is especially appropriate if the calculation of the search direction requires the full Hessian, e.g., the method defined by equations (3.11).) Consider a BFGS-type update of the form

$$
\tilde{H} = H - \frac{1}{u^T s} uu^T + \frac{1}{v^T s} vv^T,
$$

(3.14)

where $s = \bar{x} - x$ and $u = Hs$. Since $H$ is meant to approximate the Hessian of the Lagrangian function, a "natural" choice for $v$ would be $y_L$, the difference in gradients of the Lagrangian function; i.e.,

$$
y_L = \tilde{y} - g - (\tilde{A}^T - A^T)\lambda,
$$

with $\lambda$ taken as the best available multiplier estimate. However, since $x^*$ is not an unconstrained minimum of the Lagrangian function, it may be impossible, with any linesearch, to find a step length for which $y_L^T s$ is positive. Hence, the update might be skipped at every iteration, which would not only destroy the local convergence properties, but also adversely affect the efficiency of the method away from the solution.

A popular method for dealing with this difficulty is to use $y_L$ as $v$ in (3.14) only when $y_L^T s$ is sufficiently positive; otherwise, $v$ is taken as a perturbed vector $\tilde{y}_L$ such that $\tilde{y}_L^T s > 0$. A perturbation that we have found to be quite successful in practice is defined as follows. When $y_L^T s < 0$, compute the scalar

$$
\tilde{\omega} = \frac{-y_L^T s}{s^T (\tilde{A}^T c - A^T c)}.
$$

The quantity in the denominator is an approximation to the curvature of $||c||^2_2$, which is positive at $x^*$. If $\tilde{\omega}$ is negative, the update is skipped; otherwise,

$$
v = y_L + \omega (\tilde{A}^T c - A^T c),
$$
where $\omega$ is any positive scalar such that $\omega > \omega$. The motivation for this choice of $\omega$ is the result (due to Boggs, Tolle and Wang, 1982) that a necessary condition for $q$-superlinear convergence is that the approximate Hessian matrices must satisfy

$$
\lim_{k \to \infty} \frac{\|Z_kZ_k^T(H_k - \nabla^2 L(x^*, \lambda^*))p_k\|}{\|p_k\|} = 0.
$$

3.5. Inconsistent and ill-conditioned constraints. In the preceding discussion of SQP methods, we have assumed that the equations (3.2b) are consistent. When all the constraints of the original problem are linear, the subproblem constraints can be inconsistent only if the original problem has no solution. With nonlinear constraints, however, the constraints of the subproblem may be inconsistent even when the original problem has a well-posed solution. Techniques for dealing with inconsistent constraints fall into two major categories. In both cases, the search direction satisfies a shifted set of linear constraints

$$
Ap = r - c. \tag{3.15}
$$

The first approach generates a search direction designed to minimize a weighted combination of the quadratic approximation to the Lagrangian and the residual vector of the unperturbed constraints (the vector $c + Ap$). The compromise is achieved by choosing $p$ as the solution of an unconstrained problem of the form

$$
\min_p \sigma(y^Tp + \frac{1}{2}p^THp) + \Phi(c + Ap), \tag{3.16}
$$

where $\Phi(r)$ is a scalar-valued function that measures the "size" of $r$, and $\sigma$ is a non-negative scalar. The theoretical basis of this class of method is that a minimum of (3.16) always exists, even when a solution of the QP subproblem (3.2) does not.

The algorithms of Biggs (1972a), Bartholomew-Biggs (1982) and Fletcher (1981) correspond to choosing $\Phi$ as the two-norm and one-norm, respectively. In either case, it can be shown that the unconstrained minimizer of (3.16) is the solution of a QP with objective function (3.2a) and constraints (3.15). The form of the vector $r$ depends on the definition of $\Phi$. If $\Phi(r)$ is defined as $
abla \|r\|_2^2$, all the components of $r$ are generally non-zero, and $p$ is defined by equations similar to (3.11) (see Bartholomew-Biggs, 1982, for more details). If $\Phi(r) = \|r\|_1$, $p$ is the solution of an $\ell_1$-QP (see Fletcher, 1981). At the solution of this problem, a subset of the original constraints (3.2b) will be satisfied exactly (i.e., the corresponding components of $r$ will be zero). This approach therefore implicitly "discards" some of the violated constraints from the subproblem.

The methods of Bartholomew-Biggs and Fletcher are based on the properties of penalty functions (see Fletcher, 1983, for a survey). A feature of these treatments of inconsistent constraints is that $\sigma$ is always non-zero in (3.16). An alternative approach is to define the composite function only when the constraints are found to be inconsistent. Other SQP methods with a strategy of
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this type have been suggested by Powell (1977), Schittkowski (1983), Tone (1983) and Gill et al. (1984b).

The second technique for the treatment of inconsistency is based on the observation that only the range-space portion of the QP search direction is ill-defined when the constraints are incompatible. With this approach, a well-defined procedure is used to compute \( p_n \), and \( p_x \) and \( p \) are obtained from (3.7b) and (3.7c). The most straightforward application of this approach is to define \( p_n \) as a solution of the linear least-squares problem

\[
\minimize_{p_n} \| c + A p_n \|_2,
\]

which gives \( r \) as the smallest constraint shift (in the least-squares sense). This choice of \( p_n \) is equivalent to computing the first iterate of the Gauss-Newton method for minimizing the two-norm of the nonlinear constraint violations. Therefore, the strategy for dealing with the constraints has changed from the possibly unsolvable problem of finding a point such that \( c(x) = 0 \) to the always solvable problem of minimizing \( \sum c_i^2(x) \).

Since \( A \) must be rank-deficient when the constraints are inconsistent, the solution of (3.17) is not unique. A suitable choice of \( p_n \) in this case is the minimum-length solution, which can be computed using the complete orthogonal factorization:

\[
P A Q = \begin{pmatrix} L & 0 \\ 0 & 0 \end{pmatrix},
\]

where \( Q' \) and \( Q \) are orthogonal matrices and \( L \) is a lower-triangular matrix whose dimension is equal to the rank of \( A \).

Unfortunately, neither of these techniques resolves the difficulties caused by constraints that are almost inconsistent (i.e., ill-conditioned). Ill-conditioning in \( A \) will tend to cause \( p_n \) to be large in norm (see (3.7a)). In these situations it is necessary in practice to limit the norm of \( p \). It might appear that the least-length solution of (3.17) would automatically be satisfactory. However, the computation of \( p \) using the complete orthogonal factorization involves serious practical difficulties — in particular, a strategy must be included for estimating the rank of \( A \). It is well known that the definition of numerical "rank" is problem-dependent. The rank can never be determined without making an explicit judgment about scaling, i.e., a decision as to which quantities can be considered "negligible". The choice of rank is critical in the Gauss-Newton method because a slight alteration in the value of the tolerance used to estimate the rank may lead to completely different behavior.

If the composite function (3.16) is used, an explicit bound on the norm of \( p \) may be enforced by temporarily imposing additional constraints on the problem. (This type of procedure is used within trust-region algorithms for unconstrained optimization.) The effect of the trust-region constraints is to modify (implicitly or explicitly) the derivative information that defines the search direction. For example, if a temporary bound is placed on the two-norm of \( p \), the search direction
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satisfies equations in which the second-derivative approximation is modified by a multiple of the identity matrix. Thus, $Z^T H Z$ and $A$ are implicitly modified — an unfortunate result, since we would prefer the projected Hessian approximation to be independent of the conditioning of $A$.

The development of stable robust methods for dealing with ill-conditioned constraints is still an active area of research. One possible approach was suggested in Section 1.2, where small perturbations of constraints were used to resolve inconsistencies caused by modelling inaccuracies. By changing the constraints (3.2b) to suitable perturbed inequality constraints, (3.2) always has a bounded solution. For example, consider defining $p_R$ as the solution of the inequality-constrained quadratic program

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} p_R^T p_R \\
\text{subject to} & \quad -\delta \leq A p_R + c \leq \delta,
\end{align*}$$

(3.18)

where $\delta$ is a vector of small quantities that are forced to approach the feasibility tolerances for the original constraints as $x$ approaches $x^*$. The subset of constraints active at the solution of (3.18) may then be used to define $Z$ and $Y$, from which $p_x$ and $p$ can be computed using (3.7).

4. Methods for nonlinear inequality constraints

4.1. Background. In the final problem to be considered, all the constraints are nonlinear inequalities:

$$\begin{align*}
\text{NIP} & \quad \begin{array}{l}
\text{minimize} \\
\text{subject to}
\end{array} F(x) \\
& \quad c_i(x) \geq 0, \quad i = 1, \ldots, m.
\end{align*}$$

We consider this simplified form in order to concentrate on the treatment of nonlinear inequality constraints.

Let the matrix $A(x)$ denote the Jacobian of $c(x)$. The constraint $c_i$ is said to be active at $x$ if $c_i(x) = 0$, and violated if $c_i(x) < 0$. The Kuhn-Tucker conditions for NIP are similar to those for the equality-constraint case, except that they involve only constraints active at $x^*$, and impose a sign restriction on the Lagrange multipliers. The major difference between inequality- and equality-constrained problems is that the set of constraints active at the solution is unknown in the inequality case. Therefore, algorithms for NIP must include a procedure (termed an active-set strategy) that determines the correct active set — usually, by maintaining a working set that estimates the active set. In this section we discuss the additional algorithmic complexity in SQP methods that arises specifically from the presence of inequality constraints.

4.2. Formulation of the QP subproblem. Broadly speaking, two extreme types of QP subproblems can be posed when solving inequality-constrained problems. The first — called an IQP strategy — corresponds to representing all nonlinear inequality constraints as inequalities
in the QP subproblem; this has been by far the most widely used formulation in published SQP methods. The standard IQP search direction is the solution of

\[
\begin{align*}
\text{minimize} & \quad g^T p + \frac{1}{2} p^T H p \\
\text{subject to} & \quad A p \geq -c,
\end{align*}
\]  

(4.1a)

(4.1b)

where \(H\) is an approximation to the Hessian of the Lagrangian function and \(A\) is the Jacobian of \(c(x)\) evaluated at the current iterate. In general, the solution of (4.1) must be found by iteration. Thus, the structure of an SQP method with an IQP strategy involves major and minor iterations -- the minor iterations being those of the quadratic programming method.

Because (4.1) includes all the constraints of NIP, it is convenient to take the active set of the QP as a prediction of the active set of the nonlinearly constrained problem. The theoretical justification for this strategy is that the QP (4.1) will make a correct prediction of the active set of the original problem in a neighborhood of \(x^*\) for any bounded positive-definite matrix \(H\) (Robinson, 1974). Furthermore, the multipliers of (4.1) approach the multipliers of NIP as the iterates converge to \(x^*\), and hence it is common to take the QP multipliers as the next multiplier estimate.

The second extreme form of subproblem in SQP methods involves a QP with only equality constraints. In order to use an EQP strategy, some determination must be made before posing the QP as to which constraints are to be included. An EQP method should have the property that it will select the correct active set in some neighborhood of \(x^*\). Therefore, such methods tend to choose constraints that satisfy properties of the active constraints in a neighborhood of the solution -- e.g., are "small" in magnitude, or satisfy the sign requirements for the Lagrange multiplier estimates. A benefit of an EQP method is that, in general, the subproblem will be easier to solve than one with inequality constraints.

To a large extent, the active-set strategy will determine the choice of quasi-Newton update and Lagrange multiplier estimate. For example, if an IQP strategy is used, the method used to solve (4.1) will require specification of the full matrix \(H\). On the other hand, an EQP strategy is usually implemented with an approximation to the projected Hessian. The following table summarizes the major features of the two active-set strategies.

<table>
<thead>
<tr>
<th>(\text{EQP})</th>
<th>(\text{IQP})</th>
</tr>
</thead>
<tbody>
<tr>
<td>QP subproblem:</td>
<td>QP subproblem:</td>
</tr>
<tr>
<td>(\text{minimize} \quad g^T p + \frac{1}{2} p^T H p)</td>
<td>(\text{minimize} \quad g^T p + \frac{1}{2} p^T H p)</td>
</tr>
<tr>
<td>(\text{subject to} \quad A p = -\hat{c})</td>
<td>(\text{subject to} \quad A p \geq -c)</td>
</tr>
<tr>
<td>Least-squares multipliers.</td>
<td>QP multipliers.</td>
</tr>
<tr>
<td>Projected Hessian approximation.</td>
<td>Full Hessian approximation.</td>
</tr>
</tbody>
</table>

These two active-set strategies are the extremes of a whole range of possibilities. Other methods have been defined that use features from both approaches. For example, the method of
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Schittkowski (1981) solves a QP subproblem of the form (4.1), but uses a pre-assigned working set to specify which of the constraint gradients should be recomputed for the next major iteration. Similarly, it is possible to treat linear constraints with an EQP approach and nonlinear constraints with an IQP approach (see Gill et al., 1984d).

It is important to note that IQP methods can be implemented so that, as the solution is approached, the amount of overhead per major iteration is the same as for an EQP method (i.e., solution of a single set of equations of the form (3.3)). This can be achieved by solving (4.1) with a QP method that allows the active set from one subproblem to be used to initialize the next. Since the active set of the subproblem eventually becomes the correct active set for the nonlinear problem, QP subproblems near the solution reach optimality in only one minor iteration.

4.3. Active-set strategies in quadratic programming methods. Quadratic programming methods for problems with inequality constraints solve a sequence of problems (3.3) in which the constraints in the working set are treated as equalities. The major differences among QP methods arise from the numerical procedures for solving the associated linear equations, and the strategies that control changes in the working set. (Modern QP methods are surveyed by Fletcher (1981) and Gill, Murray and Wright (1981).)

We briefly outline two methods of selecting constraints for the working set when solving (4.1). At each iteration, let \( p \) and \( \lambda \) denote the current estimates of the solution and optimal multiplier vector, and let \( r \) denote the residual vector \( r = Ap + c \). The "hat" notation indicates quantities associated with the working set. The vector \( \delta p \) is defined such that \( p + \delta p \) is the solution of a QP with the original objective function, subject to the constraints of the working set held at equality, and \( \delta \lambda \) denotes the corresponding change in the multiplier estimate. As indicated in Section 3.2, \( \delta p \) and \( \delta \lambda \) are the solution of the linear system

\[
\begin{pmatrix}
H & \hat{A}^T \\
\hat{A} & 0
\end{pmatrix}
\begin{pmatrix}
\delta p \\
-\delta \lambda
\end{pmatrix} =
\begin{pmatrix}
g_q - \hat{A}^T \hat{\lambda} \\
r
\end{pmatrix},
\] (4.2)

where \( g_q \) denotes \( g + Hp \), the gradient of the quadratic function. The algorithms considered here always attempt to move from the minimum on one working set to the minimum on another by taking steps of the form \( p + \delta p \) and \( \lambda + \delta \lambda \). However, the maintenance of certain properties of the working set can cause a step \( \alpha (0 < \alpha < 1) \) to be taken, where \( \alpha \) depends upon the active-set strategy being used.

In an active-set feasible-point QP method, \( p \) is feasible (\( r_i \geq 0 \) for all \( i \)), but \( \lambda \) is not dual-feasible (i.e., \( \lambda_i < 0 \) for at least one \( i \)). Changes in the working set are designed to maintain feasibility of \( p \), but to move interior to constraints that have negative Lagrange multipliers. At a typical iteration, the working set comprises the constraints satisfied exactly at \( p \) (i.e., \( r = 0 \) in (4.2)). If \( p + \delta p \) remains feasible (i.e., \( r_i + q_i^T \delta p \geq 0 \) for \( i \) not in the working set), then the full step of unity is permitted. A constraint with a negative multiplier (usually, the most negative) is then deleted from the working set. Otherwise, \( \alpha \) is taken as the smallest step such that the residual of a constraint not in the working set becomes zero at \( \alpha \), and the corresponding constraint is added.
to the working set. For more details concerning the implementation of feasible-point quadratic programming methods, see Gill and Murray (1978) and Gill et al. (1984a, 1985b).

The second strategy is typical of dual-feasible active-set methods. In these methods, \( p \) is not feasible (i.e., some \( r_i < 0 \)) but \( \lambda \) is always dual-feasible (all \( \lambda_i \geq 0 \)). Changes in the working set are designed to maintain non-negative multipliers while moving to satisfy the violated constraints. At the beginning of a typical iteration, all the constraints in \( \tilde{A} \) are satisfied exactly except one (i.e., \( r \) is a multiple of a unit vector in (4.2)). The step length \( \alpha \) is taken as one if \( p + \delta p \) is dual-feasible (i.e., \( \lambda_i + \delta \lambda_i \geq 0 \)). Otherwise, \( \alpha \) is chosen as the largest step such that \( \lambda_i + \alpha \delta \lambda_i = 0 \) for an index \( i \) in the working set, and the corresponding constraint is deleted from the working set. After a unit step is taken, a constraint with a negative residual (usually, the most negative) is added to the working set. (Note that we have given a considerably simplified description of the dual-feasible iteration in order to emphasize the similarities between dual- and primal-feasible methods. In practice, \( \delta p \) and \( \delta \lambda \) are not found directly from (4.2) because the new constraint may be dependent on the constraints already in the working set.) For further information concerning the implementation of dual-feasible quadratic programming methods, see Goldfarb and Idnani (1983) and Powell (1983b).

For both of these active-set strategies, each change in the working set leads to a simple change to \( \tilde{A} \), which in turn leads to a change in the factorizations used to solve (4.2).

Both of the active-set strategies described require an initialization procedure to obtain an initial primal- or dual-feasible point. As noted above, for efficiency within an SQP method, it is critical that this procedure should be able to utilize a pre-assigned working set.

The initialization procedure for the primal feasible-point method is equivalent to a linear programming problem. Consider the sum of infeasibilities

\[
v(p) = - \sum_{a_i^T \tilde{p} + c_i < 0} (a_i^T \tilde{p} + c_i).
\]

Note that \( v(p) \) is a linear function that is zero at any feasible point, and positive at an infeasible point. Therefore, a feasible point can be found by minimizing \( v(p) \), subject to continuing to satisfy the constraints with positive residuals at \( p \). The function \( v(p) \) may be minimized using an active-set strategy that is almost identical to that of the feasible-point active-set method. The principal differences are that the search direction is defined as \(-ZZ^T \nabla v(p)\), and \( \alpha \) is chosen as \( \min(\alpha_1, \alpha_2) \), where \( \alpha_1 \) is the maximum step that can be taken without violating one of the constraints that is currently satisfied, and \( \alpha_2 \) reaches the furthest constraint along \( \delta p \) that is currently violated. (Several violated constraints may become satisfied during a single iteration.) For efficiency, the implementation of this procedure should reflect the similarity of the linear algebraic computations associated with iterations in both the feasibility and QP phases — in particular, each iteration involves an update of the same factorization of the working set. The computations in both phases may be performed by exactly the same program modules. The two-phase nature of the
algorithm is reflected by changing the function being minimized from the sum of infeasibilities to the quadratic objective function. An important feature of this type of implementation is that if the pre-assigned working set is similar to the active set, just a few changes in working set are necessary to achieve feasibility. In particular, if the initial point is feasible, the procedure merely computes all the relevant factorizations (which are also needed for the QP iterations) and performs a feasibility check.

If a dual-feasible active-set strategy is used, the following initialization procedure may be employed. The procedure is based on finding a subset of the pre-assigned working set on which the multipliers are positive. First, the minimum of the quadratic on the pre-assigned working set is computed by solving (4.2) with \( p = 0 \) and \( \lambda = 0 \). If the \( \delta \lambda_i \) are non-negative, the initial point can be taken as \( p = \delta p \) and \( \lambda = \delta \lambda \). Otherwise, a constraint with a negative multiplier is deleted, the factorizations are updated and (4.2) is solved again. This process is repeated until all the multipliers are non-negative or the working set is empty, in which case \( p = \delta p \) and \( \lambda = \delta \lambda \) define the required initial point. (Note that the unconstrained minimum is trivially dual feasible.)

An alternative initialization procedure is to start at the unconstrained minimum and give preference to adding the pre-assigned constraints. However, if the pre-assigned working set is similar to the active set, this scheme is likely to require more work than the procedure above. First, more operations are required to compute the factorizations by updating. Second, even if the pre-assigned working set defines the optimal feasible point, the number of QP iterations may not be equal to the dimension of the optimal working set, since it cannot be guaranteed that the multipliers will remain dual-feasible during the intermediate iterations.

4.4. Conditioning of the working set. One of the most important issues in the implementation of QP algorithms is robustness. During the solution of a nonlinear problem, quadratic subproblems of wildly varying degrees of difficulty are generated "automatically". Even if the original nonlinear problem is well-conditioned in the neighborhood of the solution, the QP subproblems of the early iterations may be very badly behaved. The most common difficulties include singular or nearly rank-deficient Jacobians, subproblems with very small feasible regions and severely ill-conditioned Hessian matrices. (For examples, see Section 5.)

One of the most critical features of a QP implementation is the strategy for maintaining a well-conditioned working set. The spectral condition number of \( A \) provides a measure of the degree of independence of the constraints in the working set. This number (the ratio of the largest to smallest singular values of \( A \)) will decrease when a constraint is deleted from the working set and increase when a constraint is added. The worst case occurs when the new working set is singular, i.e., an attempt is made to add a constraint that is dependent on constraints already in the working set. However, if a near-dependent constraint is added to the working set, the condition number may increase substantially. Accordingly, it is important that the constraint-selection procedure should consider the condition number of the new working set.

With exact arithmetic and a non-singular initial working set, the active-set strategy de-
scribed above for the primal-feasible method would never generate a singular working set. To see why, recall that \( A\delta p = 0 \) at every iteration. Thus, \( \delta p \) will never intersect a constraint that is exactly linearly dependent upon \( A \). In practice, of course, the difficulty arises when the candidate constraints are nearly dependent. Determination of the condition number requires the singular values of \( A \), which would be too expensive to compute. Instead, a QP method can use an inexpensive condition estimator -- for example, the ratio of the largest to smallest diagonals of the \( LQ \) factor \( L \) (see (3.5)), which is a lower bound on the condition number of \( A \).

Exercising control over this condition estimator turns out to particularly easy in a primal-feasible active-set method, if it is acceptable to violate constraints by a small tolerance. Suppose that each constraint has an associated user-defined tolerance that specifies the maximum permissible constraint violation. Let \( \alpha_m \) denote the maximum step at which \( p + \alpha_m \delta p \) does not violate any constraint by more than its feasibility tolerance. All constraints at distance \( \alpha \) (\( \alpha \leq \alpha_m \)) from the current point are then viewed as acceptable candidates for inclusion in the working set. A criterion that we have found to be particularly successful in practice (due to Harris, 1973) is to add the constraint whose normal makes the largest angle with the search direction. In the case where the null space of \( A \) is of dimension one (for example, in the simplex method for linear programming), this choice gives the smallest condition estimator over the candidate set.

An unsatisfactory feature of the Harris scheme is that all the constraints active at the solution tend to be violated by their feasibility tolerances, even when the final active set is not ill-conditioned. However, this idea can be generalized so that constraint violations by \( \delta \) are permitted when necessary to improve the conditioning of the working set, but an attempt is also made to minimize the constraint violations. With this strategy, the constraints active at the solution tend to be satisfied exactly rather than violated (see Gill et al., 1985b). (An interesting result is that negative steps are sometimes necessary.)

5. Sample runs
In this section we shall use several examples to illustrate the performance of nonlinear programming software on practical problems. All the problems were solved in double precision on an IBM 3081 using the VS Fortran compiler with optimization level 3.

5.1. A comparison of IQP and EQP methods. The purpose of the first set of runs is to illustrate the properties of methods based on the EQP and IQP active-set strategies. Two specific methods for linearly constrained optimization are considered. In order to aid the comparison, the methods have several features in common. Both methods recur an orthogonal factorization of the constraints in the working set and begin by computing a feasible point. Both methods treat simple bounds and linear constraints separately.

The first method is a standard IQP method for linearly constrained optimization. The Hessian of each QP subproblem is a positive-definite BFGS approximation to the full Hessian of the objective function. At each iteration, a step length is computed that satisfies the linesearch
conditions (2.5a) and (2.5b). Each QP subproblem is solved using a feasible-point active-set method with an orthogonal factorization of the constraints in the working set. The final working set from the QP of one iteration is used as the initial working set for the next. For additional details concerning the Fortran implementation, the reader is referred to Gill et al. (1984b).

In our discussion, we shall refer to the output printed during the run. A single line of output is printed at the end of each major iteration. The major iteration number is given in the first column (marked "ITN"). The next column "ITQP" gives the number of minor iterations needed to solve the QP subproblem. The "STEP" column gives the step $\alpha_k$ taken along the computed search direction. "NUMF" is the total number of evaluations of the problem functions. "OBJECTIVE" is the value of the objective function, $F(x_k)$. Columns "BND" and "LC" give the numbers of simple-bound constraints and general linear constraints in the working set. "NZ" is the dimension of the null space of the current matrix of constraints in the working set. The next five entries give information about the derivatives of the problem at the current point. "NORM GF" is the two-norm of the free components of the objective gradient $g_k$, and "NORM GZ" is the two-norm of $Z^T g_k$. "COND H", "COND HZ" and "COND T" are estimates of the condition numbers of the Hessian, projected Hessian and matrix of constraints in the working set. "CONV" is a set of four logical variables $C_1$, $C_2$, $C_3$ and $C_4$, used to inform the user of the quality of the current estimate of the solution, with the following meanings. $C_1$ is true if the projected-gradient norm is small; $C_2$ is true if constraints are satisfied to within the user-specified tolerance; $C_3$ is true if the signs of the multipliers indicate optimality; and $C_4$ is true if the last change in $x$ was small. Finally, in some of the runs an "S" is printed as the last item of the iteration summary. This indicates that it was necessary to skip the BFGS update to the approximate Hessian.

The second implementation is based on an EQP active-set strategy used in conjunction with a BFGS approximation of the projected Hessian $Z^T H Z$. The EQP is solved using the orthogonal $LQ$ factorization and the Cholesky factorization of the projected Hessian (see (3.3) and (3.5)). If the objective function is decreasing at the step to the nearest satisfied constraint, the constraint is added to the working set. Lagrange multipliers are computed when the projected-gradient norm is less than some loose tolerance. If the smallest multiplier is negative, the corresponding constraint is deleted from the working set.

The iteration summary is the same as that for the IQP method except that only the condition estimate of the projected Hessian is printed (the full Hessian is not recurred), and additional information is printed about each change to the working set. When the status of a constraint changes, the index of the constraint is printed, along with the designation "L" (lower bound), "U" (upper bound) or "E" (equality). Indices 1 through "N" refer to the bounds on the variables, and the remaining indices refer to the general constraints. "KDEL" and "KADD" denote the indices of the constraints leaving and entering the working set. If an entry in one of these columns is zero, a constraint was not deleted or added. "MIN LM" is the multiplier associated with the constraint just deleted. If no constraint was deleted during the relevant iteration, the entry in this column is "--". The information printed in the "CONV" column is different from that given in the IQP.
method. \( C_1 \) is true if the projected-gradient norm is smaller than some loose tolerance; \( C_2 \) is true if the projected-gradient norm is smaller than some tighter tolerance; \( C_3 \) is true if the change in the objective function was sufficiently small; and \( C_4 \) is true if the change in \( x \) is small. Note that the loose tolerance on the projected-gradient norm must be satisfied before any multipliers are computed and any constraint is deleted.

Figure 1 gives the output from runs on a well behaved seven-variable linearly constrained problem with seven general linear constraints and upper and lower bounds on the variables. At the solution, two bounds and three general linear constraints are active. A comparison of the output from the two runs will illustrate one of the major differences between \( \text{IQP} \) and \( \text{EQP} \) active-set strategies -- the different pattern of changes to the working set. In an \( \text{EQP} \) method, the problem functions are computed after every step along a search direction. Moreover, a constraint will be deleted from the working set only when the current point is considered to be sufficiently close to the minimum on the current working set (albeit to a very low accuracy). In other words, a constraint will be deleted only when the method has accumulated sufficient information about the curvature of the problem on the current working set. By contrast, many constraints may be added or deleted during a single major iteration of an \( \text{IQP} \) method. In the run given in Figure 1a, the \( \text{IQP} \) strategy finds a very close approximation to the correct active set during the first subproblem.

![Figure 1a. Results of an IQP method on a seven-variable linearly constrained problem.](image1)

![Figure 1b. Results of an EQP method on a seven-variable linearly constrained problem.](image2)
During the final few iterations, the methods are essentially identical, with a single minor iteration being performed in the IQP method. Note that the asymptotic superlinear convergence rate is evident from the unit step-lengths in the "STEP" column and the sequence of converging "NORM GZV" entries. This column may be used to verify the convergence to a local minimum (see Gill, Murray and Wright, 1981).

5.2. Are IQP methods superior to EQP methods? It is a popular myth that the more "opportunistic" IQP active-set strategy will tend to find the correct active set faster than an EQP strategy. The next two problems are intended to demonstrate that this is not always the case. On some problems the IQP method will be faster, on others it will be slower.

In Figures 2a and 2b we give the IQP and EQP results for the minimization of the six-variable nonlinear test function "Exp 6" subject to simple-bound constraints upon the variables (see Biggs, 1972b). The constraints are the vector of simple lower bounds (0.5, 0.9, 0.4, 3, 2) and simple upper bounds (\(\infty\), 0, \(\infty\), 4.9, \(\infty\)). The solution lies at the point (1, 10, 1, 5, 4, 3), where no simple bounds are active. (For brevity, the output from some of the less important iterations has been omitted.)

Exp 6 is a problem for which the IQP method is substantially faster than the EQP method. Since no bounds are active at the solution, the ability of the quadratic subproblem to drop many of them during one major iteration allows the IQP method to identify the correct working set rapidly. By the seventh iteration, all the bounds have been deleted from the working set. An adequate solution is identified at iteration 32. By contrast, the requirement of some significant reduction in the projected gradient on each working set considerably slows down the rate at which the EQP method can delete constraints. It is not until iteration 55 that the correct working set is identified.

Cases where the more conservative strategy of the EQP method gives better performance are illustrated by the problem "Weapon" (see Bracken and McCormick, 1968). The objective function is

\[
F(x) = \sum_{j=1}^{20} u_j \left( \prod_{i=1}^{5} a_{ij}^{x_{ij}} - 1 \right),
\]

which is minimized subject to twelve general linear constraints and bounds on all the variables. At the solution, 75 bounds and seven linear constraints are active.

When applied to this problem, both methods require approximately the same number of function evaluations (see Figures 3a and 3b). However, the EQP method needs significantly less CPU time to obtain the solution -- 3.42 seconds compared to 19.48 seconds for the IQP method. The reason for this discrepancy is that the EQP method maintains a much better approximation to the working set. While moving from the initial feasible point (a vertex) to the solution, the EQP method maintains a projected Hessian approximation that never becomes larger than 19 (the size of the projected Hessian at the solution is 18). This performance is to be contrasted with that of the IQP method, for which the dimension of \(Z^THZ\) increased to 81 during the first
Figure 2a. Results of an IQP method on the six-variable problem Exp 6.

Figure 2b. Results of an EQP method on the six-variable problem Exp 6.
Figure 3a. Results of an IQP method on the Weapon problem.

two major iterations. During the early QP subproblems the poor Hessian approximation causes the IQP method to delete too many constraints from the working set. Further minor iterations are then needed to add the constraints that were deleted unnecessarily. The large dimension of the projected Hessian also inhibits the ability of the method to recover quickly. Weapon has a Hessian matrix with many negative and zero eigenvalues. If there are not enough constraints in the working set, the linesearch function is likely to have negative curvature along the search direction and the quasi-Newton update will be skipped. If this occurs for several consecutive iterations, the original poor curvature information is left unaltered - as is the inability of the QP to predict the correct active set. This behavior was apparent during iterations 8–30 where no quasi-Newton update could be performed.
It is difficult to predict in advance whether a particular problem will be more suitable for an EQP method or an IQP method. IQP methods are likely to be less efficient on problems for which the QP multipliers change rapidly from one iteration to the next. Problems in this category tend to be highly nonlinear or to have many small Lagrange multipliers. In either case, the significant changes to the working set between iterations seriously impair the ability of the quasi-Newton update to build useful curvature information about the function. Conversely, IQP methods will tend to be efficient if the QP multiplier estimates are very accurate when computed at points that are far from the solution (for example, if the problem were close to being quadratic).

To a large extent, the relative efficiency of IQP and EQP methods depends upon the number of constraints active at the solution. EQP methods are usually implemented so that as many constraints as possible are included in the initial working set. It is therefore not surprising that they tend to be more efficient when more constraints are active at the solution. Finally, the relative efficiency of a method is critically dependent upon the ratio of the amount of work required to perform a single minor iteration compared to the work required to evaluate the problem functions. As this ratio increases (as it often does as the size of the problem increases), the advantage will...
swings towards the EQP method.

5.3. Typical performance of an SQP method for nonlinear constraints. The remaining runs were obtained from Version 2.1 of the program NPSOL (see Gill et al., 1984b), an IQP quasi-Newton method for nonlinearly constrained optimization. The Hessian of each QP subproblem is a positive-definite BFGS approximation to the Hessian of the Lagrangian function. The QP subproblem is solved using a feasible-point active-set method with an orthogonal factorization of the constraints in the working set.

The merit function used in NPSOL is a smooth augmented Lagrangian function that utilizes the properties of slack variables. The inequality constraints of NIP can be reformulated as equality constraints by adding simply-bounded slack variables \( s_i \). Estimates of the slack variables are used in the linesearch to give a smooth augmented Lagrangian function. At each major iteration, a vector triple \( (p, \delta \lambda, \delta s) \) is computed that serves as a direction of search for the variables \( x \), multiplier estimates \( \lambda \), and slack variables \( s \). (All the elements of the vector triple are available from the solution of the standard IQP subproblem considered in Section 4.2. The vector \( \delta \lambda \) is defined as \( \mu - \lambda \), where \( \mu \) are the QP multipliers, and the vector \( \delta s \) is given by \( Ap + c - s \). Note that the QP solver does not need to treat the elements of \( s \) as additional variables.) The steplength is required to produce a sufficient decrease in the augmented Lagrangian merit function

\[
L(x, \lambda, s) = F(x) - \sum_{i=1}^{m} \lambda_i (c_i(x) - s_i) + \frac{\rho}{2} \sum_{i=1}^{m} (c_i(x) - s_i)^2.
\]

The value of \( \rho \) is initially set to zero, and is occasionally increased from its value in the previous iteration in order to ensure descent for the merit function. Thus the sequence of penalty parameters is generally non-decreasing, although NPSOL has the ability to reduce the value of the penalty parameter a limited number of times.

The iteration summary printed in each of Figures 4 to 6 is identical to that provided by the linearly constrained IQP method, except that the merit function value ("MERIT") is printed instead of the objective value, and the additional columns "NC", "NORM C" and "RHO" give the number of nonlinear constraints in the working set, the two-norm of the residuals of constraints in the working set and the penalty parameter used in the merit function. In all of the NPSOL runs, the feasibility tolerance for each nonlinear constraint was set at \( 10^{-6} \).

Two runs were selected to illustrate the behavior of an IQP method when solving well behaved (but non-trivial) nonlinear problems. Figure 4 gives the results obtained on a version of the Hexagon problem. (For more details of this problem, see Wright, 1976. A slightly different formulation is given as Problem 108 by Hock and Schittkowski, 1981.) Hexagon is a popular test problem for nonlinear programming methods. All constraint types are included (bounds, linear, nonlinear), and the Hessian of the Lagrangian function is not positive definite at the solution. The problem has nine variables, finite bounds on six of the variables, four general linear constraints, and fifteen nonlinear constraints. Six nonlinear constraints are active at \( x^* \).
The problem solved in Figure 5 is derived from a 30-bus optimal power flow (OPF) problem of optimizing the distribution of electrical power over a network. The problem has 67 variables, 60 nonlinear constraints, and upper and lower bounds on all of the variables. At the solution, 54 nonlinear constraints and three simple bounds are active.

Figure 4. Output from the solution of the well-behaved problem Hexagon.

On these two well-behaved problems, the approximate Hessian and working set remain relatively well-conditioned. Similarly, the penalty parameters remain small and approximately con-
stant. The two runs illustrate much of the numerical behavior of a quasi-Newton IQP method that is predicted from theoretical analysis. As \( x_k \) approaches the solution, just one minor iteration is performed per major iteration, and entries in the "NORM GZ" and "NORM C" columns exhibit the superlinear convergence rate discussed in Section 3.3. Note that the constraint violations converge earlier than the projected gradient. The final values of the projected gradient norm and constraint norm reflect the limiting accuracy of the two quantities. It is possible to achieve almost full precision in the constraint norm but only half precision in the projected-gradient norm.

Figure 5. Output from the solution of the OPF problem.

The status and values of the variables and constraints at the final solution give useful information about the progress of a minimization and the degree of difficulty of the problem. Figure 4 includes the final solution output from NPSOL for Hexagon. The printout is divided into three sections, giving information about the final status of the variables, general linear constraints and
nonlinear constraints, respectively. Within each section, "STATE" gives the status of the associated constraint in the predicted active set (FR if not included, EQ if a fixed value, LL if at its lower bound, and UL if at its upper bound). "VALUE" is the value of the constraint at the final iteration. "LOWER BOUND" and "UPPER BOUND" give the lower and upper bounds specified for the constraint ("NONE" indicates that no bound is enforced). "LAGR MULTIPLIER" is the value of the Lagrange multiplier. This will be zero if STATE is FR. The multiplier is non-negative if STATE is LL, and non-positive if STATE is UL. "RESIDUAL" gives the difference between the entry in the "VALUE" column and the nearer bound.

In the first section, "VARIABLE" is the name (VARBL) and index of a variable. In the linear constraints section, "LINEAR CONSTR" is the name (LINCON) and index of a linear constraint. "NONLNR CONSTR" is the name (NLCON) and index of a nonlinear constraint.

Note that, although the feasibility tolerance for the nonlinear constraints is of the order $10^{-6}$, the final accuracy is considerably better than this. This is because the constraint violations are being refined during the last few iterations while the algorithm is working to reduce the projected-gradient norm. Another feature worth noting is that the the constraint values and Lagrange multipliers at the solution are "well balanced". For example, all the multipliers are approximately of the same order of magnitude. This behavior is typical of a well-scaled problem.

5.4. Performance on an ill-conditioned problem. Finally, we give the results of the IQP method on the problem Dembo 7. This problem is a geometric programming formulation developed by Dembo (1976) of a five-stage membrane separation process. The problem has sixteen variables, eight linear constraints, and eleven nonlinear constraints. All sixteen variables have simple upper and lower bound constraints. The problem causes many difficulties for a nonlinear programming algorithm because of bad scaling and linearly dependent constraints.

The results for Dembo 7 show a number of features that are common to badly behaved problems. First, note that the number of minor iterations does not decline quickly. Moreover, the presence of near-zero Lagrange multipliers sometimes causes the QP to require more than one iteration relatively close to the solution. A very common symptom of a badly behaved problem is the large value of the condition estimator of the full approximate Hessian, which is to be contrasted with the relatively modest value of the condition of the projected Hessian. This observation has some relevance to the choice of method for the QP subproblem. Clearly, special care must be taken when implementing any QP method that requires the factors of the full Hessian (as opposed to the projected Hessian). Starting the minor iterations at an unconstrained minimum of the QP subproblem will result in very large values of $\delta p$ (see Section 4.3).

Note that the third bound constraint, the third linear constraint and eleventh nonlinear constraint all have very small residuals but are not in the working set. The values of the nonlinear constraints in the working set vary significantly in order of magnitude, indicating that the constraints are badly scaled. In contrast to the solution of Hexagon, in which the accuracy of the constraints was much better than required by the convergence tolerance, some of the nonlinear constraints are only just satisfied to the required feasibility tolerance.
### Practical Aspects of Nonlinear Programming

<table>
<thead>
<tr>
<th>PATH</th>
<th>STATE VALUE</th>
<th>LOWER BOUND</th>
<th>UPPER BOUND</th>
<th>LAGRANGE MULTIPLIER</th>
<th>RESIDUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR1</td>
<td>0.0037732</td>
<td>0.1400000</td>
<td>0.1400000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR2</td>
<td>-0.011954</td>
<td>-0.011954</td>
<td>-0.011954</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR3</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR4</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR5</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR6</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR7</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR8</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR9</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR10</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR11</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR12</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR13</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR14</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>VAR15</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0000000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Linear Constraints

<table>
<thead>
<tr>
<th>LINC1</th>
<th>STATE VALUE</th>
<th>LOWER BOUND</th>
<th>UPPER BOUND</th>
<th>LAGRANGE MULTIPLIER</th>
<th>RESIDUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Nonlinear Constraints

<table>
<thead>
<tr>
<th>NLC1</th>
<th>STATE VALUE</th>
<th>LOWER BOUND</th>
<th>UPPER BOUND</th>
<th>LAGRANGE MULTIPLIER</th>
<th>RESIDUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.999963</td>
<td>0.999963</td>
<td>0.999963</td>
<td>0.999963</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.999963</td>
<td>0.999963</td>
<td>0.999963</td>
<td>0.999963</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Figure 6. Output from the solution of Dembo 7.**
Finally, we wish to emphasize that, despite severe ill-conditioning in the Hessian of the Lagrangian and serious dependencies among the constraints, Dembo 7 is solved in a relatively routine manner. Dependent constraints are successfully omitted from the working set in such a way that its condition estimator never gets much larger than $10^5$. Moreover, the final convergence rate, although not superlinear, is quite rapid.
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