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In this paper we discuss the results of computer simulations of the time-dependent Ginzburg–Landau equation appropriate to the spinodal decomposition of a two-component mixture with a conserved order parameter. The results for quantities of theoretical interest, such as the probability that the concentration has a particular value in a particular cell, as well as experimentally accessible quantities such as the structure function, are presented. For reasons of computer space, the simulation was done in two dimensions. The effects of incompressible flow, which might be important in some experimental situations, were not included in these calculations.

I. INTRODUCTION

The term spinodal decomposition is used to describe the process by which a two-component mixture in a thermodynamically unstable region separates into two equilibrium phases.1–4 This is a process of technological interest since it takes place in alloys,5 polymers,6 glasses,7 and binary liquids.8 It is also of theoretical interest9–12 since it provides an example of a far from equilibrium, strongly nonlinear "diffusional" process in which the fluctuations of the order parameter play an important role.

Finally, it is a dynamic process taking place in an unstable phase, below the critical point (we have in mind a phase diagram with an upper critical point), which offers an opportunity to study whether the dynamic scaling laws13 and the universality behavior observed above $T_c$ in stable phases still hold below $T_c$, under conditions of thermodynamic instability.

A phenomenological theory for the most probable evolution of the concentration during decomposition has been proposed by Cahn.6 This was improved by Cook10 who added thermal fluctuations. Various reformulations of the Cahn–Cook theory were presented by Langer, and Metiu, Kikuchi, and Ross.11

The phenomenological theory is heuristic and contains a number of approximations whose validity has not been assessed a priori:

(a) It is assumed that the probability $P(c(r), t)$ that the concentration at a point $r$ has the value $c(r)$ at time $t$ satisfies a master equation14,15,16 with the transition rate

$$W(c(r) \rightarrow c(r') = \delta c(r)\delta c(r')) \propto \exp[-\int dr \int d'r' K(r, r') \delta c(r) \delta c(r')] \times \exp[-\beta (F(c(r)) - F(c(r)))]/2].$$

(b) Equation (2) is adequate for some models of interest.

(c) Finally, all theoretical work has used a van der Waals,14 Cahn–Hilliard,15 Ginzburg–Landau,16 Wilson17 free energy:

$$F(r) = (k_B T/2) \int dr \left(\nabla c(r) - K c(r)\right)^2 - F_0$$

$$= (k_B T/2) \int dr \left(\nabla c(r) - (u/2) c(r) + K c(r)\right)^2. \quad (4b)$$

Here $k_B T/2$ is the free energy density of a uniform system constrained18 to have the concentration $c$. Throughout this paper we will use the symbol $c$ to denote a concentration, denoted

\[\text{E. P. Sloan Fellow and Camille and Henry Dreyfus, Teacher–Scholar.}\]
by \( C \), and the "critical concentration" and will refer to both loosely as "the concentration." More explicitly \( c \) is defined as that variable linear in the actual concentration for which no cubic term appears in the function \( f \). The gradient term takes into account the fact that the free energy is affected by the existence of a spatial inhomogeneity in the concentration field and that the free energy at a given point depends on the concentration at neighboring points. The gradient term stabilizes interfaces between phases and is responsible for surface tension. \( F_0 \) is a reference free energy for a homogeneous system. Equation (4b) is obtained from Eq. (4a) by expanding \( f(c(x)) \) in power series around the concentration of the homogeneous reference system.

Recent work\textsuperscript{12,17,19} has shown that Eq. (4a), and the equation obtained from (4a) and Eq. (2), are a satisfactory starting point for the theory of static and some dynamic critical phenomena. These studies considered, however, only steady-state dynamic phenomena taking place in a stable region of the phase diagram, above the coexistence line and close to the critical point. Therefore their success does not imply that Eqs. (2)–(4) are a satisfactory starting point for a description of spinodal decomposition which takes place in the unstable region below the coexistence line, and is a relaxation experiment following a sudden change in the thermodynamic state which can be carried out far from the critical point.

We consider, therefore, that the assumptions described above are reasonable but, as yet, unproven. Attempts to justify them are hindered by the fact that the competing role of fluctuations, nonlinear interactions, and spatial variation of the order parameter, make these equations extremely difficult to solve. The most ambitious calculations to date are those carried out by Langer, Bar-on and Miller\textsuperscript{6} (LBM). These were extended to include hydrodynamic (mode-coupling) effects by Kawasaki and Ohta.\textsuperscript{21} An improved LBM type ansatz was recently studied by Hill, Metiu, and Petschek.\textsuperscript{13} The method of solution involves heuristic assumptions whose validity is very difficult to assess. We expect\textsuperscript{14} that the LBM results are better at the early times of the decomposition process. Further uncertainties in testing these equations are caused by the possibility\textsuperscript{22} that the existing data is not free of multiple scattering and, therefore, it should not be compared to single scattering calculations.

Even if the assumptions above are correct the parameters which go into the theory are not generally easy to measure experimentally. Thus it is difficult to make critical comparisons between theory and experiment. We are thus in a situation in which both the starting equations and their solution might be erroneous, the data are not yet above suspicion and comparisons of theory and experiment are difficult. For these reasons we have decided that some progress could be made by obtaining the "exact" solution of the time-dependent Ginzburg-Landau equation [Eqs. (2), (3), and (4b)] by a novel type of computer simulation. We can, in principle, test the existing approximate solutions by comparing them to our "exact" results, and we can also compare our calculations to the experiment.

The simulation consists of using finite differences, in time and space, to turn Eq. (2) into an algebraic equation. We program the computer to generate at each "time slice" \( t_i \) and spatial point \( r \), a random number \( \xi(r_i,t_i) \) taken from a Gaussian distribution whose width is given by the fluctuation–dissipation theorem. We then solve for \( c(r_i,t_i+\Delta t) \) in terms of these random variables and \( c(r_i,t_i) \). We then repeat this procedure until we reach some latest time. A complete run gives us the values of \( c(r_i,t_i) \) at all space points \( r_i \) and times \( t_i \). We call the set \( \{c(r_i,t_i), i=1,2,\ldots, \alpha=0,1,2,\ldots \} \) with a "trajectory". If we repeat the calculation we get a second trajectory, which differs from the first one due to stochastic nature of the quantity \( \alpha \). Running many statistically independent trajectories we compute the average value of any function of concentration.

For economic reasons we have carried out such calculations in two dimensions. We report here a variety of the assumptions above are correct the param- eter starting composition in a two-component, nearest neighbor, Ginzburg–Landau model for spinodal decomposition. These studies considered, however, only steady-state dynamic phenomena taking place in a stable region of the phase diagram, above the coexistence line, and is a relaxation experiment following a sudden change in the thermodynamic state which can be carried out far from the critical point.

We consider, therefore, that the assumptions described above are reasonable but, as yet, unproven. Attempts to justify them are hindered by the fact that the competing role of fluctuations, nonlinear interactions, and spatial variation of the order parameter, make these equations extremely difficult to solve. The most ambitious calculations to date are those carried out by Langer, Bar-on and Miller\textsuperscript{6} (LBM). These were extended to include hydrodynamic (mode-coupling) effects by Kawasaki and Ohta.\textsuperscript{21} An improved LBM type ansatz was recently studied by Hill, Metiu, and Petschek.\textsuperscript{13} The method of solution involves heuristic assumptions whose validity is very difficult to assess. We expect\textsuperscript{14} that the LBM results are better at the early times of the decomposition process. Further uncertainties in testing these equations are caused by the possibility\textsuperscript{22} that the existing data is not free of multiple scattering and, therefore, it should not be compared to single scattering calculations.

Even if the assumptions above are correct the parameters which go into the theory are not generally easy to measure experimentally. Thus it is difficult to make critical comparisons between theory and experiment. We are thus in a situation in which both the starting equations and their solution might be erroneous, the data are not yet above suspicion and comparisons of theory and experiment are difficult. For these reasons we have decided that some progress could be made by obtaining the "exact" solution of the time-dependent Ginzburg-Landau equation [Eqs. (2), (3), and (4b)] by a novel type of computer simulation. We can, in principle, test the existing approximate solutions by comparing them to our "exact" results, and we can also compare our calc-
critical temperature when universality can no longer be invoked. In the case of molecular dynamics the time scale is of the order of picoseconds, while we are interested in hydrodynamic time scales. Clearly the simulation presented here addresses a different question than previous work, and it is aimed at establishing with accuracy the behavior of the time dependent Ginzburg–Landau model.

II. THE MODEL AND THE METHOD OF SOLUTION

A. The model

Equations (2) and (4a) lead to

\[ \dot{c}(r, t) = (a_T^2/2) \Delta c(r, t) + \eta(r, t) \]

Here \( c(r, t) \) is the difference between the concentration \( C(r, t) \) at the point \( r \) at time \( t \), and the critical concentration \( C_0 \). Another important parameter is the concentration \( C_0 \) of the system before the quench. If \( C_0 > 0 \) (i.e., off critical quench), it is better to work with \( c(r, t) = c(r, t) - C_0 \). When we switch to this new variable, a quadratic term in \( c(r, t) \) appears in Eq. (5).

Such a term is thermodynamically necessary, since, for example, if \( C_0 < 0 \) the quadratic term will bias the system towards generating a larger amount of the equilibrium phase having lower concentration. If \( C_0 = 0 \), the two phases are generated in equal amounts.

If \( K, u, \text{ and } \eta \) are zero, Eq. (5) reduces to the ordinary diffusion equation. Since \( a = (\partial^2 c/\partial r^2)_{\text{vacuum}}, \) \( a > 0 \) in the thermodynamically stable region of the phase diagram (i.e., above the coexistence line) and the "bare" diffusion coefficient \( D_0 = M h_B T a \) is positive. If we define the spinodal line by \( (\partial^2 c/\partial r^2)_{\text{vacuum}} = 0 \), then the bare diffusion coefficient becomes negative below this line. Equation (5) implies that below the spinodal, if \( K, u, \text{ and } \eta \) are zero, a concentration fluctuation grows spontaneously. This is the kinetic manifestation of the thermodynamic instability.

The gradient term \( K \nabla c \) is introduced into the theory because, as the system becomes spatially inhomogeneous, some free energy must be used to create boundaries between patches having different concentrations. The gradient term accounts for the appearance of a surface tension between such patches. This term prevents the spontaneous growth of the high vector Fourier components \( c_k(t) \), since such components result in the formation of sharp domain boundaries with high surface tension.

If \( K > 0, \) but \( u, \eta = 0 \) (this is Cahn's model), the Fourier transform of the equation gives \( \dot{c}_k(t) = -M h_B T \times (a + K^2) c_k(t) \) and the Fourier transform of the effective diffusion coefficient is \( D(k) = M h_B T k^2 (a + K^2) \). In the unstable region, where \( a < 0 \), the Fourier components \( c_k(t) \) with \( k \sqrt{|a|/K} \) grow exponentially while the other decay exponentially.

The nonlinear term \( (\omega = 0) \) becomes mathematically important as the decomposition proceeds and \( c(r, t) \) grows. Physically, this is the term which slows down the initial exponential growth of the low \( k \) modes. It also contains the thermodynamic information concerning the position, on the phase diagram, of the two final equilibrium phases towards which the system must evolve.

The random force \( \eta \) simulates thermal fluctuations in variables not included in our description. Assuming that they are Gaussian is justified if the system is in local thermodynamic equilibrium and these fluctuations relax quickly.

- The form of Eq. (5) is determined by three kinds of assumptions.

(a) If we assume that \( \Delta^{-1} \) is small, then we can use Eq. (2). To second order in \( \Delta^{-1} \) the equation for \( \sigma_c/\sigma t \) contains 36 additional terms of the form \( \sigma F/\sigma c^2 \) and \( \sigma F/\sigma c^4 \), which are ignored here.

(b) The free energy is a functional of \( c(r) \) and the gradient terms \( \nabla c, \nabla^2 c, \nabla^4 c, \text{etc.} \), which are rotationally and translationally invariant. Equation (4) is an expansion in powers of \( c \) and \( \nabla c \) to the lowest physically reasonable order. All the terms appearing in Eq. (4) are indispensable for a qualitatively correct picture of the decomposition. More terms might be necessary for a quantitatively accurate description.

Above the critical point spatial inhomogeneities are created by thermal fluctuations. Since the phase is thermodynamically stable, the inhomogeneities decay and corresponding concentration fluctuations on large length scales are small. Furthermore, near the critical point the "interfaces" between fluctuations are smooth and \( \nabla c \) tends to be small. This implies that under these conditions Eq. (4) is likely to be quantitatively adequate. This is not, however, certain in spite of the fact that the model has been so successful in explaining both static\(^{16}\) and dynamic\(^{11,18}\) critical phenomena. These studies have concentrated on determining the critical exponents, and universality assures that these are not sensitive to the details of the model.

Spinodal decomposition takes place below \( T_c \) and the spatial, inhomogeneity is spontaneously created because the system is thermodynamically unstable. Thus \( c(r, t) \) grows rapidly and higher powers of \( c \) might be necessary in Eq. (4). If the quench is far below \( T_c \), there is no a priori reason to expect that \( (\nabla c)^2 \) is small; higher powers of \( (\nabla c)^2 \) might be needed in Eq. (4) as well.

Note that at early times Eq. (4), and the resulting kinetic Eq. (5), should work well since both \( c \) and \( \nabla c \) are expected to be small. For this reason it is very important to carry out experiments at the earliest possible time to compare to the theory in a regime in which we expect it to work. If there is some fundamental problem with these equations, more basic than keeping only few terms in the expansion mentioned above, it could show up by producing disagreement with the theory in the short time regime.

(c) A third type of approximation is made by assuming that the concentration is the only relevant field in the problem. In principle, changes in concentration are coupled to changes in energy density (or temperature)
and fluid velocity. In solids, elastic strains which develop during decomposition often play a role.

The hydrodynamic effects have been introduced in the LBM theory by Kawasaki and Ohta.\textsuperscript{11} We are currently studying such effects with the present simulation method and hope to report the results in a future article.\textsuperscript{11} Hydrodynamic effects are not expected to play a role in alloys, but might be important in binary liquids.

The temperature field has two possible effects. First the temperature and concentration fluctuations are coupled. It is therefore possible that the temperature fluctuations will affect the dynamic behavior of the system (provided it does not relax too quickly). Second if the system relaxes adiabatically the mean temperature of the system will change during the decomposition. This latter effect will be important near the critical point only if the divergent part of the specific heat near the critical point is comparable to the background value of the specific heat. This is true only extremely close to the critical point in typical binary fluids.\textsuperscript{12}

B. The method of solution

The time-dependent Ginzburg–Landau equation\textsuperscript{4} is a nonlinear, stochastic, partial differential equation. We have approximated it numerically in the following fashion. The order parameter $c(r)$ is given at a discrete set of points on a square lattice. This corresponds to taking a square "Brillouin zone" rather than the circular Brillouin zone favored by theoretical treatments of the time-dependent Ginzburg–Landau equations. This discrete lattice also implies that the underlying point symmetry is only a square symmetry rather than the circular symmetry which would be expected in many systems of physical interest. The largest such lattice used was a square with $32 \times 32$ sites, due to limitations in the size of the computer available for this work. The Laplacian was replaced by its finite difference expression

$$\nabla^2 c(x, y) = -4c(x, y) + c(x + h, y) + c(x, y + h) + c(x - h, y) + c(x - y - h),$$  

where $h$ is the distance between the centers of two neighboring lattice cells.

This replacement reduces Eq. (5) to a system of $32^2$ stochastic, ordinary, differential equations of the form

$$\frac{d c(x, t)}{d t} = G(c(x)) + \eta(t),$$

where $G$ is the finite difference equivalent of the right-hand side of Eq. (5) and $\{c(x)\} = \{c(x_1), \ldots, c(x_{32})\}$ with $n = 32 \times 32$. This system is solved by writing

$$c(x, t + \Delta t) - c(x, t)/\Delta t = G\left(\frac{1}{\Delta t} \sum_{t=0}^{\Delta t} c(x, t + \Delta t) + c(x, t)\right) + \eta(t),$$

with

$$\eta(t) = \int_{t-\Delta t}^{t+\Delta t} \eta(t_\Delta) dt_\Delta.$$  

Using the prescription described below, we generate numerical values for $\eta(t)$. Then we solve Eq. (8) iteratively for $c(x, t + \Delta t)$ (the previous values, $c(x, t)$, is known). In practice, between two and four iterations were usually sufficient.

The generation of $\eta$ has been done as follows. Using the definition Eq. (9) for $\eta(t)$ we compute

$$\langle \eta(r, t) \eta'(r', t) \rangle = -2k_B T M A \delta(r_2 - r_1).$$

Using the finite difference expressions for $\nabla^2$ [i.e., Eq. (6)] and the Kroneker delta, $\delta(r_2 - r_1)$, find

$$\langle \eta(r_1, t_1) \eta'(r_2, t_2) \rangle = 8 k_B T M A \Delta t$$

if $r_1 = r_2$ and $t_1 = t_2$,

$$\langle \eta(r_1, t_1) \eta'(r_2, t_2) \rangle = -2 k_B T M A \Delta t$$

if $r_1$ and $r_2$ are nearest neighbors and $t_1 = t_2$,

$$\langle \eta(r_1, t_1) \eta'(r_2, t_2) \rangle = 0$$

otherwise.

This is exactly the form required by the fluctuation–dissipation theorem applied to our discrete system.

Practically we have obtained a Gaussian random field with the covariance given by Eqs. (11) by defining

$$\langle \eta(r, y, t) \eta'(r', y', t) \rangle = -2k_B T M A \delta(r_2 - r_1),$$

where $\nu_1$ and $\nu_2$ are two statistically independent Gaussian fields with the covariance

$$\langle \nu(r_1, t_1) \nu'(r_2, t_2) \rangle = \langle \nu(r_1, t_1) \nu'(r_2, t_2) \rangle = 2 k_B T M A$$

if $r_1 = r_2$ and $t_1 = t_2$ and

$$\langle \nu(r_1, t_1) \nu'(r_2, t_2) \rangle = \langle \nu(r_1, t_1) \nu'(r_2, t_2) \rangle = 0$$

otherwise.

Note that we need to generate one value of $\nu_1$ and one for $\nu_2$, for each cell of the square lattice [i.e., for each discrete value of the pair $(r, y)$]. This is accomplished in a standard way by using a packaged generator of uniformly distributed random numbers. In our calculations we have taken the initial concentration to have the same value, $c_0$, in every cell. This corresponds to the assumption that the initial temperature is so high that there are no fluctuations on the length scales of interest. If the initial temperature were such that the correlation length is comparable to our lattice spacing $h$ it would be necessary to have fluctuations in $c(x, t = 0)$ in the appropriate temperature range these fluctuations are approximately Gaussian.

We will assume that the quench is instantaneous. This can be experimentally achieved in binary liquids by using pressure jumps. We are currently studying the behavior of the system under the influence of time dependent temperature (or pressure) changes, etc.

C. The quantities computed

There are a number of quantities that give some insight into the behavior of the decomposing system. The ones computed here are discussed below.
The "one particle" distribution function \( P_1(c, t) \) is the probability that the concentration in one cell, at time \( t \), has the value \( c \). We obtain this by making histograms of the values of \( c \) at a given time \( t \), for a sufficient number of trajectories. In particular we divide the range of concentrations into which the concentration falls at any given time into a number of evenly spaced intervals. Then for each of the \( N \) sites on the lattice and the \( \pi \) trajectories we count the number of times, \( \bar{M}(c) \), that the concentration falls into the interval centered on the concentration \( c \). We then estimate the probability as \( P_1(c, t) = \bar{M}(c)\pi^{-1} N^{-1}(\Delta c)^{-1} \), where \( \Delta c \) is the width of the concentration intervals.

The "two particle" distribution function \( P_2(c_i, c_j; t) \) is the probability that, at time \( t \), the concentration in cell \( i \) is \( c_i \) and the concentration in cell \( j \) is \( c_j \). This is obtained in a similar way by making histograms for the pair \( (c_i, c_j) \) by sampling over all pairs in which the cells have the same geometrical position with respect to each other; the statistics are improved by including in the sampled set values generated by many trajectories.

The structure factor \( S(k, t) \) is defined by

\[
S(k, t) = \sum_{c_i} \left\{ \sum_{c_i} c_i^2(t) \right\} N^{-1} \pi^{-1} \delta(k - \mathbf{r}_i) .
\]

Here

\[
c_i(t) = \sum_{c_i} c_i(t) \exp(i\mathbf{k} \cdot \mathbf{r}_i) ,
\]

where \( \mathbf{r}_i \) is the position of the center of the cell \( i \), and \( \mathbf{k} = (2\pi/L)\mathbf{n} \) is the two-dimensional wave vector, constrained to give periodic boundary conditions. That is, \( h_n = (2\pi/L)n \) and \( k_n = (2\pi/L)n_\pi \), where \( n_\pi \) are integers. We sum over all the vectors \( \mathbf{k} \) having the length \( k \) and over all trajectories and divide by the number of trajectories \( \pi \) and the number of cells \( N_t \) to obtain the structure factor per cell.

### III. RESULTS AND DISCUSSION

#### A. The choice of parameters

Except for scale factors, the equilibrium behavior of the Ginzburg-Landau equation depends on two dimensionless parameters. These are the mean field correlation length, given in units of the lattice spacing \( \xi = \exp((\alpha d)^{1/2} \xi^{-1}) \) and the parameters \( G = \left[(\alpha d)^{1/2} \xi^{-1}\right] (2d) (\xi d)^2/2 \), where \( d \) is the dimensionality of the space and \( \alpha = 1/2(4 - d) \). The parameter \( G \) is the Ginzburg criterion [see Ref. 19(a), Sec. III 8] which is used to estimate how important the fluctuations in determining the values of the equilibrium quantities for a system described by Ginzburg-Landau free energy.

For the simulations discussed in this paper we have chosen values \( \xi_B = 2.5 \) and \( \xi = 2.63 \) and \( G \approx 0.2 \). Since \( G \) is small we expect that the equilibrium properties of the system are given, to good approximation, by the mean field theory. Moreover, since the fluctuations are not dominant we do not expect universal behavior.

To establish the importance of the nonlinear effects during the spinodal decomposition we compare the mean square concentration fluctuation given by the linear theory to

\[
C_{\text{sq}} = \left( \frac{C_1 - C_2}{2} \right)^2 .
\]

where \( C_1 \) and \( C_2 \) are the concentrations of the coexisting equilibrium phases at the temperature at which the decomposition takes place. \( C_{\text{sq}} \) gives us a value of the concentration fluctuation at which we know that nonlinear effects are important. The mean square concentration fluctuations for the linear theory are given by

\[
\langle c(t, x) \rangle^2 = \int dk S(k, t)
\]

where \( S(k, t) = (k^2 + \gamma^2)^{1/2} \exp(-k^2/2\tau_g) \),

\[
\tau_g = (k^2/2\gamma)^{-1}
\]

is the decomposition time scale for the linear theory (one-quarter the growth rate of the growing mode). The last term in Eq. (18) is the asymptotic (long time) value of the integral.

Thus we see that the length of time during which the linear theory is applicable is given (in units of \( \tau_g \)) by the logarithm of

\[
R = C_{\text{sq}}(t^*/\gamma)^2/(S_{\text{sq}}(k = 0) K_0)
\]

For the parameter values used in the present simulations, the value of \( R \) is 10 (in computing this we used mean field values for \( \xi \), \( S_{\text{sq}} \), \( C_1 \), and \( C_2 \). As the experimental (and theoretical) value of \( R \) in three dimensions is 16 we expect the effect of the nonlinearity in the present simulation to be comparable to that in three dimensions near the critical point.

The initial concentration in all the simulations presented here was taken to be the same in all cells. This implies that the system is initially at a temperature high above the critical point so that the initial fluctuations are very small compared to those occurring during spinodal decomposition. In one simulation the initial concentration was taken to have its critical value, so that \( c(t = 0) = 0 \). In the other we use \( c(t = 0) = 0.47C_{\text{sq}} \) (with \( C_{\text{sq}} \) as defined in Eq. (18)), computed within mean field Ginzburg-Landau theory.

#### B. Results

1. The concentration pattern and its growth

Figures 1 and 2 show qualitatively the concentration patterns generated by one trajectory, at three different times following the quench. The darkness in a given cell is roughly proportional to the concentration therein. The darkest cells have the largest positive deviation of the concentration from the critical value, and the lightest ones have the largest negative deviation. In the off critical quench (Fig. 2) the cells having the majority
This figure gives a qualitative visual impression of the concentration distribution during spinodal decomposition, in critical quench. The degree of darkness is proportional to the local concentration. The light (dark) squares are placed where the local concentration is smaller (larger) than the critical concentration. The Figs. (a), (b), and (c) represent the concentration distribution at the times $t = 10 \tau_p$, $56 \tau_p$, and $223 \tau_p$, respectively, after the quench. The darkness scale has been chosen so that the lightest and the darkest squares represent places where $c - 1.1 C_{\infty}$ that have the maximum concentration fluctuations. The mean field value of $C_{\infty}$ [defined in Eq. (17)] was used.

phase concentration are colored lightly. Note that as the size of the concentration patches increases the boundary between them becomes sharper.

2. The structure factor and other moments

In Fig. 3 we have shown typical plots of the dimensionless structure factor per unit cell, $K \langle |c(k)|^2 \rangle / Nh_0 T$, where $N$ is the number of lattice sites and $K$ is defined in Eq. (4a). The structure function $S$ has been plotted as a function of $\sqrt{2(\cos(k_x) + \cos(k_y))}$, the discrete analog of the magnitude of $k$. In particular, $\sqrt{2(\cos(k_x) + \cos(k_y))}$ is simply the square root of the Fourier transform of the discrete Laplacian [Eq. (6)]. It has been made dimensionless by multiplying by the lattice spacing $h$.

It is essentially identical to the usual definition of the magnitude of $k$ in the range $|k| < 2$, e.g., throughout the range of interest. The structure function $S$ has been averaged over all wave vectors having the same values of $|k|$. The error bars were deduced by assuming that for each trajectory the nonzero or imaginary parts of the Fourier transform of the concentration are Gaussian random variables. This is the expected result for sufficiently large systems since each Fourier component of the order parameter is the sum of a large number of essentially independent contributions from noninteracting patches. The central limit theorem$^{33}$ implies therefore that the sum is a Gaussian random variable. This

FIG. 1. This figure gives a qualitative visual impression of the concentration distribution during spinodal decomposition, in critical quench. The degree of darkness is proportional to the local concentration. The light (dark) squares are placed where the local concentration is smaller (larger) than the critical concentration. The Figs. (a), (b), and (c) represent the concentration distribution at the times $t = 10 \tau_p$, $56 \tau_p$, and $223 \tau_p$, respectively, after the quench. The darkness scale has been chosen so that the lightest and the darkest squares represent places where $c - 1.1 C_{\infty}$ that have the maximum concentration fluctuations. The mean field value of $C_{\infty}$ [defined in Eq. (17)] was used.
argument, of course, fails for integrals over the Fourier components of the concentration, e.g., the concentration at a given point is not necessarily Gaussian. We have checked the above assumption by calculating, from the results of our simulation, the mean square fluctuation for the square of each Fourier component. We find no statistically significant deviations from Gaussian behavior.

In Figs. 4 and 5 we have shown the values of the structure function for various times during the decor position. In these figures we have simply drawn smal curves through plots similar to those in Fig. 3, consistent with the error bars. For these times we have not been able to find a convincing scaling form for the structure function as a function of some scaled wave vector.

It is also of interest to Fourier transform the structure factor and find the correlation function $S(|r|) = \langle c(r') c(r+r') \rangle$. This function is plotted in Fig. 6 for several times. It is interesting to note that $S(|r|)$ is a smooth function of the absolute value of the separation, for separations less than 16 lattice spacings (this is half way across the finite lattice). It therefore appears that the shape of the underlying square lattice is relatively unimportant to the structure function and we conjecture...
FIG. 3. The Fourier transform of the structure factor, $S(k,t)$ as a function of $k$, for several values of the time after the quench. (a) the critical quench, for $t=36 \tau_0$; (b) the critical quench, for $t=223 \tau_0$; (c) the off-critical quench for $t=58 \tau_0$; (d) the off-critical quench, for $t=223 \tau_0$. The (one standard deviation) error bars were estimated as discussed in the text.

that this is also relatively unimportant to the other quantities which we calculate. It is also interesting to note that the dependence of the structure function on $|x|$ is easy to understand; nearby points tend to have similar values of the concentration. Because of the conservation law there is a sum rule $\int dr S(r) = 0$ and therefore $S(|x|)$ must be negative at larger $r$. However we find a persistent peak at yet larger $r$ which contributes appreciably to this sum rule. This is due to the relative sharpness of the peak in the structure function as a function of $k$. This suggests that some care should be taken in simulating spinodal decomposition to ensure that the system is large enough as spatial correlations persist appreciably further than the naive estimate $s/h_{\text{max}}$ where $h_{\text{max}}$ is the location of the maximum in the structure function as a function of $k$ at that time. Note that for the latest time for which we have data the second peak in the structure function is zero only at 15 lattice constants, essentially halfway across our finite lattice.

We have tested the validity of the linear theory at short times by comparing the results of our simulation to the linear equations for the structure factor. We find that after 0.5 and 1 linear growth times (i.e., $t/\tau_0 = 2$ or 4) the amplitude of the fastest growing linear mode already exceeds by a factor of 2 that given by the full nonlinear simulation.

It is interesting to ask whether or not this disagreement between the results of the computer simulation and the linear theory can be explained simply by the random phase approximation (RPA) theory for the interactions between the quickly relaxing high $k$ modes and the more slowly relaxing $k$ modes. In RPA the rate of change of the structure function is given by

$$\frac{dS(k)}{dt} = 2M|k|^2\left(|k|^2 + a_{RPA}\right)S(k) + 1, \quad (21)$$

where

$$a_{RPA} = a + 3N S(r = 0). \quad (22)$$

Rather than solving these equations and comparing the results to those of the computer simulation we have...
FIG. 4. A plot of the structure factor \( S(k, t) = K \left( |c(k, t)|^2 \right) \) as a function of \( k \). The value of \( k \) is computed as described in Sec. II B. The curves were visually smoothed out, consistent with the estimated error bars. (a) Represents \( S(k, t) \) for a critical quench and various times: \( t = 5 \tau_p \), a solid line; \( t = 32 \tau_p \), a dotted line; \( t = 38 \tau_p \), dashed line; \( t = 58 \tau_p \), a dot-dashed line. (b) Represents \( S(k, t) \) for a critical quench for various times: \( t = 77 \tau_p \), a solid line; \( t = 100 \tau_p \), a dotted line; \( t = 127 \tau_p \), a dashed line. (c) Represents \( S(k, t) \) for a critical quench, at various times: \( t = 156 \tau_p \), a dotted line; \( t = 100 \tau_p \), a dotted line; \( t = 223 \tau_p \), a dashed line.

FIG. 5. Same as Fig. 4, but for the off-critical quench.

chosen to examine the computer simulation to see when the assumptions of the RPA theory breakdown. It seems reasonable to assert that this breakdown will be less dependent on the choice of initial state (which is not easily controllable in real experiments) than the detailed mean field theory dynamics.
Another quantity of interest is the one particle distribution function $P(c, t)$ defined in Sec. IIC. This is the probability that the concentration at an arbitrary cell has the value $c$ at time $t$. Numerical results for $P(c, t)$ as a function of $c$, at various times, are displayed in Figs. 8 and 9. The initial distribution ($t = 0$) has non-zero value for $c = c_0$ only, since this is our initial condition. At later times the distribution broadens and then starts to develop two peaks near the mean-field equilibrium values. For $c_0 = 0$ (Fig. 8) the distribution is symmetric with respect to 0. As the time evolves the number of cells having the initial concentration is substantially diminished and the peak values become more and more probable. In other words more cells tend to have the concentration near the mean-field equilibrium values.

In the very long time limit, when the system reaches equilibrium we expect that $P(c; t = \infty)$ consists of a sum of two nearly Gaussian distributions centered around

3. The distribution functions

In particular, underlying the RPA assumptions is that the fluctuations in $c(r)$ are Gaussian (like in the linear model, but with the width renormalized by fluctuations). In Fig. 7 we give plots of $(c(r)^3 - 3(c(r)^2)^2)$. For the off-critical quench our free energy functional gives $(c^3) = 0$. If the fluctuations are Gaussian both $(c^3) - 3(c^2)^2$ and $(c^3)$ are zero and the non-Gaussian nature of the fluctuations can be deduced from the dimensionless ratios $(c^3 - 3(c^2)^2)/(c^3)$ and $(c^3)/c^3$. The graphs show that the fluctuations become non-Gaussian quite early in the decomposition, indicating that nonlinear effects reach quickly beyond the behavior implied by the random phase approximation.

It is difficult to assess a priori the statistical uncertainty in the one-point moments discussed above or in various other quantities which are discussed below. This is because the statistical distribution of such quantities at a single point is a complex dynamical quantity and because all such quantities were averaged over all the sites in the lattice. Thus, these quantities are the sum of a large number of statistically dependent variables with distributions and correlations which are not known a priori. Some idea of the accuracy of these moments can be obtained by calculating the value of moments such as $(c(r)^3)$, which are required by symmetry to be zero in the critical quench. Such tests suggest that the statistical accuracy of these moments and those discussed below are of order 3%.

FIG. 6. The structure factor $S(|r|, t)$ as a function of $|r|$, at various times after the quench. (a) The critical quench: $t = 10 \tau$, a solid line; $t = 38 \tau$, a dotted line; $t = 100 \tau$, a dashed line; $t = 223 \tau$, a dot-dashed line. (b) Same as (a), but for the off-critical quench.

FIG. 7. We show here the dependence of time of various quantities related to the RPA approximation (see the text). (a) For a critical quench we have: Full line: We plot $c_{m0}$ given by Eq. (22); dotted line: We plot $(1/c(R, t)^{13})/c_{m0}^3$ as a function of time; dot-dashed line: We plot $(c(R, t)^3)/c_{m0}^3$ as a function of time; dashed line: We plot $(c(R, t)^3 - 3(c(R, t)^2)^2)/c_{m0}$ as a function of time. (b) Same as (a), but for the off-critical quench. The mean field value of $c_{m0}$, defined in Eq. (17), was used.
FIG. 8. The probability $P(c,t)$ of finding the concentration $c$ in a cell at the time $t$ after a critical quench. (a) $t=10\,\tau_{eq}$; (b) $t=30\,\tau_{eq}$; (c) $t=223\,\tau_{eq}$. See the text for a discussion of the definition of $P$.

FIG. 9. Same as Fig. 8, but for the off-critical quench.

The actual equilibrium concentrations, each Gaussian having a width given by $\int S_{eq}(k)\,dk$ where $S_{eq}(k)$ is the equilibrium value of the concentration correlation function in the corresponding phase. We have tried to fit $P(c,t)$ at earlier times with such a double Gaussian form and were quantitatively unsuccessful.
FIG. 10. Contour plots of the two-point probability distribution \( P_2(c_1, c_2, t) \), representing the probability that at time \( t \) the concentration in one cell is \( c_1 \) and in a nearest neighbor is \( c_2 \). The axes represent the values of \( c_1 \) and \( c_2 \). The tick marks represent the mean field values of \( C_{eq} \). The solid lines are lines of constant probability drawn at equally spaced intervals \( (P(c_1, c_2) = \Delta P \times n; n = \text{integer}) \). Dotted lines have been drawn at intermediate intervals \( (P(c_1, c_2) = \Delta P(n + 0.5)) \) in regions where the contours are widely spaced. The value of \( \Delta P \) was 0.62 \( C_{eq}^2 \). This has been done at several times; (a) \( t = 10 \tau_e \); (b) \( t = 38 \tau_e \); (c) \( t = 100 \tau_e \); (d) \( t = 233 \tau_e \).

We have also computed the two-point probability distribution function \( P_2(c_1, c_2; t) \) defined in Sec. II C. This is the probability that, at time \( t \), the concentration in the cell \( i \) is \( c_1 \) and that in cell \( j \) is \( c_2 \). In Figs. 10 and 11 we show contour plots joining the points \( (c_1, c_2) \) of equal probability. This should be read as a topographic map in which the surface of the "mountains" is \( P_2(c_1, c_2; t) \), at fixed \( t \). In Figs. 10(a)–10(d) we present the case when \( i \) and \( j \) are nearest neighbors.

The symmetry of these figures under the exchange \( c_1 \rightarrow -c_1, c_2 \rightarrow -c_2 \) exists only in a critical quench for a free energy functional which is unchanged by \( c \rightarrow -c \).

Note that for nearest neighbors the probability that one cell is near one equilibrium concentration and that a neighboring cell is at the other equilibrium concentration is relatively small. This shows that the incipient domain walls separating the areas of different phases are large compared to lattice spacing. If this were not the case we would expect the dynamics to depend on the underlying lattice.
FIG. 11. In this figure we have given contour plots of the two-point probability distribution for a number of pairs of cells with different separations at the time $233\gamma$ (the latest time shown in Fig. 10). A description of these plots is given in the caption to Fig. 10, as is a plot for nearest neighbor pairs (Fig. 10(d)) at this time. The pairs of cells in these plots were separated along the $x$ or $y$ axes of the computer simulation by distances of $2$ (Fig. 11(a)), $4$ (Fig. 11(b)), and $8$ (Fig. 11(c)) lattice spacings.

Note also the formation between the second and third times of a minimum in the distribution function near $c_2 = 0$.

In Figs. 11(a)–11(c) we have shown the two-point probability for a number of different separation, for a critical quench, at the latest time we have simulated.

Contour plots for an off critical quench have similar features. However, they are difficult to read due to the very large probability that both points have concentrations near that of the majority phase and are not reproduced here.

It is important to have a good description of this two-point correlation function in terms of a small number of parameters. A comparison of various parameterizations which have been used in theoretical work with the actual measured distributions is currently in progress.
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It is hoped that ongoing experiments carried out by D. S. Cansell and C. M. Jefferson with a mixture 3-methylpentane-nitroethane in which the refractive indices of the components are nearly equal, will provide data free of multiple scattering.


(a) For a phase diagram see J. A. Safran, Phys. Rev. Lett. 44, 927 (1980); Dr. Safran has suggested that spinodal decomposition might take place in intercalated compounds (private communication).


It is implicitly assumed in Eq. (4a) that the coexistence line is symmetric with respect to Tc. This generally true for concentration close to c.;. This assumption can be easily removed.
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