International Symposium on Microwaves and Comm., Kharagpur, India, Dec 1881.

SUIA D —
r.\'.L:NI Sy Cu AS-SI‘F;.C.—A—;C:O”N OR;QT;-FAGE {When l)ulnlhnu'n’dl.
§ X READ INSTRUCTIONS
4 REPORY DOCUMENTATION PAGE BEFORE COMPLETING ORM
7. REPORT NUMBER . GOVY ACCESSION ~c}."x RECIPIENT'S CATALOG HUMBER \
- C
AFOSR-TR- 82.0466})-A//45 79 e
m V. TITLE (and Subtitle) 5 TYPE OF REPORT & PLI-00 FOVERLL —
H APPLICATION OF LEAST~SQUARES ALGORITHMS TO TECHNICAL Ty
ADAPTIVE ECHO CANCELLATIq'N ?r'y".
; 6. PERFOAMING 043G, REPQRT MUMBER [
< 1. AUTHOR(s) : 0. CONTRACT OR GRANT NUMAER,s)
V.U. Reddy, F.K. Soong, A.M. Peterson, and F49620~79-C~0058
T. Kailath
Q
<< i. PERFORMING ORGANIZATION NAME AND ADDRESS 10, ::gi"a‘xoznl'xs'dﬁ;?T'Npu‘l?ﬁzr'rfs*' Tacx -
Depar tment of Electirical Enginecering o
Stanford University PE61102F; 2304/A6 . ':",)‘
| Stanford CA 94305 : '..':"’
' "ONTROLLING OFFICE NAME AND ADORESS 12, REPQRT DATE —
Air Force Office of Scientific Research DEC 81
Directorate of Mathematical & Information Sciences F—wTweraor FAGEs
Bolling AFB DC 20332 8
S
T4, MONITORING AGENCY NAME & ADDRES (! diflerent {rom Contrailing Ollice} 1S, SECURITY CLASS. (of this teport) .
INCLASSIFIED "'_
T§a GECCASTIFICATION  DOWNGHASING R
SCMEDULE Bt
6. OISTRIBUTION STATEMENT (of this Report) ""'
Approved for public release; distribution unlimited.
17. DISTRIBUTION STATEMENT (of the abstract enterad i Block 20, If dilterent Irom Reporl) ‘-'.“‘.“
> i i
(18 e
S B
o ‘L'...,
LiJ |78 SUPPLEMENTARY NOTES £
w——d
.

19, KEY WORDS (Continue on reverse alae (/ nacessary and identity by block number)

Adaptive Filter; Adsptive echo cancellation; Least-Mean-Squares; Adaptiv Q

[ Algorithm, Q/ S

7 , . 3 :

i

120, APSTRACT (Continue on reveras side Il neconsary ond identily by black number) .' .

WUA modified Recursive least-Square algorithm is presented for echo cancellation, —_ !

The medified RLS algorithm freeze the adaptive gain during double~talking ' e i

periods to improve the convergence performance of adaptive echo canceller, LY 3

H A

A lattice filter structure of echo caiceller also given based on exact least- ....__""'_'

squares ulgorithm, The new algorithm with superior convergent speed can be ;

irnplemented using VLSI. ‘\ ‘ |

AN | i

DD ,or'5, 1473  soimion of |[nov e 13 0nsOLETE S s
ucuim CUASLIFICATION OF THIS PAGE (When Da'e Frtvred) L

. \ . ey
FE vt s

iy B s



3.
18
¢

" AFOSR-TR- 82.90 4166 o ..;

/Y4

. ’
o™ !‘:...‘\,I"""'- ) - - A

LA ot

+
APPLICATION OF LEAST-SQUARES ALGORITHMS TO ADAPTIVE ECHO CANCELLATION
V. U, Reddy,F. K. Soong,A. M. Peterson and T. Kai]ath*

SUMMARY

With the advent of commercial communication satellites, rcundtrip
delays of the order of 500 ms in long distance telephone conversations
have become quite common. Use of echo suppressors on such long distance
telephone circuits has not given satisfactory performance and hence atten-
tion has been directed to the use of adaptive echo cancellation[1,2].

Essentially all the significant echoes are generated at the hybrid
transformer, which acts as a two-wire/four-wire interface in a long distance
telephone circuit. It is the impedance mismatches introduced by the hybrid
transformer that cause echoes. Thus the echo signal is a defayed and trans-
formed version of the speech signal. It an adaptive filter, implented using
an adaptive algorithm, can simulate the transformation yielding the erho,
the echo can be eliminated by subtracting the simulated echo from the
actual echo signal. The combination of the adaptive filter and the subtrac-
tor is known as an adaptive echo canceler. Since perfect cancellation is
only possible asymptotically, it is important to know how fast the residual
echo power falls. This depends on the convergence properties of the adaptive
a]gorith. The algorithms that have been extensively studied so far in the
context of echo cancellation are all based on stochastic gradient approxi-
mations[1,2,3]. Only recently have fast Kalman estimation algorithms and
lattice algorithms been applied to adaptive channel equalization[4,5]. The
echo-killer chip recently developed by Bell Telephona Laboratories[6] uses
the so-called least-mean-squares(l.MS) algorithm for adaptation. One good
feature of this algorithm is its simplicity.
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Under the conditions of one-way speechk, i.e., when only one speaker
is talking, it would suffice if the canceler ~d2ots to the unknown echo

path as quickly as possible and continue’ yu . .mall variations in

the echo path. However, in normal telephor » ¢t srucs~ s Lhere are many
intervals during which double-talking,i.e., th ‘07> 5 #~74 stmultaneously,
takes place. During such periods, the second zpL - speech acts as a
gigantic additive noise for the echo cancei .- whi.h .rying to cancel

the echoes of the first speaker. This forces the adapted path to diverge
from its previously adapted values, This has two effects: i) The canceler
performs very poorly during the double-talking intervals and ii) the can-
celer needs to re-adapt to the unknown echo path after the second speaker
stops talking. Hence, it would be highly desirable to have an algorithm
that not only has fast convergence but also stops the adapted path from
diverging diring the double-talking interval. This paper contains the res-
ults of a study with the above objectives.

Two different structures are considered for the echo canceler. One .
uses the usual tapped-delay-1i1e(TDL) filter and the other {s based on .
the lattice configuration. The TDL canceler was simulated using two
different adaptive algorithms: i) LMS(a stochastic gradient version) and
ii) recursive least-squares(RLS). The lattice-form canceler was simulated
using the corresponding exact least-squares algorithm. A typical hybrid
transformer, which forms the unknown echo path, and the two test speakers’
signals were simulated on the lines suggested in the standard CCITT
report[7]. Fig. 1 shows the impulse response of the hybrid transformer.

A TDL echo cinceler "= shown in Fig.2, where Xy is the far-end speech
signal{first speaker’s signal), yy s its echo and, v, is the sum of the
near-end speech signal(second speaker’s signal) and the white noise Ny
(system noise). The RLS update of the coefficient vector AT=(aO, CPRRRR
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echo canceler and the ~rresponding least-squares lattice (LSLAT) algori-
thm, se2[8].

Figures 3a and 3b illustrate the convergence behavior of the 31-tap
TDL and lattice-form echo cancelers, respectively. The plots show that
the RLS and LSLAT algorithms converge in about 100 iterations and the
residual error power at cuonvergence is practically equal to -40 dB
which is the power of the system noise Ny The plots also show that the
RLS and LSLAT algorithms behave identically after a small number of iter-
ations, say 50. The difference during the initial period is due to the
different initial conditions assumed in the two algorithms.

For the purpose of {illustration, the TDL canceler was also simulated
using the LMS algorithm. The constants of the algorithm were adjusted to
give the best possible performance. Figure 4 gives the learning curve,
The results show that the LMS algorithm gives a residual error power that,
even after 800 iterations, essentially converges to a level about 6 dB
above the system noise level.

To overcome the double-talking(two-way speech) problem, a modifica-
tion of the RLS algorithm is proposed. The modified algorithm is given by

;
Peoq Xg ( 2y = Xp Ay )

A=A ¥ - (3)
Moy ¥ Ry Peos %y
T
P X, X, P
po=p . .o t=17t 7% Tt (4)
t t-1 T
gy *+ X¢ Peg Xy
where
9y = Var(nt)/ Var(vt) (5)

(For the corresponding mcdified LSLAT algorithm , see[8]).
During the double-talking 1nterva1l;’gt assumes a large value, i.e.,
of the order of 103, This forces the second term in (3) and (4) to be
very small. How small these terms become depends on the relative values
of Py and Peoyr Tt s known that P, tends to zere at the rate of 1/t.
Since there is always a time lag between the starting of the conversation
(at which time the adaptive algorithm begins) and the initial double-talking,
the term xlpt-lxt is effectively negligible compared to l/gt at the instant
the double-talking starts. Tuus, the modified algorithm of (3) and (4)
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virtually freezes F, and At at the instant the double-talking begins and
continues to do so for the whole double-talking interval.

To verify the performance of the modified algorithm, an echo path
consisting of a flat delay of 20 samples in cascade with the hybrid
transformer, giving an impulse response that 1s a <0-sample delayed vers-
ion of the one shown in F'g.1, and a 51-tap adaptive filter were chosen
for the simulation. Only the Tattice-form canceler was used in the experi-
ment. The normal LSLAT algorithm was run initially. The modified version
was started at 401-th iteration and the second speaker’s signal was started
at 501-th iteration. The algorithm was run for a total number of 1000
iterations and the impulse response of the adapted path was computed from
the filter parameters at 1000-th iteration. In the un-modified case, the
normal algorithm was run for 1000 iterations.

Figures 5a and 5b show the impulse response of the adapted path with-
out and with modification. Comparing these results with Fig.l, it is clear
that the modified algorithm leaves the adapted path almost unaffected by
the double-talking. On the other hand, the adapted path is severly distorted
by the double-talking when the modification is not used.
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Fig.2 TDL echo canceler
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