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**Abstract**

These notes are primarily intended as a guide for the individual attending the DNA EMP Awareness Course. The text serves as an engineering introduction to the EMP systems design problem and provides a survey of techniques suitable for solving this hardening problem. The text discusses all aspects of EMP from the environment through system design and testing.
SUMMARY

This course is designed to alert management and technical personnel to the need for EMP protection and to the hardening techniques which can be applied. The bulk of the course material is aimed toward those individuals who may have a direct responsibility for EMP hardening of a system.

The duration of the complete course is three days. The course also includes an Overview of interest to management.

The Overview is essentially an introduction to the EMP problem area. The general problems and difficulties are reviewed.

The technical portion of the course considers all aspects of the problem area from an engineering hardening viewpoint. It requires approximately 2-3/4 days of presentation time to discuss the salient features of the information and background necessary to harden systems.
PREFACE
Third Edition

To maintain the course and the course notes current, updating and
revisions are a continuous effort. Since the original publication in
August 1971, significant advances in the state-of-the-technology have
occurred. In that regard, complete revision of the course notes was
demed desirable. The technical revision was performed by Mr. Irving
N. Mindel of IIT Research Institute.

The author of the course notes would like to acknowledge the lead-
ership and technical review of the course and the course notes provided
by Captain W. D. Wilson and Mr. C. Baker from the Defense Nuclear Agency.
Acknowledgement of the comments received from the "EMP Community" and
the course attendees has also been very beneficial to furthering the
objectives of the course. The efforts of the editorial staff of IITRI,
particularly Ms. M. Leek and Ms. C. Damberger, who compiled and edited
the final publication, is gratefully acknowledged.

I. N. Mindel
IIT Research Institute
Chicago, Illinois
October 1977
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1.1 INTRODUCTION

Everyone is aware of three major effects of a nuclear weapon; these are blast, thermal, and shock. There are other effects associated with a nuclear detonation, which are equally important. One of these effects is the electromagnetic pulse (EMP) which is the subject of this awareness course.

Planners now consider EMP as a possible threat to many sophisticated military systems. How this has come about and, especially, how to achieve the required protection will be the subject of this introductory portion and the more detailed technical presentations which follow. These technical presentations emphasize the engineering aspects.

Under the proper circumstances a significant portion of the energy released during a nuclear detonation appears as an Electromagnetic Pulse (EMP). The spectral content of this pulse contains the frequencies or wavelengths of many of our commercial radio and military electronic systems.

Another nuclear weapon effect sometimes confused with EMP is "blackout". As we will see later, EMP directly affects electrical and electronic systems. "Blackout" on the other hand, is due to an effect associated with the propagation media (the atmosphere) and disrupts the signal path. "Blackout" has no direct effect on system hardware. Also, EMP is a short-term transient (microseconds) that can result in long-term disruptive effects in equipments/systems.

EMP effects depend on several factors among which are the weapon, the burst location, and the point of observation with respect to the burst location. In this course we will be concerned with the surface, near surface and the exoatmospheric (or high altitude) burst. Emphasis will be placed on the exoatmospheric burst because it has two unique properties which are of crucial significance.

These unique properties are its extreme area of coverage, EMP being capable of disrupting electrical and electronic systems as far as 3,000 miles from the site of the detonation; and the fact that EMP can cause severe disruption and sometimes damage when other prompt weapon effects, such as nuclear radiation effects on electronics, blast, thermal effects, dust debris and biological effects are all absent. This means that a high-yield nuclear weapon, burst above the atmosphere, could be used to knock out improperly designed electrical and electronic systems over a large area of the earth's surface without doing any other significant damage. The range of coverage of EMP is diminished if the weapon is detonated within the atmosphere.

An idea of the magnitude of the EMP threat can be realized by comparing its electric field amplitude with the electric fields produced by man-made sources. A typical high-level EMP pulse could have an intensity of 500,000 volts per meter. This is 250 times more intense than a radar beam of sufficient power to cause biological damage such as blindness or sterilization. It is five million times as intense as fields created by sources in a typical metropolitan area.
EMP has been recognized as a potential threat to our electronic and electrical systems since the 1960's. Recently two factors have greatly increased the significance of this threat:

1. Increased sophistication in nuclear strategy and weapons.
2. Increased susceptibility of electronic systems due to the broad introduction of semiconductors and newer electronic technologies and the ever-greater dependence on complex operational hardware.

The situation has changed so much that the central issue today is PROTECTION --

- how to protect your system against the potentially-massive disruptive logic upset type effects of EMP -- such as locking out the launch control or missile guidance subsystems during a critical period, etc; --
- how to protect your system against the sometimes capricious-type EMP permanent damage -- such as destroying the front ends of HF communications receivers.

To understand how to protect our systems requires some understanding of the EMP generation mechanisms and characteristics, the susceptibility characteristics of electrical and electronic systems, and the various means to counter the EMP effects.

1.2 EMP GENERATION AND CHARACTERISTICS

Two basic weapon detonation locations are of interest: the near surface burst and the exoatmospheric burst. While the basic mechanism is the same, the atmospheric density results in significantly different interaction and source region characteristics.

EMP Generation

The basic mechanism for EMP generation is electron scattering due to the collision of the prompt gamma with the molecules of the media exposed to the gamma flux. When the collision is with air molecules of the atmosphere resulting in a radiated wave, we have the classic EMP. Collisions of the gamma flux or x-rays with a system enclosure (such as a satellite system), results in an EMP which is termed close-in or source region EMP. In this course we will constrain ourselves to the radiated EMP from a high altitude or surface burst.
The collision between the gamma flux and the air molecules results in electrons being scattered in approximately the same direction as the gammas. The result is a charge separation, positively charged center due to the parent molecules and a negatively charged electron cloud. This separation of charges, occurring on a wholesale basis, creates intense source region electric and magnetic fields. This build-up of fields is ultimately limited by secondary conduction electrons which flow back to the positively charged region and tend to neutralize it. These source region fields are non-radiating fields.

On the other hand, if the weapon is detonated outside the atmosphere, usually termed high-altitude burst, the gamma rays can travel many miles without encountering an air molecule. Thus, if a large-yield weapon is detonated just above the ionosphere, the source region can be about 1,600 km in diameter and about 20 km thick. The extent of the electromagnetic fields radiated onto the earth's surface is greatly augmented by the very large size of this source region.

To produce a radiated electromagnetic field the proper conditions of asymmetry or interaction with the earth's geomagnetic field must exist. These conditions exist for both the high altitude and surface burst, but the dominant phenomena is different for different burst locations.

When a weapon is detonated within the atmosphere, the gammas can travel only relatively short distances between collisions and total absorption. This confines the gammas (and therefore the source region) to a volume perhaps 6 kilometers or so in diameter. Increase in weapon yield has relatively little effect upon the size of this intense field (or "source region"), and thus the EMP effects of an intra-atmospheric burst must be considered within the context of other close-by prompt nuclear weapons effects.

Characteristics of the Radiated Wave

The spectrum and waveform of EMP differ from those of any other natural or commonly-used man-made sources. The spectrum is broad and extends from extremely low frequencies to the low end of the UHF band. The time waveform indicates a higher amplitude and much faster rise time than, for example, the fields generated by a nearby lightning stroke, especially in the case of high altitude burst.
A comparison of the waveform and spectrum of the high altitude burst and the induction fields of a lightning stroke are shown in the figure.

Although a lightning stroke can have a fast rise time, low energy precursor before the main stroke, the main stroke is a high amplitude (100 kV/m or greater), 1 to 5 microsecond rise time and hundreds of microseconds fall time. An enormous amount of energy is contained in the main stroke. The induction field, however, which is of concern to systems nearby a lightning discharge is on the order of 1 kV/m electric field. This induction field is non-radiating and therefore a localized field.

In the high altitude burst case, the fields radiated onto the earth's surface are of the order of 50 kV/m electric field with rise times of the order of 10 nanoseconds. The wave is a radiating EM wave which results in an extremely large distribution on the earth's surface in contrast to the localized nature of lightning. For a burst over the continental U.S., the fields on the surface are predominantly horizontally polarized E fields. Since the burst location is outside the ionosphere, the coverage on the earth's surface is limited by the line-of-sight tangent radius to the earth's surface. The figure shows the approximate coverage on the earth for a 100 km (small circle) and 300 km (large circle) height of burst over the central U.S.

These fields are not uniform in amplitude or waveform over the entire area but depend on burst location and the earth's geomagnetic field, as we will see in Section III of the course. It should also be recognized that no other weapons effects accompany the EMP from a high-altitude burst.

Due to the fast rise times of the EMP, the spectral energy is distributed throughout the spectrum through the lower microwave band. Most man-made sources occupy only a narrow part of the spectrum.

In the case of the near surface (0-2 km) burst within the deposition (source) region, non-radiating fields on the order of 100 kV/m electric fields (or higher) with rise times of tens of nanoseconds (approximately 50 ns) are realized. Outside the deposition region, a radiating EM wave is realized. The fields of this radiating wave at a distance of 10 km from the burst location are quite comparable to the close-by fields of the lightning stroke. That is, rise times of approximately 1 to 5 microseconds and peak amplitude of 1 kV/m electric field. These fields fall off as 1/R (R being the distance from the burst point) with distance from the burst. These fields are essentially vertical polarized electric fields.

In other words, EMP is sufficiently different from any other electromagnetic environment usually encountered that protection practices and components for non-EMP environments -- radio-frequency interference, lightning, radar, etc., are not directly applicable for EMP problems.
1.3 SYSTEMS IMPACT OF EMP

During the era of U.S. atmospheric testing, the existence of EMP was known, but the impact on electrical systems was not fully appreciated until some evidence of actual damage to components or system upset were accumulated. This absence of early evidence was due to relatively unsophisticated test exposure hardware (such as buildings, tanks, and jeeps) together with the subtle nature of the effects.

The most sophisticated test hardware was usually associated with diagnostic instrumentation and this did exhibit noticeable effects.

Numerous examples of EMP-induced damage or disruptions were observed during our atmospheric test programs. This photograph of a damaged cable shows an arc-type puncture. Other types of degradation attributed to EMP ranged from the tripping of a street light system to disruption of timing circuits for a communications system.

Effort was also devoted toward simulating experimentally the EMP field at threat levels. Even over relatively small areas, such as that occupied by a missile, this non-nuclear EMP simulation has proved to be a very difficult and costly problem because of the large amplitude and unique waveforms required. Shown, together with a missile being tested within the wooden structure, is an early (1968-1970) criteria level EMP simulator. Later generation EMP simulators and illuminating structures are discussed in Section VII.

Since the signing of the atmospheric test ban treaty, the United States effort has refined the understanding of how EMP is generated to a point where good agreement exists between the theoretical results and observed measurements taken during the atmospheric tests. How EMP is coupled into systems and how components and subsystems are degraded has also received emphasis.

Modern sophisticated transistorized systems have been experimentally exposed to simulated EMP environments. These tests show evidence of significant damage and extensive performance interference.
A Conclusion -- EMP is a Problem

The results developed from laboratory EMP sensitivity tests on components and electromagnetic coupling analysis further confirm this experimental data.

EMP Coupling to Systems

For energy to enter a system and result in performance degradation, the energy must first be collected by the system. This energy collection process can be considered to be the same as for any antenna system.

The asymmetrical flow of charges caused by a nuclear explosion causes electromagnetic fields to be radiated away from the burst point. These fields cause a corresponding flow of charges, or electrical currents, in distant metallic conductors. This is comparable to the way the electromagnetic fields from a TV transmitter set up currents in your rooftop TV antenna.

Any metallic object exposed to electromagnetic fields can be a collector of electromagnetic energy; that is, act like an antenna, even though it was never intended to be that. Generally, the larger the metallic structure, the greater is the amount of intercepted EMP energy.

Herein lies an important difference between other nuclear weapons effects (such as thermal, blast, and transient radiation) and EMP. These non-EMP effects result from just the energy incident on the sensitive component, circuit or sub-system. In the case of EMP, the energy is gathered by antennas, long exposed cables and transmission lines, or other long exposed conductors. A large fraction of this gathered energy can be impressed on a sensitive component, such as a transistor, and cause either permanent degradation (burnout) or false responses (upsets) of a system.

System Sensitivity to EMP

The sensitivity of a system to disruption due to EMP is a function of the system characteristics (i.e., digital or analog, frequency of operation, configuration, etc.), and of the components used in the system.
Laboratory tests have demonstrated that vacuum tube systems are many times more resistant to permanent damage from EMP than semiconductor systems, and 60 Hertz motors even more resistant than vacuum tubes; but even motors can be damaged if connected to a very large energy-collecting structure.

The replacement of "harder" vacuum tube systems by "softer" transistors or integrated circuit systems was an aspect which was never considered during the atmospheric test period. This evolution of systems using components that require inherently less power has resulted in an increased susceptibility to EMP.

Most of our electronic systems are designed to be frequency selective, (i.e., operate over a narrow frequency band), and, therefore, respond differently to the EMP spectrum. As we have seen, the EMP spectrum is very broad, but it certainly is finite. Where the energy couples to the system (power line, antenna, etc.) determines the spectral content and the energy transmitted to sensitive components within the system. Therefore, all systems will not be susceptible to EMP nor will they respond in the same manner or to the same extent.

Examples

What does this mean in more specific terms? A few hypothetical system examples may be illustrative. Consider a communications complex. The most likely EMP effect would be temporary interruption of communication service. This can occur even though no permanent damage requiring parts replacement occurs. Where EMP protection was not considered, it has been shown that one EMP pulse could impair service of certain portions of the system for as long as 20 to 40 minutes. Burnout of key components is somewhat less likely, but always a possibility.

In the case of strategic systems and some tactical systems, no impairment of the system can usually be tolerated, even for a few seconds. For example, EMP pickup in the control system of an in-flight missile could perturb the flight so much as to cause breakup of the missile, could disrupt the count-down of missiles being readied for firing, or could impair the command and control during critical times.

In the case of tactical systems, many of these systems are required to survive the effects of the nearby detonations of a low-yield nuclear weapon. Here it makes little sense to invest millions of dollars in blast, thermal, and TREE protection without providing a comparable degree of EMP protection as well.

Consider a hypothetical, anti-aircraft, fire-control, and fighter-director tactical system. One EMP event has the potential to "erase" all of the recorded data supplied by over-the-horizon picket aircraft and ships or distant sensors even though no permanent damage occurs. This one-to ten minute potential service interruption could allow an enemy bomber enough of an advantage to destroy the system.
Nuclear war without a direct USA involvement is a relevant part of EMP weapon effects scenarios. A nuclear detonation, a continent away, must not functionally damage vital radio communication links from the USA to tactical units -- ships, aircraft and ground units stationed near the conflict.

The photograph dramatically illustrates some of the pseudo-focusing or field-gathering effects. In this case, the EMP field intensity has been "gathered" (or more correctly, enhanced) by a factor of about 100 times. This "pseudo-focusing" was sufficient to ionize the air near the blade tips, as shown in this photograph taken of a rotor blade of a helicopter undergoing nighttime EMP simulation tests.

Summary

The 3,000 mile high altitude electromagnetic EMP effects radii occurs because of:

1. large source region,
2. very intense fields with characteristics never normally encountered,
3. "focusing effect" of energy collection,
4. extreme sensitivity of modern components and subsystems,
5. "house-of-cards" design of systems.

From the foregoing, we can see that EMP susceptibility is a three-factor function:

- Energy collection; collection efficiency (size) of structure,
- Fraction of collected energy applied to sensitive component,
- Sensitivity of component to damage or upset (interuption).

The potential disruption effects of EMP must be considered for all systems because of the ever-increasing dependence on modern sophisticated electronic/electrical systems for both military and civilian uses.

Thus all systems of any importance should incorporate features and techniques to counter the EMP effects, as required. A number of systems have already been demonstrated to be protected and many more systems are currently being EMP-hardened.

Thus, the central issue today is PROTECTION.
EMP protection is achieved through three basic activities: design and analysis, protection incorporation, and test verification. Each of these activities continues throughout the various phases of a hardened system design. Any EMP protection scheme, however well designed initially, must be implemented and continued through good quality control during production, good maintenance practices during its operational period, and control of any retrofit or field modifications.

Many analytical tools are available, but they are generally restricted to evaluation of idealized configurations. In order to apply these tools to real systems, it is necessary in most cases, to make simplifying assumptions. This is achieved by deriving a simplified physical model which can then be modeled mathematically for computer aided analysis.

Depicted is an example of what is perhaps one of the most common forms of EMP system coupling -- the inadvertent conductive loop.

**ANALYSIS:** Consider this complex as a loop antenna.

A highly simplified physical model of this structure would be a loop antenna of equivalent cross sectional area. The coupling to such a loop can be expressed mathematically and solved for the current and voltage in the loop.
Such idealizations are often adequate, because of the broad uncertainties in nonsystem factors -- such as the probable threat range, the complexity of surrounding media (earth) and other installations, and the probabilities of off-nominal system employment.

More sophisticated models can also be developed, and many accurate models and techniques are available, if greater accuracy is needed. Examples of more sophisticated models and how to use them are presented in Section V.

**Protection Incorporation**

There are two aspects to achieving EMP protection for our systems. Protection is realized by choosing the most appropriate protection concepts and implementing these concepts through good design and hardness assurance practices.

**Protection Concepts**

For protection of a system against damage (that is permanent degradation), we have the alternatives of: (1) keeping the energy out of the system, (2) keeping the energy from reaching the sensitive components having allowed it to enter the system, and (3) reducing the sensitivity of the system through the use of harder components.

---

**For damage protection,**

**REDUCE:**

- EMP EXPOSURE
- COLLECTION & COUPLING EFFICIENCY
- FRACTION OF APPLIED ENERGY
- COMPONENT SUSCEPTIBILITY

---

Keeping the EMP energy out of the system can be achieved by reducing the EMP exposure of parts of or the entire system, or by reducing the collection and coupling efficiency of the system.

The level of the EMP environment can be reduced by:

- Shielding the system, or portions of it, in metallic shields or by earth burial, for example.
- Geometric arrangement can result in fewer or shorter cable runs or different coupling geometry.
- Geographic location, especially if multiple redundant systems are employed, can reduce the environment at least for some of the systems for surface bursts.
- Grounding control to minimize inadvertent coupling loops.
The coupling efficiency of the energy collector may be reduced by reducing its effective collection area. For example, one may shorten an antenna, for certain HF band or strong signal conditions, or rearrange equipment in order to shorten cable runs between units. Non-conducting data transmission systems, such as fiber optic or dielectric wave-guide systems, are also a good alternative to eliminate the cable coupling problem.

TO PROTECT:

In addition to permanent degradation (damage), there is the problem of operational upset in many systems. Operational upset can occur at much lower levels than damage, and therefore requires a greater degree of protection. All of the concepts associated with protection against permanent damage can also be applied for upset protection. There are additional hardware and software approaches available to minimize the upset problem.

CONCEPTS FOR UPSET PROTECTION

- ALL DAMAGE PROTECTION MEASURES
- HIGH LEVEL DIGITAL LOGIC
- CODING
- HARD MEMORIES
- EMP EVENT SENSING
- SOFTWARE CIRCUMVENTION
Using high-level digital logic, that is, logic circuits which have higher voltage switching thresholds, reduces the probability that the EMP coupled pulse will be of sufficient amplitude to result in a logic state change. The use of reasonably long coded signal chains can further reduce the probability that the logic would err in terms of recognizing the EMP induced signal as the correct signal.

As in the case of damage protection, the use of harder components can help to minimize the upset problem. The use of less easily upset memory systems, such as magnetic drum or disk memories, is one technique. This would permit storage of important segments of processed information or portions of the program in a memory which would preserve this information.

Error sensing and correction codes could be included in the software to further reduce the probability of upset or errors in the output data. In some cases, this is the only hardening that need be implemented.

EMP event sensing can be used for error correction or to inform system operators that EMP may have introduced an error. In some instances, this could be achieved automatically through the computer software, such as an instruction to reprocess the information starting at a point prior to receipt of the event signal.

**Categories of Protective Practices**

- **System Aspects**
- **Shielding**
- **Circuit Layout**
- **Grounding**
- **Cabling**
- **Protective Devices**

In this overview section, we will look at a single feature of each of these for orientation purposes.

The systems aspects are concerned primarily with the concept of keeping the undesired energy (in this case EMP) out of the system. As such, these aspects deal with the control of departures from an ideal system from an EMP viewpoint. The ideal EMP protected system is depicted in the left hand portion of the figure. "Reality" usually involves a large number of potential "violations" in terms of apertures, conductor penetrations, and so forth, as depicted on the right.
The circuit layout aspects are closely akin to the systems aspects. At the system level they deal with the equipment and intercabling configuration. At the other extreme, the circuit card, they deal with layout of printed circuit boards. The dominant principle is the avoidance of coupling configurations -- most notably inductive loops. Good circuit layout practices apply equally to large cable systems or to printed circuit packages. It is generally independent of circuit dimensions.

Grounding is not a panacea, nor should it be viewed as an EMP protection practice by itself. However, if it is not realistically viewed, it may make things worse. In some nuclear test instrumentation systems, controlled resistive grounds are purposely used to promote energy dissipation and to suppress ground loop currents.

Here we see the most common -- and most useless -- "ground".

Shielding design usually centers on pragmatic compromises related to the realities of construction and fabrication, economics, and applicational requirements. These generally boil down to:

- Wall thickness and integrity
- Apertures -- "tightness"
- Penetrations -- necessary conductors.

Good shielding design criteria apply to all levels, that is, overall system envelope shields down to shielding of individual circuits.
Cable design represents an extension of shielding and circuit practices in the EMP viewpoint. It is the area in which the worst compromises are often made in the interests of economy. Good cabling can be expensive, but EMP coupling via bad cabling can be fatal. Here we illustrate this trend in cable construction. (There may be additional shields around individual internal conductors, of course, which are not shown here). As stated previously, nonconductive transmission links offer a potential alternative to the use of shielded cables. Their applicability must be determined based on the system performance requirements, reliability of fiber optic or dielectric wave-guide systems, cost, etc.

Protection verification is essential. Originally, such test methods were addressed to determining whether or not existing systems really were vulnerable. Today, testing is used to verify the design hardness of systems or equipments.

As important as planning and implementation of hardware protection is its testing. The balances between laboratory tests and full-scale simulations, and between component and full-system tests, depends on many factors, such as system size, probable threat situations, unavoidable susceptibilities, and so forth.

Protective devices such as surge arresters, filters, and circuit breakers are generally used after the other aspects have been applied. It is not possible to keep all the coupled energy out of the system. These terminal protection devices are to further limit this residual energy at the terminals of equipments employing sensitive components or circuits from either damage or upset.
The reasons for testing are summarized below:

Why Test?

- Verification of analysis
- Extention of analysis
- Surprises
- Quality assurance
- Certification

Testing, in some cases, is for the purpose of verifying analysis and the design of our systems. It provides confidence that what we did was correct. On the other hand, due to the required simplifying assumptions used in the analysis phase, the test phase reveals obscure coupling paths or system degradation (surprises). Finally, testing provides us a means of assuring the quality of the end product and for production control.

To illustrate the need for testing, several typical surge protection components were tested. EMP waveforms, having very fast rise times, short durations, and high peak voltage, were applied instead of the usual test waveforms based on lightning or other more common surge-test requirements. In the cases of two of the protection approaches, the data sheet ratings were not exceeded by the EMP test waveforms. In all cases, these protection components were destroyed. High current, fast rise-time pulses can be applied directly to the circuit being tested, using a high-power pulse generator. Such lab tests can add assurance that the system will pass full-scale simulation tests.

A simulation of the radiated EMP environment can also be created (see Section VII). For example, the ARES simulator is built as a very large transmission line and produces EMP-like fields in the space between the towers.

A final test of the complete system, in a full-scale simulator, is a desirable goal. But, at present, this is sometimes impractical, for example, in an extended communication network or free-field illumination that has to be augmented with direct pulse injection techniques.

1.5 PROGRAM PLANNING

EMP is a system problem and, therefore, must be considered on a system basis during all phases of system design.

Consider EMP in all phases:

<table>
<thead>
<tr>
<th>concept</th>
<th>prototype</th>
</tr>
</thead>
<tbody>
<tr>
<td>development</td>
<td>production</td>
</tr>
<tr>
<td>details</td>
<td>maintenance</td>
</tr>
</tbody>
</table>
The specific management approach to EMP for any given system will depend on many factors -- people, funds, equipment, existing organizational structure -- but must be considered at all levels. Management must have visibility of the EMP control program and provide authoritative direction for resolving conflicting requirements.

EMP considerations at the system level are concerned initially with threat definitions, and establishing the protection philosophy. As the program progresses, management is concerned with review of the hardening program at the system and subsystem levels, and insuring that the hardening is properly incorporated.

EMP is a challenging management problem. Uncertainties regarding analysis and testing are the basis for this challenge. More important, the state-of-the-art of EMP is still evolving. Time and funding allowances must be made for adequate personnel training. Lastly, as reiterated previously, EMP must be considered for the entire life of the system.

Part of the challenge is the state-of-the-art. The currently available information, as exemplified by the Handbooks and other references in the area, is directed primarily to a discussion of the EMP phenomenology, electromagnetic interaction, hardening concepts and implementation guides.

The more developed electromagnetic interaction areas, such as radio frequency interference or lightning, have available commonly accepted design nomographs and charts which can be used reliably to select components or implement designs.

This "technology base" for RFI and lightning has taken many years and millions of dollars to develop. A similar development has yet to "mature" for the EMP problem area. As a result, the currently available information must be translated into the specific needs of the EMP hardening plan. This will take money, people, and training time for this purpose. In other words, there is no easy way out at the present time.

<table>
<thead>
<tr>
<th>Currently Available Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenomenology</td>
</tr>
<tr>
<td>Interaction</td>
</tr>
<tr>
<td>$ + People + Training Time</td>
</tr>
</tbody>
</table>

Translated

An adequate base of personnel qualified to handle EMP problems often does not come easily. Management should consider a planned education period for the training and education of personnel. Past experience has indicated at least one to two years of direct involvement is required to develop a capability for adequately dealing with EMP interaction and hardening problems.

In addition, this training period should allow for a few mistakes. One such approach is to initiate the EMP hardening efforts with what might be termed a "test-bed" program. During the course of this test-bed program, the necessary analysis, testing, and hardening are developed in terms of a consistently funded and well-laid out effort.

PERSONNEL CHALLENGES

- Planned Capabilities Development
- One To Two Years
- Plan For A Few Mistakes

MEETING THE $ CHALLENGE

Program $ Initially

OR

Trade-Off Large Number Systems of Unknown

FOR

Somewhat Smaller Number of Systems With Assured Survivability.

In general, the bulk of EMP hardening costs are roughly independent of the required protection level, once the decision is made to protect. Typical EMP hardening costs (if incorporated early) for strategic systems can be on the order of a few percent of the system cost. If retrofitted, costs can easily rise in excess of 10 percent of system cost, to nearly the original system cost in some cases.
at the lead laboratories of the Army, Navy and Air Force. These large-scale free-field simulation facilities are constructed, maintained and operated by DNA, and the three services' lead laboratories.

In order for management to establish, review and control an EMP program, especially for large complex systems, they must have a formalized reporting structure. These reports have often been denoted as "White Paper" and assessment reports.

Identifying the nuclear weapon threats to the system in context of the mission of the system is often called a "White Paper".

Delineation of these threats determines the resulting EMP environments which must be considered.

Management must also provide for the necessary equipments to conduct the EMP hardening program. Typical equipment requirements for a complete EMP hardening program would range from computers, laboratory impulse test equipment to large-scale simulators.

The assessment reports initially translate the EMP threats in terms of the testing, analysis and hardening requirements. Later on they can be used to review progress toward achieving an EMP-hardened system.

**ASSESSMENT REPORTS**

PERIODICALLY INDICATE STATUS IN:

- HARDENING CRITERIA AND IMPLEMENTATION
- TESTING
- ANALYSIS
On the basis of past experience, it is suggested that careful review of the EMP program be periodically conducted for possible trouble areas, such as preoccupation with one area, for example, shielding or terminal protection, at the expense of other areas. Above all, the EMP program must have good visibility and management.

The EMP hardening features must be maintained during production by proper quality control and during use by education and training of personnel, as well as by periodic inspection and retesting.

While many of the program planning aspects are self-evident, the most important are summarized here.

### 1.6 STATE-OF-THE-ART

Today, the state-of-the-art is considered to be sufficiently advanced to permit the cost effective hardening of most military hardware with a high assurance of acceptable EMP hardness level. The information that is available is in a form to provide guidance in the design and implementation. The answers to specific questions are not generally available if programs have not been in existence to attack them.

A number of information sources are available, such as the DNA handbook, service laboratory handbooks, DNA Protection Engineering and Management Notes, AFWL Note series, technical reports, specific system reports, and so forth.

A library is maintained by DNA-DASTIC at G.E. Tempo in Santa Barbara, California which includes most of the report documentation. A computer program library is maintained by the Lawrence Livermore Laboratory, Livermore, California under DNA funding. Data files (computer storage and retrieval) on semiconductor and component damage levels, computer programs of special nature, and technical libraries are also maintained at the service lead laboratories.

Both analytical and empirical approaches are required to realize a hardened system. Neither can be exclusively relied upon. The number of uncertainties and unknowns is so large that one approach is often used to confirm the results of the other approach.

### LIMITS of ANALYSIS
### LIMITS of TESTING

At the present time, our analytical capability is sufficient to assess the EMP hardness of systems and to design future systems EMP hard with reasonable confidence. There are still limitations, due to the assumptions we must make, to our analytical capability so that we must still rely on testing to verify the analysis and uncover obscure problems.
The specific EMP response is highly dependent on obscure details not generally controlled during manufacture or design (such as the type of corrosion protection employed, extraneous coupling path, etc.). Further, the number of details important in the electromagnetic interaction scene can be quite large. For example, typical electronics subsystems may have as many as ten thousand potentially susceptible electronics components and related coupling paths. The electrodynamic analytical techniques are amenable only to fairly simple structures and limited number of components. Specific component responses cannot be analytically modelled because much of the basic information has yet to be developed.

**ANALYSES AND STUDIES**

**CAN:**
- find problem areas
- identify likely areas of weakness
- provide design assurance
- guide test approach selections
- confirm test results

**CANNOT:**
- identify specific levels of vulnerability or susceptibility for a complex system
- find specific weak points
- select more or less susceptible components

**WITHOUT RESORTING TO TESTING**

Like other electromagnetic problems in RFI (Radio Frequency Interference), HERO (Hazardous Electromagnetic Radiation Effects on Ordnance), or TEMPEST (Compromising Electromagnetic Emissions from Secure Communication Equipment), empirical testing is required. However, an exclusively empirical approach has obvious limitations because the very act of making a measurement can upset the test and introduce extraneous data. Further, testing alone can become very expensive if all aspects of system hardness must be developed experimentally, especially for widely dispersed systems or for systems which must survive above ground within the source regions. Finally, many times...
1.7 SUMMARY

In summary, the EMP from a high-altitude burst can affect substantial fractions of the earth's surface without significant contributions from other weapons effects. The waveshape, field intensity and spectral content of the pulse are unlike those normally experienced due to man-made or other natural sources.

Hardening to EMP from a high-altitude burst must be considered for almost all important systems, even though other weapons effects may not be important.

The EMP from a surface burst is more restricted spatially. It has an exceptionally large and abnormal waveshape within the source region. Within the source region (or near to it) where the EMP poses a major threat, the other nuclear weapons affects must also be considered. The system must possess "Balanced Hardness" with respect to the other nuclear weapons effects of blast, thermal, radiation, etc.

Based on somewhat scattered data developed during the period of atmospheric testing and extensive information based on thorough analysis and experimental simulation, EMP can cause functional damage or operational upset, especially for the more sophisticated systems employing transistors or those highly dependent on digital computation. Today electrical and electronic systems can be protected. The cost of this protection will vary with the nature and mission of the system. The most economical and effective protection is realized if the hardening effort is considered early and made an integral part of the system design.

The rest of the course will provide a more detailed and technical insight into how to carry out an EMP-hardening program.

It is designed to provide an awareness of the various approaches which might be used for your system.

The various "tools," analytical or experimental, will be discussed and their advantages and limitations presented.

A few examples will be given on how these "tools" may be used.

But we cannot make "experts" overnight, nor will attending this course provide all of the answers you need.

THE ENGINEERING COURSE WHICH FOLLOWS WILL PRESENT:

* WHAT "TOOLS" ARE AVAILABLE
* WHEN THESE MIGHT BE USED
* HOW TO USE THEM

Systems CAN be protected

costs vary but it's best to begin at the beginning
As an introduction to the technical portion of the course, the objectives of the course and the content of the course will be stated. Further, some basic electromagnetic principles, which are important for understanding what will be covered subsequently, will be reviewed. Finally, some EMP and system characteristics which are referred to throughout the course will be defined and discussed.

2.1 COURSE OBJECTIVES

The overall objectives of this course are to provide an awareness of what EMP is, what its impact on systems may be, what tools are available to assess the impact on systems, and how to protect against the effects of EMP.

Many of the answers are still being worked out for particular systems applications in regard to the:

- Methodologies
- Analyses
- Protective Techniques
- Test Techniques
- Maintenance

These answers are in a state of evolution.

As a consequence:

- There are no easy, optimum, or cookbook approaches which are applicable to all systems. Today, each system is treated as an independent entity, using past efforts for guidance.
- There are no universal hardening techniques or devices which apply to all cases. The required protection for each case must be determined based on the threat and the mission requirements.
- There are no optimum analytical or test approaches for all cases. These must be determined based on the system configuration, complexity, goals of the program, and costs.

Hence, we will present to you several approaches to the EMP problem. We hope to provide enough background to enable you to select the "best" combination for your needs.

There are No Easy Answers

No "One and Only"

Right-Way

The course can only reflect the state-of-the-art; so do not expect to come away from the course loaded with "nomograph-chart" solutions, "cookbook" formulas or standardized approaches which can be briefly reviewed and routinely applied to your system.
We hope to tell you something about the problem, what "tools" are available to help solve the problem, the limitation and advantages of "the tools," what the hardening concepts are and how to apply them, and how some people are approaching the overall problem. We hope this will be sufficient for a first-cut assessment planning effort to formulate programs for dealing with the EMP problem. Examples to illustrate these will also be given.

What to Expect?

The State-of-the-Art.

- Concepts
- Methodologies
- Tools
- Applications
- Examples

In three days we cannot turn you into EMP specialists.

We do not intend to teach you basic mathematical processes, such as Fourier transformations, how to program SCEPTRE, or other computer codes, etc.

We are not going to make you into a nuclear physicist, simulator designer, or high-voltage specialist.

You yourselves will have to apply and enlarge your existing skills to the EMP problem based to some extent upon the summary of all the disciplines, skills and approaches presented during the course.

In the three days allocated to the "EMP" Awareness Course, we can only hit the high points of a multi-disciplined problem. References are provided to assist you in your future efforts and applying the information and tools which have been developed.

### ELECTROMAGNETIC FIELD QUANTITIES

<table>
<thead>
<tr>
<th>ELECTRIC</th>
<th>MAGNETIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ = Electric Field Intensity (volts/m)</td>
<td>$H$ = Magnetic Field Intensity (amps/m)</td>
</tr>
<tr>
<td>$\Phi$ = Electric Flux (coulombs)</td>
<td>$\Phi$ = Magnetic Flux (webers)</td>
</tr>
<tr>
<td>$D$ = Electric Flux Intensity (coulombs/m²)</td>
<td>$B$ = Magnetic Flux Density (webers/m²)</td>
</tr>
</tbody>
</table>
It is essential to keep in mind that in a time varying electromagnetic field, the electric field ($\vec{E}$) and the magnetic field ($\vec{H}$) cannot be created independently. Coexistence of the electric and magnetic fields is a prerequisite to the establishment of an electromagnetic field. At low frequencies ($< 10$ kHz), the electric and magnetic fields are often considered separately for simplification of shielding analysis and design. At these low frequencies this is a very good approximation. True separation of these fields only exists in the static (dc) case, however.

Electric fields are the result of charge separation in the media. For simplicity, consider the generation of a static (dc) electric field. A simple case is that of a parallel plate capacitor. Impressing a voltage ($V$) across the plates results in a redistribution of charge on the plates as shown. The redistribution of charge results in an electric field ($\vec{E}$) between the plates. The relation between the electric field and the applied voltage, in this case, is given by:

$$\vec{E} = \frac{V}{S} \text{ volts/meter}$$

where

$$\eta = \frac{\vec{E}}{\vec{H}}$$

where

$\eta = \text{characteristic impedance of the media}$

$\eta_0 = 377 \ \Omega$ is the characteristic impedance of free space.

The medium also plays an important role in formulating the electromagnetic field. The parameters of the medium provide the necessary link between various electromagnetic quantities. The more important medium parameters and their units, and the role they play are indicated here.
If we have a force which causes charge separation, an electric field is created. In this case, the force was the applied voltage. For example, in the case of EMP generation, as we will see in Section III, the force causing the charge separation is the nuclear detonation and the resulting gamma rays.

The generation of magnetic fields requires current to flow. Again for simplicity, consider the static (dc) case. Consider, for a simple example, the field between two current sheets carrying a total current $I$. The total current is related to the current density ($J_s$) by the relation

$$I = J_s S$$

where

$S$ = cross sectional area of the current sheet.

This assumes a uniform current density which holds only for the static case. The resulting magnetic field ($\vec{H}$) between the current sheets is given by:

$$\vec{H} = \frac{J_s S}{2\pi d} \text{ amps/meter.}$$

In the case of EMP, see Section III, the current flow results from the interaction of the gammas produced by the nuclear detonation with the media.

![Diagram of Magnetic Field Between Current Sheets](image)

Ohm's Law for an Elemental Volume

$$I = \frac{V}{R}$$

where

$J = \sigma \vec{E}$

$V = \vec{E} L$

$R = \frac{L}{\sigma S}$

$\sigma$ = conductivity of the material

$R$ = resistance of the material for the incremental volume

$\vec{E}$ = induced electric field.

In many cases in field theory, the events occurring at a point, or within an incremental volume, are of interest. In these circumstances, it is desirable to define the relationships between the current and voltage for the incremental volume. These are shown in the figure.
Direction of power flow in a distant EM field is given by the POYNTING vector and can be obtained by use of the right-hand rule, as indicated. Note that the POYNTING vector, \( \mathbf{E} \), gives not only the direction of power flow but also the power density of an EM field in watts/m\(^2\).

Equally important, in order to determine the coupling to a system, is the polarization of the wave. The polarization is defined on the basis of the \( \mathbf{E} \) field vector. Vertical polarization is when the \( \mathbf{E} \) field vector is normal to the direction or propagation and wholly within the plane of incidence. Horizontal polarization is when the \( \mathbf{E} \) field vector is normal to both the plane of propagation and the plane of incidence.

The angles of incidence are the vertical angle (\( \theta \)) between the point of observation and the burst point measured from the location of the point of observation, and the horizontal angle (\( \phi \)) between the axis of the energy collector and the direction plane of incidence.

2.3 EMP CHARACTERISTICS

The waveform of the EMP plays an important role in the coupling to systems and the effects on systems. At this time we will define the more important characteristics of the EMP to serve as a base of understanding for subsequent discussions.

Two of the most important parameters are shown in the figure. The rise time (\( t_r \)) is defined as the time between the 10 and 90 percent points of the leading edge of the wave. The time to half-value is the time for the wave to decay to half amplitude on the trailing edge of the pulse. These times determine the spectral content of the wave.
Other important parameters of the EMP are the power density \( W/m^2 \) which gives the total energy contained in the pulse, the power flow which was defined previously for an EM wave (i.e., the Poynting vector), and the relationship between the \( E \) and \( H \) fields (i.e., the intrinsic impedance of the wave \( n = E/H \)).

2.4 SYSTEM/EQUIPMENT CHARACTERISTICS

The characteristics of a system/subsystem/equipment from an EMP viewpoint are those that influence (1) how the energy enters the system, (2) how much energy enters the system, and (3) what effect this energy has on the system.

Insofar as EMP coupling is concerned, energy collection by the system can be related to \( E \) field coupling (linear antennas or collectors), \( H \) field coupling (loop antennas or cable loops), or through an intermediate conversion impedance (\( Z_c \)), such as the earth, where the pickup is sometimes directly proportional to the apparent applied fields. These coupling modes apply to both exposed collectors or collectors inside shielded enclosures where the fields are reduced due to the shielding. Examples of these coupling modes are shown for the simplified case of small structures (small compared to the wavelength of the highest frequency of interest, or less than about 2 feet in length or diameter for a typical EMP waveform).

For larger structures, the general case, the collection area and efficiency must be defined. This is a function of the system size and configuration. The important aspect here is that, in general, systems cannot be considered as small structures over the very large frequency spectrum of the EMP. Consequently, to determine how much energy is coupled to the system, the response of the coupling structure or collector at all frequencies in the spectrum of the EMP must be determined.

Other ways that energy enters a system are through penetrations through the enclosure. These penetrations are such things as holes in a shield (conducting enclosure), cable entries, or other conductor entries (such as water pipes, etc.).

How much energy enters the system and arrives at sensitive portions of the system is determined by the transfer function of the system. The transfer function is the ratio of the output energy versus the incident energy as a function of frequency.

Once the energy reaches a sensitive portion of the system, it may result in damage or upset. Damage is defined as permanent degradation of the system, such as component burnout. Upset, on the other hand, is defined as the temporary impairment of the system, such as circuit breakers tripping or memory erasure in computers, this results in a functional impact.
2.5 SUMMARY

This section has served as an introduction to the EMP problem and presents some of the important characteristics of the EMP and systems. Further, it provides some basic knowledge of EM principles which are required for understanding the discussions.

Systems are often referred to as being vulnerable to EMP. For a system to be vulnerable to EMP implies that due to its response to the EMP stimulus it can no longer perform its mission.

System hardness is another term which should be defined. The hardness level of a system is a measure of its vulnerability to the EMP. To say a system is hard implies that the presence of EMP will not adversely affect the performance of the system.

System protection (as used in Section VI) is defined as the measures (fixes) employed to render the system hard, (that is, protect the system against the effects of EMP).
SECTION III
EMP GENERATION AND CHARACTERISTICS

3.1 INTRODUCTION

A nuclear detonation releases large amounts of energy, a portion of which is transformed into an electromagnetic pulse (EMP). The basic generation mechanism is the same for the exoatmospheric burst (height of burst greater than 40 km), the air burst (2 to 20 km), and the near surface burst (less than 2 km). The EMP characteristics and the coverage on the earth's surface are considerably different for each of the burst locations.

The relative importance of all nuclear weapons effects, EMP, blast, thermal and so forth, depends on the weapon characteristics, the burst altitude with respect to the earth, and the system position relative to the burst location. Attention will be focused on the radiated EMP produced by the exoatmospheric and near surface burst. The radiated EMP due to an air burst produces a less significant problem for most systems.

Discussion of close-in or source region effects is limited to a brief discussion of what System Generated EMP (SGEMP) and Internal EMP (IEMP) are. Discussions of how these environments couple to systems or their effects on systems are beyond the scope of this course. Consequently, the discussions in the remaining sections are restricted to the radiated EMP.

Effects depend on:

1.

An energy flow diagram which illustrates the transformation of energy involved in the process of EMP generation is presented in the figure. The energy released from a nuclear detonation in the form of prompt gamma rays interacts with the earth's atmosphere to produce electrons and positive ions. X-rays can also produce an EMP at certain altitudes/burst regimes, but this phenomena is not considered here.

This separation of charge produces an electric field. The movement of electrons constitutes an electric current which has an associated magnetic field. These fields are coupled and radiate providing the proper conditions of asymmetry or geomagnetic field interaction exist. In the case of the near surface burst, the net charge separation caused by asymmetry of the deposition region due to the earth/air interface results in the radiated fields. In an exoatmospheric burst, the earth's geomagnetic field bends the scattered electron current moving away from the burst point. This bending produces an efficient conversion of the energy of the moving electrons into a radiated electromagnetic pulse.
For both the high altitude and surface bursts, intense fields appear in what is called the deposition region. The deposition region for a surface burst is limited to about a two to ten kilometer diameter about the burst. For a high altitude burst, the source region can be on the order of 3000 kilometers in diameter. This deposition region extends from about 20 to 40 kilometers in altitude. In the deposition region, weapons effects other than EMP (such as radiation, blast, thermal, etc.), must also be considered.

The electric field in the deposition region can be in excess of 100,000 volts/meter. Less intense fields appear outside the source region (the radiated fields). The maximum fields on the earth's surface due to an exoatmospheric burst are of the order of 50,000 volts/meter. For a near surface burst, the radiated fields outside the deposition region can be on the order of 1000 - 5000 volts/meter. The radiated fields from the air burst are less intense than the cited cases due to the near symmetry of the deposition region.

The radiated EMP has a fast rise time and thus has a spectrum which occupies a major portion of the communications band. Significant spectral energy is present in the exoatmospheric EMP over the frequency range of a few kilohertz to 100 megahertz.

In the case of an exoatmospheric burst, a significant overpressure pulse does not exist near the surface of the earth. Almost all of the other prompt weapon effects are diminished by the atmosphere, so that the most significant prompt weapon effect is the EMP. As noted previously, the source region can be quite large, in the order of 3000 km in diameter. As a consequence, the radiated fields from this source region can cover a substantial fraction of the earth's surface.

Another nuclear weapon effect often confused with EMP is communications "blackout". This effect also results from the ionization of the atmosphere due to the nuclear detonation. In the case of "blackout" this ionization affects the propagation path, that is, it changes the effective height of the ionosphere or increases the attenuation, such that effective communications are lost. "Blackout" does not interact with the terminal equipments resulting in damage or upset as is the case with EMP. "Blackout" is also a late-time (seconds to hours) effect; EMP is a prompt effect. "Blackout" will not be considered further in this discussion.

3.2 BASIC ATOMIC AND NUCLEAR PHYSICS

To understand the basic energy transformations from nuclear energy to EMP energy requires a review of a few basic facts from atomic and nuclear physics. The discussion which follows will consist of a review of atomic structure and energy levels within the atom, nuclear fission and the production of gamma rays, and the interaction of the gamma rays with the atmosphere and the conditions for radiation of electromagnetic fields.
The structure of an atom can be visualized in the familiar form of a small, positively charged nucleus surrounded by an electron cloud. The electron cloud is held in place by the electric coulomb attraction between the nucleus and electrons. The nucleus is on the order of $10^{-12}$ cm in diameter, while the electron cloud is about four orders of magnitude larger.

Atoms and nuclei exist in states having certain discrete energies. This is the basis of the quantum theory developed by Bohr, Planck, and many others. This theory gives a complete explanation of chemistry and atomic physics. There can be no doubt of its essential correctness.

The energy difference of electron levels is of the order of a few electron volts. An electron can fall from one level to a lower one, at the same time emitting a quantum of light (photon). The energy lost by the electron is carried away by the light quantum. For example, "green" light quanta have energy of about 2.5 electron volts. An electron volt is the kinetic energy gained by an electron when it is accelerated through a potential of one volt.

The nucleus is made up of protons (single positive charge) and neutrons (zero charge). The nucleus is held together by intense, short-range forces which are not yet completely understood. These nuclear forces are so strong that they overcome the electric coulomb repulsion of the protons for each other.

The energy difference of proton levels in a nucleus is of the order of a few million electron volts. A proton can fall from one level to a lower one, at the same time emitting a gamma ray (photon). Again energy is conserved. There is no difference between gamma rays and light quanta except that gamma rays have about a million times more energy per quantum.

Gamma rays are the principal cause of radiated region EMP. About 0.1% of the energy of a typical nuclear bomb appears as prompt gamma rays. How does this happen? Let us consider the fission process in order to answer this question.
The protons in a nucleus repel each other electrically. In a spherical nucleus the electric repulsion is over-balanced by the nuclear forces. Ordinary nuclei are held spherical by surface tension.

In large nuclei, the surface tension is not strong enough to keep the nucleus spherical. The electric repulsion tends to make the nucleus elongate, eventually dividing into two roughly equal parts. This is the fission process. This is one of the basic reasons why nuclei larger than uranium do not exist in nature; they are unstable against fission.

We will now consider the concept of a chain reaction. On the average, a freed neutron travels about 10 cm before striking another U235 nucleus and making it fission. If the piece of U235 is too small (sub-critical) the freed neutrons will escape without causing further fissions. If the piece of U235 is large (super-critical), the number of fissions will grow exponentially with time, with the number of fissions proportional to $e^{t/T}$. The enfolding time $T$ is approximately equal to the travel time of a freed neutron before hitting another U235 nucleus. This time is in the order of 10 nanoseconds. The EMP can have a comparable rise time.

Where do gamma rays come from? The fission fragments are usually not born in their ground levels. Free neutrons collide with other nuclei in the bomb or air or earth, knocking some of these into levels above the ground level. Gamma rays are then emitted in transitions back to the ground level.

Some nuclei, like U235, are just on the verge of being unstable. If such a nucleus is hit by a free neutron, it may undergo fission. The fission process is not neat and tidy as a few free neutrons get lost in the rush. These freed neutrons may hit other U235 nuclei, causing them to fission.
How do the gamma rays cause EMP? The answer is through the Compton interaction process. Compton discovered that photons can collide with electrons, knocking them out of the atoms in which they were originally bound. These Compton collisions are somewhat like the collision of a moving billiard ball with one at rest. The recoil electron, like the ball originally at rest, goes predominantly forward after the collision. Thus, a directed flux of gamma rays produces, by Compton collisions, a directed flux of electrons. This constitutes an electric current, which generates the EMP.

THE COMPTON EFFECT

We can now consider some order of magnitude estimates of the energy involved at each state of the EMP generation process. A one megaton bomb releases $4 \times 10^{15}$ joules of energy. About 0.1% of this energy, or $4 \times 10^{12}$ joules, may appear as prompt gamma rays. This amount of energy is equivalent to that produced by a hundred megawatt power plant running for about 11 hours. A fair fraction, about one-half of this, goes into the Compton recoil current. Fortunately, most of this energy goes into heating air rather than into the EMP. About $10^{-3}$ of the gamma energy goes into EMP; thus giving about $10^{-6}$ of the bomb energy going into the EMP.

3.3 EMP GENERATION

The previous section showed how a nuclear detonation produces the gamma rays and how these in turn produce the Compton electrons. These basic physics principles hold for all burst locations. To generate a radiated EMP, however, other mechanisms exist which differ with burst location. This section will discuss generation of a radiated EMP and its characteristics for the three burst locations.

Deposition Region Fields

The gamma rays emitted by the nuclear detonation are nearly symmetrical, any anisotropy of the emission of the gammas is small and of short duration compared with other factors. The result is the Compton electrons created move radially away from the burst point and there exists a radial symmetric current distribution. The scattering of the electrons leaves behind the heavier positively charged parent molecule. This separation of charge produces a strong radial electric field as shown in the figure.

For this symmetrical condition, no magnetic field is generated and therefore the deposition region fields are non-radiating fields. In the deposition region in early time, the Compton electron current dominates and the radial electric field rises rapidly. Due to additional collisions, the Compton electrons produce secondary electrons which further ionize the air and increase its conductivity. These secondary electrons under the influence of the radial electric field move and produce a conduction current which tends to reduce or limit the local field resulting in the plateau at later time.

GENERAL TIME WAVEFORM OF $E_r$ IN DEPOSITION REGION
Near Surface Burst EMP

A completely symmetrical system of radial currents produces neither magnetic nor radiated fields. The departure from symmetry, in the case of the near surface burst (less than 2 kilometers above the earth), is provided by the earth/air interface, resulting in a nearly hemispherical deposition region.

The deposition region is limited in size (3 to 6 km) by the air density and hence the distance the gamma rays can travel. The average distance a gamma ray travels before making a Compton collision is about 200 meters at sea level, although a few may go as far as a few kilometers. The Compton electrons travel outward only a few meters before being stopped by the air. The deposition region is thus more dependent on the absorption of gammas in the atmosphere than on the yield of the weapon.

Within the deposition region, as discussed previously, a strong radial field exists. The radial field has a peak amplitude of approximately 100 kV with a rise time of 10 nanoseconds. The earth tends to short out the radial electric field near it since it is normally a better conductor than air. Near the ground the conduction electrons find an easier path back to the positively charged center by flowing down to the ground and back towards the burst point. The result is a current loop which generates an azimuthal magnetic field.

A vertical electric field is required in connection with the vertical component of conduction current. This vertical electric field can be regarded as connecting Compton electrons in the air with their image charges in the ground. Thus, for a near surface burst, the principle fields in the deposition region are a radial and vertical electric field, and an azimuthal magnetic field.

When viewed from a large distance from the burst point, the net fields are the vertical electric and azimuthal magnetic fields. A vertical dipole can be used as a source model for the radiated EMP in this case. The dipole model is depicted in the figure.
The radiated fields are characterized by an oscillating signal. The magnitude of the radiated field falls off inversely proportional to distance from the burst. A rough estimate of the peak electric field strength (E_{pk}), where peak is the largest negative value, is given by:

\[ E_{pk} = \frac{10^7}{R} \text{ volts/meter} \]

where \( R \) = radial distance from the burst point.

A generalized time waveform is shown. The Fourier transform of this waveform shows the bulk of the energy lies below 1 megahertz. The peak amplitude at a distance of 10 km is about 1000 volts/meter.

The radiated field from a near surface burst is predominantly vertically polarized at the earth’s surface.

The relative magnitude of the deposition region fields to the radiated fields, indicates the near surface burst EMP is a serious threat to most systems within the deposition region. Outside the deposition region, the EMP is a principal threat to systems which respond to very low frequencies or have very large energy collectors.

Air Burst EMP

An air burst is defined as a burst occurring at an altitude of 2 to 20 kilometers above the earth. The EMP from an air burst is characterized by a strong radial electric field in the deposition region and a weak radiated field.

The air density, in the range of 2 to 20 kilometers, is relatively dense and quite uniform. This relatively dense air results in a relatively short range for the gamma rays and Compton electrons as in the case of the near surface burst. Consequently, no appreciable turning of the electrons takes place in the geomagnetic field (see the discussion on exoatmospheric EMP), and therefore, this mechanism does not result in a radiated EMP.

Since the air density is also quite uniform, only a small net current asymmetry exists resulting in only a weak radiated EMP. A dipole model, as used for the near surface burst, can also be used here. The radiated fields from the
air burst are similar in shape to those of the near surface burst, with the peak fields at least one order of magnitude less than those of the near surface burst.

Due to the weak radiated fields, the EMP from an air burst is a principle threat to systems which may be within the deposition region, in which case, the other nuclear weapons effects must also be considered.

**Exoatmospheric Burst EMP**

An exoatmospheric burst is defined as one which takes place at an altitude greater than 40 kilometers above the earth. A typical exoatmospheric burst geometry is depicted in the figure.

![Exoatmospheric Burst EMP Diagram](image)

The Compton electrons are scattered forward (downward in this case), within the deposition region as was the case for both the near surface and air bursts. These Compton electrons produce a system of radial currents. As stated previously, a symmetrical system of radial currents will not produce a radiated field. In an exoatmospheric burst situation, there are two mechanisms which produce the radiated field: (1) the asymmetry due to the space/atmosphere interface, and (2) Compton electron turning due to the earth's geomagnetic field. It is the Compton electron turning which dominates since the electrons can travel greater distances, and thus have more time to interact with the geomagnetic field due to the reduced atmospheric density.

The outgoing gammas from the burst form a spherical shell which expands with the velocity of light. Since most of the gammas are emitted in about 10 nanoseconds, the thickness of the shell at any instant is a few meters. When the gamma shell begins to intersect the absorbing layer of the atmosphere, the Compton scattering process begins.

At the altitude of the deposition region, the stopping range of Compton recoil electrons is of the order of 100 meters. In traveling this distance, the Compton electrons are strongly deflected by the geomagnetic field with a gyro radius of about 100 meters. The Compton recoil current therefore has strong components in direction transverse to the gamma propagation direction. This transverse current radiates an electromagnetic wave that propagates in the forward direction.

The outgoing wave keeps up with the gamma shell and is continually augmented by the transverse Compton current until the gammas are all absorbed. Then the
electromagnetic wave goes on alone as a free wave or pulse. Secondary electrons produced by the Comptons make the air conducting. This conductivity attenuates the electromagnetic pulse. The amplitude of EMP is determined by a balance between:

1. Increase due to transverse Compton current.
2. Attenuation due to conductivity.

**MECHANISM OF EMP GENERATION**

A summary of the process of EMP generation from a high altitude burst can now be given along with important details on the directional dependence.

Gamma rays are scattered from molecules with the emission of Compton electrons in the forward direction with energies on the order of 0.5 million electron volts. The motion of the Compton electrons is modified by the geomagnetic field. They follow a spiral path about the magnetic field lines until they are stopped by collision with atmospheric molecules. As the Compton electrons collide with atmospheric molecules, further ionization occurs and the conductivity increases. The propagation of the EMP depends on the conductivity of the region through which it passes. Dispersion, attenuation, and reflection may occur. The circular component of the Compton electrons represents a magnetic polarization, and the linear component represents an electric polarization.

Both the magnetic and electric polarizations vary with time and, consequently, can radiate electromagnetic energy. This can also be viewed as a collective flow of electrons along the field which radiates in the transversal direction.

Compton electrons that move parallel to the geomagnetic field are not deflected. Thus, the EMP amplitude is small in two directions along the geomagnetic field line passing through the burst point. The EMP amplitude is a maximum on those rays from the burst point which run perpendicular to the geomagnetic field in the deposition region.

The transverse current components and the resulting radiated fields can be understood by considering a system of elemental dipoles along the line-of-sight from the observation point to the burst point. Each dipole radiates an electromagnetic field (the normal "donut" radiation pattern of a dipole) which add in phase since the EM fields, gammas, and Compton electrons all travel at or near the speed of light.
The radiated fields are high intensity fields, have short rise times (wide spectrum) and cover a large area of the earth's surface because of the height and large extent of the deposition region. The geographical coverage as a function of the height of burst can be obtained by considering the tangent radius.

The tangent radius is the arc length between the line from the earth's center to the burst point and the line from the earth's center to the point where a line from the burst point is tangent to the surface of the earth. For a burst at 300 kilometers, the tangent radius is 1920 kilometers, or about 1200 miles. The EMP from the burst can cover this region.

It should be noted that the fields do not end at the tangent radius. For surface systems, this is the farthest point of interest, in most cases, but low amplitude fields may be propagated beyond this point by ducting. For airborne systems, however, the coverage may be much farther depending on the height of the point of observation. As long as there is line-of-sight to the burst point, the EMP will be present.

At surface zero, the fields have reduced amplitude (0.25 E<sub>max</sub>), short rise time (approximately 5 nanoseconds), and time to half value of about 20 nanoseconds. At the maximum field location, the rise time is about 10 nanoseconds and time to half value is about 50 nanoseconds. At the tangent radius, the fields are about 0.5 E<sub>max</sub>, and rise time to half value greater than 10 nanoseconds and 200 nanoseconds respectively. This distribution, as a function of height of burst and geographic position on the earth, can be determined from the figure. The peak field at any point can be found by aligning magnetic north on the figure with magnetic north at surface zero.

The EMP time waveform varies considerably over the area of coverage. Three cases will be considered: (1) near surface zero, (2) the maximum field point (where a line from the burst point to the maximum field point is orthogonal to the geomagnetic field lines in the deposition region), and (3) at the tangent radius point.
As a result of this wide variation on the earth's surface and the inability to predict the burst location, the time waveform used preserves the important characteristics of the three waveforms discussed. The composite waveform, therefore, maintains the fast rise time (near surface zero rise time), slow decay (near tangent radius decay), and maximum peak amplitude. The spectrum contains all frequencies of interest. The composite waveform, shown in the figure, can be approximated analytically by a double exponential.

\[ E(t) = 5.25 \times 10^4 \left[ e^{-at} - e^{-bt} \right] \]

where
\[
\alpha = 4 \times 10^6 \\
\beta = 4.76 \times 10^8
\]

The polarization of the EMP depends on the locations of both the burst and the observer, and the orientation of the geomagnetic field. The direction of the electric field is normal to both the geomagnetic field at the observer's location, and the direction of incidence. The direction of incidence is radially outward from the burst. For the Continental U.S., a typical dip angle for the geomagnetic field is about 67 degrees.

For this dip angle, and assuming the geomagnetic field lines run north and south, the EMP polarization is horizontal for bursts north or south of the observer. For bursts east or west of the observer, the polarization departs from horizontal by 23 degrees or less. Therefore, the principle polarization for systems based in the U.S. is horizontal.

3.4 EARTH EFFECTS ON TOTAL FIELDS

So far we have discussed the free field which impinges on the surface of the earth due to the radiated EMP. Since these are electromagnetic waves, they will penetrate the surface of the earth and be reflected by it. The amount of penetration or reflection is a function of the frequency (spectrum of the pulse), the polarization, direction of incidence, and earth parameters.
The reflection and transmission coefficient equations are presented in Section V. It should be noted that a phase reversal takes place for the component of the electric field parallel to the conducting surface but not for the normal to the surface component. Near the surface, therefore, for the parallel component, the electric field is reduced, but the magnetic field is increased. Electromagnetic fields also diffuse into the ground. The penetration depth depends on ground conductivity and frequency component considered. A greater ground conductivity leads to a smaller penetration depth. The high-frequency components penetrate less deeply than the low-frequency components of the pulse.

Internal EMP can arise in different ways. One type may be called "cavity EMP" and arises from Compton recoil electrons being driven across the volume of an enclosed cavity. Both electric and magnetic fields are generated. These fields may ring at the cavity frequencies. The fields will induce voltages in circuits contained in the cavity. If the cavity contains air, it may become electrically conducting. This affects the time behavior of the fields.

Internal EMP is EMP induced directly in a system by gamma radiation (or X-rays) striking the system. In the case of internal EMP, Compton recoil electrons are produced by interaction of incident gamma radiation with material in the system. This interaction is similar to production of Compton recoil electrons in the atmosphere in the case of external EMP. However, the way in which Compton recoil electrons produce internal EMP differs from that in which Compton recoil electrons in external EMP.

Another internal effect (SGEMP) is "Compton charging." Any object in a gamma flux has some Compton electrons knocked out of it and receives Compton electrons knocked out of other nearby objects. These will usually not balance. The charge added at various locations in a conducting circuit will flow away through the circuit, thus generating an extraneous signal. The charge acquired by insulation may leak away very slowly. In general, the thicker the object, the more charge it acquires.

3.5 SYSTEM GENERATED AND INTERNAL EMP

While not the subject of this course, a few words are in order in the area of system generated EMP (SGEMP) and internal EMP (IEMP).
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We will not discuss further cavity EMP or Compton charging in this course. This does not mean that they are unimportant, but rather that they are another problem area sufficiently different from EMP to be considered in a separate course.

This very brief discussion does point out that IEMP and SGEMP are of primary concern to space systems or to systems which are within the deposition region of the burst. These effects both require direct exposure to the incident gamma flux which occurs only in the deposition region for near surface or air bursts. Since the gamma rays are not absorbed in space, space systems even at considerable distance may be exposed to the gamma flux.
4.1 INTRODUCTION

To be able to assess the effects of EMP on a system, the way EMP interacts with the system and the extent of this interaction must be understood. The discussion on interaction will consider, in a qualitative manner, the important aspects of electromagnetic coupling. The discussion of coupling analysis will review methods for obtaining quantitative estimates of this coupling.

In discussing interaction, we will consider the principles by which energy is transferred from the electromagnetic field to collectors. The effects of the earth and other structures which may alter the incident electromagnetic field will be considered. The mechanisms by which shields and cables work and by which electromagnetic energy may penetrate into the system interior will also be discussed.

The discussion on coupling analysis will consider the basic methodology for predicting, in a quantitative way, the energy transferred by an electromagnetic field to a collector. Examples of the application of this methodology to such collectors as antennas, cables, and conducting structures will be discussed.

4.2 EMP INTERACTION WITH SYSTEMS

The interaction between an electromagnetic wave, such as EMP, is highly dependent on the characteristics of the wave, the characteristics of the system, the characteristics of the propagating media, and the media or structures in the vicinity of the system of interest. The role each of these plays will be discussed in this section.

The Plane Wave

Outside of the deposition region for a near surface nuclear burst, the propagating EM wave can be modeled as a plane wave. For the exoatmospheric burst, on the surface of the earth, the EMP can also be locally modeled as a plane wave. Modeling the EMP radiated wave as a plane wave, or a uniform plane wave, implies very well defined characteristics.

For a sinusoidally time varying field to be plane, the electric and magnetic fields must be mutually orthogonal and in phase everywhere in a plane perpendicular to the direction of propagation. In addition, if the magnitude of the electric and magnetic fields are independent of position in the plane (i.e., the magnitude of the electric field and magnetic field at any instant of time is the same anywhere in the plane), the wave is defined as a uniform plane wave.
When a uniform plane wave is a pulsed field in the time domain, such as the EMP from a nuclear detonation, it may be considered as consisting of many frequency components constituting the frequency spectrum of the fields. In this case, the E and H fields are functions of the radian frequency \( \omega \). The power density of a uniform plane wave for the pulsed field is defined as a spectral power density and is given by:

\[
P = \frac{|E(\omega)|^2}{2\pi} \text{ watts/m}^2\text{Hz}
\]

A perfectly uniform plane wave cannot exist in nature; however, it is an extremely useful and reasonably accurate approximation for such wave fronts as spherical and cylindrical waves which are common in nature, providing the proper conditions are met. For example, the free-space, far-zone field of a radiating monopole antenna is a spherical wave.

The velocity of propagation of a plane wave through a nondispersive medium is the velocity of light through that medium. If \( C \) is the velocity of light, then

\[
C = \frac{1}{\sqrt{\mu\varepsilon}} = 3 \times 10^8 \text{ meters/sec in air or free space}
\]

If the plane wave is monochromatic, the phase shift per unit length due to the finite propagation velocity is given by the phase constant, \( \beta \).

\[
\beta = \frac{2\pi}{\lambda} = \frac{\omega}{C} \text{ radian/meter}
\]

\[
\omega = 2\pi f \text{ radian frequency.}
\]

The average power density of a uniform plane wave (single frequency CW) is given by the magnitude of the Poynting vector \( \mathbf{P} \).

\[
|\mathbf{P}| = |\mathbf{E} \times \mathbf{H}| = |\mathbf{E}| |\mathbf{H}| \sin \theta \text{ watts/m}^2
\]

\( \theta = \text{angle between } \mathbf{E} \text{ and } \mathbf{H} \)

If \( \mathbf{E}_m \) and \( \mathbf{H}_m \) are the maximum values of the sinusoidal fields of a uniform plane wave, then the average value of the power density is given by

\[
|\mathbf{P}|_{\text{avg}} = \frac{|\mathbf{E}_m| |\mathbf{H}_m|}{\sqrt{2} \sqrt{2}} = \frac{|\mathbf{E}_m|^2}{2\pi} \text{ watts/m}^2
\]

When \( \mathbf{E}_m \) and \( \mathbf{H}_m \) are the maximum values of the sinusoidal fields of a uniform plane wave, then the average value of the power density is given by

\[
|\mathbf{P}|_{\text{avg}} = \frac{|\mathbf{E}_m| |\mathbf{H}_m|}{\sqrt{2} \sqrt{2}} = \frac{|\mathbf{E}_m|^2}{2\pi} \text{ watts/m}^2
\]

To a distant receiving monopole antenna, the wave appears as if it were a uniform plane wave since the receiving antenna is sampling only a small portion of the spherical wave front. This same criterion must hold for the case of the EMP wave front; however, it is difficult to define the \( \mathbf{E} \) or \( \mathbf{H} \) fields from an EMP source region in terms of equivalent antenna dimensions of the source. In the case of a near-surface burst, the dipole model of the source region can be considered as a point source, so fields outside the source region can be considered planar even for systems a few kilometers long.

In the exoatmospheric case, the source region is widely distributed. The fields on the surface of the earth are the result of an elemental dipole array model, the time of arrival difference, even for systems many kilometers in length, is so small that the wave can be approximated by a plane wave.
FIELDS DUE TO EMP

The preceding paragraphs discussed the wave nature of the EMP and the relationship between the electric and magnetic fields. To understand the interaction of the EMP with systems, the time and frequency distribution of the pulse must be reviewed.

Consider the electric field time history for a test waveform which approximates a typical high altitude EMP in free space. The waveform exhibits an extremely fast rise time (-5 ns to 10 ns between the 0.1 and 0.9 E_max amplitudes), and a slow decay (-500 ns to 1 \( \mu \)s, 0.9 to 0.1 E_max). For analytical purposes, the waveform usually can be approximated by a superposition of two exponential functions as

\[ E(t) = A (e^{-\alpha t} - e^{-\beta t}) \text{ volts/m} \]

Assuming the wave to be a plane wave in free space, the magnetic field has the same time dependence (shape) and is related to the electric field by

\[ H(t) = \frac{E(t)}{\eta_0} \text{ amp/m} \]

where

\[ \eta_0 = 377 \text{ ohms (intrinsic impedance of free space)} \]

The waveform, as presented, has a dc component which cannot exist in a radiating wave. Unless this is recognized, some non-physical results can be obtained in coupling analyses. The portion of the spectrum below the audio range (10 kHz) is presently being investigated.

Many EMP collectors (antennas, aerials, buried cables, structures, etc.) are particularly frequency selective. It is, therefore, desirable to determine the EMP frequency spectrum by taking the Fourier transform of time waveform. The plot of the magnitude of a nominal EMP spectrum indicates two break points associated with the fall and rise time of the time waveform. It is important to note that the spectrum is almost constant below the HF range. Between the first and second frequency break, the spectrum falls off at 20 dB/decade. Above the second break-frequency, it falls off at 40 dB/decade. Also shown is the cumulative energy density which is normalized to 0.9 joules per square meter. Approximately all the EMP energy (>99 percent) is concentrated below 100 MHz.

This pulse shape given here is for a nominal EMP. The pulse shape to be used for a particular scenario for a system analysis should be obtained from the Defense Nuclear Agency or the service lead laboratories.
The two factors of the EMP that contribute to the threat to electrical and electronic equipment are: (1) the large amplitude of the fields, and (2) the broad spectrum. EMP energy collection of a given system is a function of the system response to all frequencies in the EMP spectrum. The system transfer function may exhibit responses to both in-band and out-of-band frequency "windows". Out-of-band energy collection is a result of the system having a frequency response greater than needed to perform the system's function. This added frequency response can be deliberate (the designer wanting to have a better response than actually required), or can be non-deliberate such as spurious responses in a receiver. The main concern in the case of EMP is due to the broad spectrum; it is imperative in assessing the system vulnerability that the overall system response be determined and utilized in any analysis effort.

A structure can collect energy from an impinging EMP field by electric induction. In effect, charges on a conducting surface are separated by the tangential component of the impinging electric field which results in current flow. The overall result is that a voltage source distribution is induced on the conductor consisting of incremental (point) voltage generators. The contribution of each point generator to the current at some point on the conductor is determined by its transfer admittance, which is a function of the source and observation points.

**EM Induction Principles**

There are three basic mechanisms by which the EMP energy couples to a conducting structure. These are: (1) electric induction which is the principle mechanism for linear conductors, (2) magnetic induction which is the principle mechanism when the conducting structure forms a closed loop, and (3) through the earth transfer impedance which is the principle mechanism for buried conductors.
A coupling structure can also collect energy from an impinging EMP field by magnetic induction. The induced signal from an EMP is equal to the negative time rate of change of the incident magnetic flux. This is an empirically derived fundamental law known as Faraday's Induction Principle. The voltage induced in a loop by a uniform magnetic field is given by

\[ v(t) = \mu_0 A \frac{d}{dt} H(t) \]

where

\[ \mu_0 = 4\pi \times 10^{-7} \] is the permeability of free space

\[ A = \text{the area of the loop} \]

\[ H = \text{The component of the magnetic field normal to the plane of the loop.} \]

\[ \Delta V = Z_T J \Delta z \]

where

\[ J = \text{total earth conduction current per meter width} \]

\[ Z_T = \text{surface transfer impedance of the earth.} \]

The surface transfer impedance is given by

\[ Z_T = \frac{a}{\delta} e^{-\alpha z} \exp \left[ -\frac{\sqrt{2}\pi}{\delta} \right] \]

where

\[ \alpha = \text{propagation constant of the earth} \]

\[ \beta = \text{free-space propagation constant} \]

\[ \delta = \text{earth conductivity} \]

\[ d = \text{depth of burial.} \]

Transmission line theory may now be used to determine the actual current distribution induced on the wire.

Another important coupling mechanism is that due to the I-Z drop which occurs whenever a coupling structure is imbedded in a lossy medium, e.g., earth, in which EM fields exist. Consider, for example, a bare wire conductor located a distance, d, below the surface of the earth and in the presence of an impinging EMP field as shown. The incident EMP field illuminating the surface of the earth causes conduction currents per meter width to flow in the earth. As a result of the current flow in the earth, a distributed I-Z drop appears along the wire which is equivalent to a voltage source distribution, causing current to flow in the wire conductor. An increment of voltage drop (which can be viewed as a point generator), \( \Delta V \), over a distance \( \Delta z \), along the conductor is given by.
Electromagnetic coupling to antennas results from electric and magnetic induction. The induction principle which dominates for a given antenna depends on the antenna's geometrical configuration. At this time we will consider two basic, simple types: (1) the linear antenna (monopoles or dipoles), and (2) the loop antenna. The way energy couples to these simple antennas can serve as a basis for estimating the energy collection by complex antennas and the other conducting structures.

Linear Antennas

When an electromagnetic wave impinges on a linear antenna, the tangential component of the electric field induces charges on the antenna which tend to cancel the incident field. Since these charges are free to move, an antenna current results. In a time-varying field, therefore, these charges are constantly in motion and an alternating current flows on the antenna and in the load.

Electric induction on a linear antenna can be viewed as an array of point voltage sources. To obtain the total voltage induced on the antenna, all of the point sources must be summed (integrated) over the length of the antenna. If the antenna is short (antenna length < \( \lambda / 6 \) the wavelength of the incident signal), it is not necessary to perform the integration. In the case of EMP, since it is a transient signal containing a wide frequency spectrum, the antenna length must be < \( \lambda / 6 \) the wavelength of the highest frequency component of interest in the spectrum. For typical EMP waveforms, the actual physical length must be less than approximately two (2) feet.

Considerable simplification results when the EMP coupling structure is electrically small, since, for such structures, simple equivalent circuit representations are possible. It is essential, therefore, to establish appropriate criteria on the basis of which it would be possible to determine whether or not a particular coupling structure, i.e., an antenna, is electrically small.

Definitions

- \( D_{\text{max}} \) = maximum dimensions of coupling structure measured from its load terminals to the most distant point on the structure.
- \( f_c \) = maximum significant frequency component of the EMP spectrum

\[ \tau = \frac{D_{\text{max}}}{c} \] -- the time it takes an EM wave to travel the distance \( D_{\text{max}} \) at the velocity of light \( c \).

Then a coupling structure is electrically small if

\[ D_{\text{max}} < \frac{\lambda_{\text{min}}}{6} \]  

(Frequency-domain criterion)
or

\[ \tau_T > 4\tau \]  

(Time domain criterion)

where

\[ f_c = 0.6/\tau_T \]

\[ \tau_T = \text{rise time of EMP excitation} \]

Loop Antennas

Loop type antennas can couple to an electromagnetic wave through either the electric field or the magnetic field. A voltage will be induced in a loop antenna if a time-varying electric field has a component parallel to one of the sides of the loop, or a time-varying magnetic field component normal to the plane of...
the loop. As stated earlier, a time varying magnetic field induces a current in a loop antenna such that the magnetic field produced by the current opposes the applied field.

As in the case of linear antennas, a very simple relationship between the field and the induced voltage exists when the loop is electrically small, or stated another way, the field is uniform throughout the area of the loop. For a loop to be considered small, its diameter must be less than \(\lambda/2\). For typical EMP wavelengths this results in a physical diameter of less than 2 feet for a loop in free space.

Cables

Cabling may be considered in two broad categories: (1) unshielded, and (2) shielded. In the case of unshielded cables, they may be considered as \(E\) and \(B\) collectors as previously discussed for linear or loop antennas. Coupling to unshielded cables can also occur through an intermediary conversion impedance \(Z_c\).

For a cable above, but in proximity to the earth, all three interaction mechanisms are present. The height of the cable above the earth, the earth parameters, and the parameters of the EMP all impact the energy coupled.

The magnetic induction \(H\), results from the flux change between the cable and earth. This induced voltage appears as an incremental series voltage source. The electric induction \(E\), results from the displacement current which flows between the cable and the earth due to the stray capacitance. It appears as an incremental shunt current source. The voltage source associated with the intermediate conversion impedance \(Z_c\), results from the current flow in the earth due to its finite conductivity. This source appears as an additional incremental voltage source in series with the load. All of these incremental contributions must be summed in the proper time-phase which takes into account the earth parameters and the angle-of-arrival.

For long runs of cable which run over or within the ground, ground parameters as a function of frequency are important. Also important for the pickup for these long runs is the angle-of-arrival and both the low frequency and the high frequency content of the EMP waveform.

If the cables are buried within the ground, the principal pickup mechanism to cause current to flow on the cables is the common impedance mechanism. Electric and magnetic fields cause currents to flow in the earth, and the resistance of the earth causes a voltage drop to appear along the cable.
For shielded cables, the shield is viewed as a cylindrical shield. The wires inside the shield interact with the penetrating fields through the same mechanisms ($E$ and $H$) as the unshielded cables. The penetrating fields, however, are altered by the shield to reduce the field amplitude and change the spectral content. A form of intermediate conversion impedance also plays a role. In the case of shielded cables, it is called the surface transfer impedance ($Z_T$) and is a characteristic of the cable shield.

**Shield Penetration Mechanisms**

- **Electric**: Through Holes
- **Magnetic**: Through Walls and Holes
- **Sheath Current**: $I_Z T$ Drop Along Cables

Electric field penetration generally occurs through the apertures or small defects in the exterior shield of the cable. Electric field penetration is also associated with connectors which are not fully shielded. In addition, the electric field is often enhanced at the terminations of long exposed cable runs, and this contributes greatly to electric field penetration effects.

Electric field penetration generally occurs through the apertures or small defects in the exterior shield of the cable. Electric field penetration is also associated with connectors which are not fully shielded. In addition, the electric field is often enhanced at the terminations of long exposed cable runs, and this contributes greatly to electric field penetration effects.

Magnetic field penetration results from aperture coupling and diffusion through the shield, especially for thin, nonferrous shields. The penetration mechanisms for shields is discussed more fully in the shielding section.

In the case of coaxial cables, the interior magnetic field pickup can occur because of the asymmetry, $A$, between the idealized position for the center conductor and the actual position of the center conductor as it occurs in the manufactured cable. This asymmetry essentially results in loops of unequal area and therefore unequal voltage being induced.

The primary pickup mechanism for shielded open wire pair cables is also through the $B$ mechanism. The loop in this instance is closed by the terminations at both ends of the cable.

Here we see the definition of the intermediary conversion impedance between the external fields and the inside voltage of a particular cable. The surface transfer impedance is defined as the voltage appearing on the inside of the cable on a per meter basis due to the current flowing on the outside sheath.
Sheath Current Pickup

\[ Z_T = \frac{Z_{\text{outside}}} {Z_{\text{sheath}}} \]

The surface transfer impedance plays a very important role in evaluating the cable performance. Transfer impedance is important for electric field pickup because the E field can induce currents to flow on cable runs which are parallel to the electric field as illustrated by the cable which terminates in a UHF antenna mast. Sheath current also flows on inadvertent loops formed by cable runs and other metallic structures.

There are some favored approaches regarding cables. One favored approach is the use of twisted wire cable to minimize the H pickup. This twisted wire cable is also shielded to minimize the E pickup effects. However, the E-field pickups do occur with the presence of sheath currents. The sheath-current-induced inside voltages (common mode pickup) are minimized by the use of balanced terminations which, in effect, are not connected to the external sheath.

The transfer impedance is very important and at low frequencies is about the same for both braided and solid wall outer shields of the same copper content. However, in the case of the braid, because of the field penetrations through apertures, the transfer impedance increases with frequency, thereby dramatically increasing the pickup characteristics of braided cable. On the other hand, solid wall cable does not exhibit this penetration effect and, therefore, has an improving transfer impedance with frequency primarily because of skin-effect absorption.
The terminations and splices also can play a major role in enhancing the coupling effects associated with long cable runs. In the case of a balanced pair within a cylindrical shield, the cable should be terminated both for the balance and common mode terminations. Small imperfections along the surface of the cable can convert some of the common mode pickup into differential mode pickup and vice versa. Thus, if the cables are not properly terminated for both modes, the pickup and reverberation effects are greatly enhanced.

In the case of multi-conductor bundled cables, all sorts of undesirable effects can be produced by cross-talk effects on the terminations.

In summary, cable pickup mechanisms are an extension of E, H and Z₀ coupling. The same holds for shielded cables except the effect of the shield must be considered. Improper terminations also play a major role in the pickup associated with cable runs. In the case of very long cable runs, time-delay effects become important and give added weight to angle-of-arrival, earth parameters, and the lower or higher frequency content of the EMP waveform.
At the higher frequencies, the electric and magnetic fields must be considered jointly. In many instances, the power flow is a convenient form of definition. In this case, the power flow, in the absence of the enclosure, is compared to the power flow with the enclosure present. This is somewhat of an unwieldy definition and a more appropriate definition might compare the energy inside the enclosure with the energy in the absence of the enclosure being taken as a stored energy over a specified volume (the volume of the enclosure).

\[
\text{Shielding Effectiveness at High Frequencies} \\
(SE) = 10 \log \left( \frac{P_{\text{inside}}}{P_{\text{outside}}} \right) \\
(SE) = 10 \log \left( \frac{W_{\text{inside}}}{W_{\text{outside}}} \right)
\]

The shielding effectiveness is generally presented as a function of frequency. This is convenient for many radio frequency engineering-type applications but forms a major stumbling block in translating this rather simple concept into the appropriate EMP requirements.

\[
\text{Shielding Effectiveness Presented as a Function of Frequency}
\]

It must also be recognized that the shielding effectiveness often stated is a strong function of the measurement method. For example, if the shielding effectiveness measurement is made with two small loops adjacent to the wall, one value of shielding effectiveness is obtained. If, on the other hand, the shielding enclosure is placed within an EMP simulator, another value is obtained. In general, these measures are each self-consistent with frequency but can have values which differ by as much as 20 or 30 dB. The difference between these two measurements is the small loop technique only measures the shielding effectiveness in a local area. The plane wave technique, on the other hand, provides for current flow simultaneously on all surfaces and thus edge and corner effects are seen. The small loop measurements are, therefore, useful to determine seam leakage, etc., and the plane wave for overall structure shielding effectiveness.

In EMP, we are dealing largely with plane waves where the transient response of the enclosure is important. Thus, the amplitude response, as a function of frequency, must be related to the transient response. There are some rather simple ways of doing this which will be considered in more detail. However, before doing this, let us consider on a qualitative basis how shields actually work.
**Electric Field Shielding**

If a spherical conducting shell is placed within a static electric field, the free charges in the conducting shell will redistribute in accordance with the applied field. This redistribution of charge will be such as to make the force on them zero, or in other words, cancel the applied field. These charges reside only on the surface of the spherical shell and terminate the field lines.

Under these static conditions, once equilibrium has been reached, there is no charge flow and perfect electric field shielding is obtained. This is the well-known Faraday Cage effect.

For very thin-walled enclosures and at low frequencies, the interior field has the same potential as the field on the outside of the enclosure. However, for higher frequencies and thick-wall enclosures, skin-effect mechanisms take place which absorb some of the energy. This causes additional shielding by the mechanism of absorption.

Now allow the applied field to vary slowly with time (a quasi-static field). As in the static case, the free charges will redistribute to reduce the force on them. However, whereas in the static case, equilibrium was reached, in the quasi-static case, the charges will always be in motion since the field is changing amplitude and polarity with time. The result is a time varying current flow on the shell, and since the shell conductivity is finite, a voltage drop results on the surface of the shell. If the shell wall is very thin, the same voltage appears on the inner surface and an electric field is established within the shell.
Magnetic Field Shielding

As in the case of electric field shielding, to obtain magnetic field shielding it is necessary to establish an induced magnetic field (interior field) which will cancel the applied field (exterior field). A magnetic field results, in the case of a conductive structure, from the current induced in it. The induced current results from the principle of magnetic induction which requires a time varying applied magnetic field.

Consider a conducting loop in the presence of a time varying magnetic field. The induced current, due to magnetic induction, establishes a magnetic field which reinforces the applied magnetic field exterior to the loop, but opposes or cancels the field in the interior of the loop. If a number of loops were "stacked" to form in the limit, a conducting box or volume shield, the fields on the interior of the box are suppressed at the expense of enhancing the fields outside the box.

Now consider the relationship between pulsed fields and the shielding effectiveness as a function of frequency. The pulsed field contains a wide spectral distribution. The amplitude of the penetrating field is a function of frequency and so is the phase. For thin wall enclosures, the fields appearing in the interior of the enclosure are roughly the time derivative of the applied (exterior) field. On the other hand, for thick walled enclosures, the amplitude of the interior field is substantially reduced and the derivative effect tends to disappear. This is particularly noticeable in the case of ferrous metal shields due to increased absorption.
The current flow on a closed box, however, is not uniform. The current flows around the box and near the edges. This occurs because adjacent eddy current elements cancel on the faces normal to the magnetic field.

As the frequency continues to increase, the shielding effectiveness begins increasing at a higher rate. This is due to skin effect absorption as in the electric field case.

As noted, the shielding effectiveness, as exemplified by ordinary wall materials, such as thin-wall iron, thin-wall sheet iron, copper or aluminum, exhibit very poor low-frequency magnetic shielding effectiveness. Where this is a requirement, the magnetic flux may be ducted away from the area of interest by a ducting "high-perm" shield. This requires, in general, a high product between the relative permeability of the wall material and the ratio of the wall thickness divided by the average radius of the enclosure. In general, such approaches are not practical with ordinary shielding materials because of weight and cost.

Both the magnitude and phase of the induced current on a conducting box are a function of the frequency of the applied field. The magnetic reflection or cancellation effect occurs because the current flowing in the outer ring becomes more and more in phase with the applied field. At the low frequencies, the current flowing in the outer ring, as seen in the equation, is almost 90° out-of-phase with the applied field. At higher frequencies, current in the outer ring becomes almost in phase with the applied field, and thereby provides better cancellation, which increases the shielding effectiveness at the rate of 6 dB per octave. A necessary condition is that the wavelength is much larger than the radius of the loop.
We have discussed how the magnetic field shielding effectiveness varies with frequency. The relationship of this variation with frequency to a transient response must now be considered. These curves show a typical transient waveform applied to an idealized shield (no apertures or penetrations). Note that the penetrating magnetic field waveform is stretched out by the shield and that a large volume shield exhibits greater magnetic shielding effectiveness than a small volume shield. In the case of ferrous shields, the penetrating waveforms are further reduced due to the higher permeability. The most important feature of the ferrous shield is the stretching out of the rise time of the interior field, resulting in smaller coupling to interior conductors due to magnetic induction (BA) effects. The interior fields are roughly the time integral of the exterior magnetic field and decay exponentially.

**Seams and Apertures**

The previous discussion of shielding effectiveness was concerned with idealized shielding structures containing no seams or apertures. In any practical enclosure, these idealized conditions cannot be met. The primary effect of seams and apertures is to reduce the overall shielding effectiveness.

In general, enclosures which have high resistance (as compared to the enclosure material), result in poorer shielding performance than those with low resistance seams. This degradation in performance results from the limited series resistance reducing the current flow on the enclosure. This reduced current flow reduces the bucking magnetic field and, consequently, the magnetic shielding effectiveness. As we will see later, it also produces a secondary effect of introducing a voltage drop across the seam which appears on the inside of the enclosure which is very important if multi-point grounds are utilized.

Obviously, if the enclosure has openings, this will provide a means for exterior fields to leak into the interior. Since these openings (assuming the opening to be small relative to the size of the enclosure, can be viewed as aperture or slot antennas, the fields at low frequencies (below resonance) tend to fall off inversely proportional to the cube of the distance from the aperture.

The effect of these apertures is most significant at the higher frequencies and essentially limits the high frequency performance of an enclosure. As frequency increases, the fields penetrate to the interior, the frequency at which this begins being dependent on the hole size. As the frequency continues to increase, resonant penetration can occur as indicated by the wide swings (very low attenuation of field) in the shielding effectiveness curve.
This shows a comparison between the idealized solid-wall enclosure with that of a welded rebar enclosure with about the same enclosure weight. Note that much greater shielding effectiveness performance is realized by the solid wall enclosure. At the higher frequencies, the shielding effectiveness of the welded rebar enclosure tends to level off for a variety of reasons, such as skin-effect, and finally becomes ineffective due to resonant penetration through the apertures.

![Graph showing comparison between solid wall and rebar enclosures](image)

**Ground Effects**

Up to this point we have stressed the interaction of a plane propagating EM wave with a system. In the case of systems which are isolated from the earth or other structures, such as aircraft or satellites, this is a good approximation. However, most of our systems are located near, on, or under the earth's surface. For this majority of systems the effects of the earth on the EM field must be considered.

At any interface between two media of differing characteristics, an EM wave will undergo reflection, refraction, and absorption. The percentage of the wave reflected, transmitted, is a function of both the wave characteristics and the media characteristics. For purposes of discussion, we will assume an air/earth interface. In this instance, the characteristics for the propagation in air are the same as free space. The most important parameters of the incident EM wave are its spectral content, angle of incidence, and polarization, since the reflection coefficient (or conversely, the transmission coefficient) are strong functions of these parameters. It should be noted that phase reversal occurs for the component of the electric field parallel to a conducting surface, but no phase reversal for the component normal to the conducting surface. We can see, therefore, that the angle of incidence and polarization determine the components of the electric field with respect to the reflecting surface and consequently, the reflection or transmission coefficient.

![Diagram of reflected and refracted waves at the Air-Ground interface](image)

The media (earth) parameters of interest are its conductivity ($\sigma$), relative permittivity ($\varepsilon_r$), and relative permeability ($\mu_r$). Typical values for these parameters for earth are:

- $\sigma = 10^{-2}$ to $10^{-4}$ mhos/m,
- $\varepsilon_r = 10$ to 15, and
- $\mu_r = 1$.

In general, the higher the conductivity, the less the penetration of the wave into the earth. A plot of the magnitude of the reflection coefficient for vertical polarization is shown in the figure as a function of the angle of incidence and frequency. As the angle of incidence increases, there is a sharp dip in the curve (which corresponds to the Brewster angle in optics) where maximum transmission (minimum reflection) is realized. The width of this dip is quite narrow in terms of the grazing angle.

![Graph of magnitude of plane wave reflection coefficient for vertical polarization](image)
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The importance of this earth reflection is the EM fields incident on systems in proximity to the earth are considerably different than the free space condition. For buried systems, the transmission coefficient is of prime concern. The high frequencies will also be absorbed more (higher attenuation factor, than the low frequencies. Therefore, for buried systems, the EM spectra will be predominantly low frequency and of reduced amplitude if the system is buried more than a few meters (>10 m) below the surface.

For systems on or near the ground, the magnitude and phase of the energy reflected are of prime concern. The EM fields incident on the system of interest will be the vector sum of the incident (free space) and reflected waves. This can result in either enhancement or reduction of the fields impinging on the system. One such case is a dipole above ground as shown in the figure.

4.3 COUPLING AND INTERACTION ANALYSIS

The preceding discussion has considered, on a qualitative basis, how EM waves interact with and couple to systems. In this section, we will discuss briefly what role analysis plays in assessing the EMP vulnerability of a system, how one can obtain a system model for analysis, and some of the mathematical tools employed in analysis.

Role of Analysis

The role analysis may play in a vulnerability assessment can be quite varied. During system design, no hardware may be available for test. Analysis to predict the system response, identify weak areas, and provide design assurance may be the only alternative. Analysis during the design, or even after the hardware implementation, is useful to guide the test program or confirm the test results. Since, as we will see later, testing only provides specific answers (it is not practical to try to test for all threats), analysis is useful to extend the test results.

The Role of Analysis

- Predict system response
- Identify weak points
- Provide design assurance
- Guide the test program
- Confirm test results
- Extend test results
Therefore, analysis is not the complete solution any more than testing is a complete solution. Each has a role and both should be used in various combinations to cost effectively predict or evaluate system hardness.

**System Modeling**

The first step in analysis is the development of a model which is a mathematical representation of a physical system. In general, actual system geometries are too complex to be amenable to analysis. Therefore, it is necessary to develop a physical model (coupling model) of the system. The physical model is one for which solutions of the field equations exist from antenna or transmission line theory. Usually these models are surfaces of revolution such as cylinders and spheres, or for more complex structures, combinations of intersecting surfaces of revolution or wire models. These bodies can be analyzed to determine surface currents using available antenna theory which will be discussed later. An alternative way of obtaining the coupling transfer functions is to subject the system to a test excitation. This provides empirically derived waveforms for the current distributions which can then be mathematically modeled.

There are a variety of analytical techniques for determining the EM coupling by antennas or structures that can be modeled as antennas. The more widely used of these techniques include: (1) Fourier Transformation Method (FTM), (2) Lumped Parameter Network Method (LPN), (3) Singularity Expansion Method (SEM), and (4) a technique based on Landt's Method.

The Fourier Transformation Method utilizes Fourier Analysis to determine the antenna parameters, effective length and impedance, as a function of frequency to define a Thevenin equivalent circuit for the antenna. The load must be linear (i.e., not a function of the driving voltage) to utilize this technique. The Thevenin Circuit is solved for the current in the load as a function of frequency. The load current is transformed back into the time domain by the inverse Fourier transform.

The lumped parameter network method provides a technique for the analysis of a distributed parameter network (the antenna) connected to a linear or nonlinear load. Like the FTM method, it utilizes a Thevenin equivalent circuit to represent the antenna in terms of its open circuit voltages. Both antenna parameters, the effective length and impedance, are then approximated by national network functions that are realizable in terms of an RLC circuit. After the lumped parameter network representation is obtained, stand and circuit analysis computer codes may be used to calculate the transient system response.

In classical circuit theory, the time domain solution of a linear circuit excited by an exterior waveform may be determined from the knowledge of the location of any singularities of the transfer function and its corresponding residues. The transient behavior of the circuit is then obtained as the sum of damped sinusoids whose coefficients are determined by the Residue Theorem. The singularity expansion method has extended this concept to solve electromagnetic boundary value problems.

Basically, this method involves the determination of the antenna response in terms of singularities in the complex frequency domain which represent the natural frequencies, modes, and coupling factors. The antenna response in the time domain is obtained by taking the inverse transform of the terms in the singularity expansion.

The technique based on Landt's method is to solve for the peak short circuit current in an infinite wire antenna. This method utilizes the impulse response of the antenna. Since the peak current on a wire antenna excited by an EMP usually occurs during the early time response of the structure, the impulse response of the current on an infinite wire antenna is valid on a finite wire antenna, up until the time that the reflection is seen.

**Analytical Techniques**

- Fourier Transformation Method (FTM)
- Lumped Parameter Network Method (LPN)
- Singularity Expansion Method (SEM)
- Landt's Method
The first three methods are the more rigorous methods and require the use of numerical or digital techniques for their solution. The computer codes for computing antenna and cable response to an EMP are maintained for customer use by the Electromagnetic and Systems Research Group, Lawrence Livermore Laboratory, Livermore, CA. 94550. Maintenance of this computer code library is an ongoing effort funded by the Defense Nuclear Agency.

Generally, the analysis of system response to electromagnetic phenomena is divided into two classes: analysis of linear systems, and the analysis of nonlinear systems. We will consider the applicability of the analytical techniques to these two problem areas.

4.4 ANTENNA COUPLING ANALYSIS - LINEAR SYSTEMS

If a system is linear, or can be approximated to be so, Fourier Transform and ac circuit analysis techniques can be used.

**Linear Systems**

- **Antennas**
  - Linear
  - Passive
  - Distributed

- **Antenna Loads**
  - Linear

**Simple Energy Collectors**

The simplest approach to analyzing the antenna coupling in linear systems is where the antenna (structure) dimensions are small for all wavelengths. Consider a short dipole antenna. The equivalent circuit for a short dipole is a voltage source, a series capacitor (antenna capacitance), and the load.

\[
\begin{align*}
V_a &= \frac{1}{C_a} \int i(t) \, dt + i R_L \\
V_L(t) &= -h \sin \theta e^{i(t)} \\
I_L(t) &= -h \sin \theta C_a e^{i(t)}
\end{align*}
\]

The antenna capacitance, \( C_a \), is given by:

\[
C_a = \frac{h}{c Z_0}
\]

where

\[
Z_0 = 60 \text{ ohms} \quad \text{(average antenna characteristic impedance)}
\]

\[
h = 2 \pi n(2h/a) \quad \text{(antenna shape factor)}
\]

\[
c = \text{velocity of light}
\]

\[
a = \text{antenna radius}
\]

\[
h = \frac{\lambda}{2}
\]
The time domain response is approximately the derivative of the incident electric field for the case $R_L << 1/\omega C_L$.

The response of the equivalent circuit is readily obtainable for the following loads:

**HIGH-RESISTANCE LOAD**

$R_L >> \omega L$

then

$$V_L(t) = \frac{\mu_0 A}{L} \sin \phi \dot{H}(t)$$

**LOW-RESISTANCE LOAD**

$R_L << \omega L$

$$i_L(t) = \frac{\mu_0 A}{\eta_0 L} \sin \phi \dot{E}(t)$$

or

$$i_L(t) = \frac{\mu_0 A}{\eta_0 L} \sin \phi E(t)$$

Note that the load impedance does not have to be resistive and it may represent the input impedance of an electronic system such as, for example, a receiver front end. The time domain response for the case of $R_L >> \omega L$ is the derivative of the applied magnetic field. For the small dipole, the open circuit voltage ($R_L >> 1/\omega C_L$) follows the EMP waveform in early time. For the small loop, the short circuit current follows the EMP waveform.

Next, consider a small magnetic dipole (loop) in the presence of an incident EMP field. In the equivalent circuit, $L$ is the low-frequency inductance of the loop and is given by:

$$L = \mu_0 R \left[ \ln \left( \frac{6R}{a} \right) - 2 \right]$$

for $R >> a$

where

$\mu_0 =$ permeability of free space

$R =$ radius of loop

$a =$ antenna wire radius

The response of the equivalent circuit of a small loop is:

$$V_A = L \frac{di}{dt} + iR_L$$

where

$V_A =$ approximate EMP excitation dipole

$L =$ low-frequency inductance

$C_L =$ equivalent circuit

$L =$ loop inductance

$R_L =$ loop resistance

$H(t)$ and $E(t)$ are the magnetic and electric fields, respectively.

Approximate EMP Excitation Dipole Response

Dipole Response

Equivalent Circuit of a Small Dipole

Response of a Small Loop to EMP

$R_L >> \omega L$
A quick look approximate energy analysis can also be performed to determine an estimate of the energy dissipated in the load. In this case, the concept of antenna effective area can be employed. The effective area is related to the power gain by:

\[ A_e(\omega) = \frac{\lambda^2 G}{4\pi} \]

where

\[ A_e(\omega) = \text{effective area as a function of frequency} \]
\[ \lambda = \text{wavelength of wave} \]
\[ G = \text{antenna power gain} \]

The effective area for various antennas is given below:

<table>
<thead>
<tr>
<th>Antenna Type</th>
<th>Effective Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isotropic Radiator</td>
<td>( \frac{\lambda^2}{4\pi} )</td>
</tr>
<tr>
<td>Very Short Dipole</td>
<td>( 3\lambda^2/8\pi )</td>
</tr>
<tr>
<td>Half-Wave Dipole</td>
<td>( 1.64\lambda^2/4\pi )</td>
</tr>
<tr>
<td>Large Aperture Antenna</td>
<td>100% physical area</td>
</tr>
<tr>
<td>Pyramidal Horn</td>
<td>50% physical area</td>
</tr>
<tr>
<td>Parabolic Reflector</td>
<td>50-55% physical area</td>
</tr>
</tbody>
</table>

The solution for an EMP is obtained by calculating the energy available at the antenna terminals in the frequency domain for each significant frequency component in the pulse. The total energy delivered to the load is then the integral over the frequency spectrum of the pulse which can be determined through normal Fourier analysis techniques.

For an antenna placed in the field of a linearly polarized EM wave, the power available at the antenna terminals under conjugate matched conditions for sinusoidal fields is given by:

\[ W = PA_e \]

where

\[ W = \text{available power (watts)} \]
\[ P = \text{power density (watts/m}^2) \]
\[ A_e = \text{effective area (m}^2) \]

For an EM pulse, the energy available at the antenna terminal is:

\[ J_T = \frac{1}{2\pi} \int_{-\infty}^{\infty} A_e(\omega) J(\omega) \, d\omega \]

where

\[ J_T = \text{available energy (joules)} \]
\[ A_e(\omega) = \text{effective area (m}^2) \]
\[ J(\omega) = \text{energy density spectrum of the pulse (joules/m}^2\text{ Hz)} \]

It should be noted that all the available energy will be transferred to the load only when the load impedance presents a conjugate match to the antenna impedance over the frequency range where the excitation has significant components. Such a wide band match is physically unrealizable and would result in too much of a worst case. To accurately calculate the load energy, one would need to know the system transfer function. An approximation can be obtained by making appropriate assumptions.

Assume a transfer function, \( T(\omega) \), of the form:

\[
T(\omega) = \begin{cases} 
    A_e(\omega_o) \left[ \frac{\omega_o}{\omega_o-w_1} \right] & 0 < \omega < (w_c-w_1) \\
    A_e(\omega_o) \left[ \frac{\omega-o}{\omega_o-w_1} \right] & (w_c-w_1) \leq \omega \leq (w_c+w_1) \\
    A_e(\omega_o) \left[ \frac{\omega_o+w_1}{\omega} \right] & (w_c+w_1) \leq \omega 
\end{cases}
\]

\[ w_o = \text{center frequency of the system response} \]
\[ (\omega_c-w_1) = \text{lower cutoff frequency of the system response} \]
\[ (\omega_c+w_1) = \text{upper cutoff frequency of the system response} \]

and \( n \) determines out-of-band attenuation.
Under this assumption, the energy dissipated in the load is:

\[ J_T = \frac{1}{2\pi} \int_{-\infty}^{\infty} T(\omega) J(\omega) \, d\omega \]

The energy available at the load will be distributed as shown below:

\[ F(j\omega) = \int f(t) e^{-j\omega t} \, dt \quad \text{[direct transform]} \]

\[ f(t) = \frac{1}{2\pi} \int F(j\omega) e^{j\omega t} \, d\omega \quad \text{[inverse transform]} \]

In effect, the direct Fourier transform takes a function from the time domain to the frequency domain, whereas the inverse Fourier transform performs a frequency-to-time domain transformation. Thus, the Fourier transform pair provides a two-way transformation. Note that \( F(\omega) \) is the frequency spectrum of \( f(t) \).

For ideal preselection, the rectangle formed by \((\omega - \omega_1)\) and \((\omega_0 + \omega_1)\) dotted lines would be obtained. The case of \( n = 1 \) (6 dB/octave) is considered a worst case and the bandwidth chosen is the turning range of the system. If additional information is available, a different value of \( n \) may be more appropriate.

Fourier Transform Method

The response of a linear system to pulse or transient excitation can be determined by the use of Fourier Transforms (FT), provided the complex transfer functions are known over the frequency range where the excitation has significant components.

The Fourier transform pair is defined in terms of the following integral expressions:

In principle, the solution to the problem of determining the response of a linear system can be obtained by Fourier analysis as indicated. Note that the concept of system transfer function is valid only for linear systems.
In general, the voltage transfer function is

\[ T_V(\omega) = \frac{V_L(\omega)}{E_L(\omega)} \text{ (volts/Hz)/(volts/m-Hz)} \]

and the current transfer function is

\[ T_I(\omega) = \frac{I_L(\omega)}{E_L(\omega)} \text{ (amps/Hz)/(volts/m-Hz)} \]

The time dependence is then determined by

\[ V_L(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} T_V(\omega) E_I(\omega) e^{j\omega t} \, d\omega \]

(volts)

and similarly for the current.

As an example of the FTM, the equivalent circuit for an antenna is shown in the following figure.

This is a flow chart indicating the procedure for obtaining the time response of a linear system to any excitation using Fourier analysis. In most cases, the Fourier integrations would have to be carried out using numerical techniques with the aid of a digital computer.

where

- \( h_e(\omega, \theta) \) = complex effective length of the antenna as a function of polar angle \( \theta \) and frequency
- \( E_I(\omega) \) = frequency domain representation of the incident field
- \( Z_a(\omega) \) = antenna impedance as a function of frequency
- \( Z_L(\omega) \) = load impedance as a function of frequency
The theory of R.W.P. King, C.W. Harrison, Jr., and D.H. Dentor, Jr., can be applied. For $\beta h \leq 1.0$, Wu's formulae apply. The antenna impedance for a representative antenna is shown in the following figure.

Assuming a typical incident high altitude EMP waveform, the time histories of the antenna load voltage and current were calculated using Fourier Transform Techniques.

The time history for the load voltage for $Z_L = \infty$, and for antenna lengths of 750 meters ($f_0 = 100 \text{ kHz}$), and 7.5 meters ($f_0 = 10 \text{ kHz}$) are shown below.

**Cylindrical Monopole Antenna**

The antenna impedance is a complex function. For

$$\beta h = \frac{2\pi h}{\lambda} \leq 1.0$$

where

$$\beta = \frac{2\pi}{\lambda}$$
It should be noted that these antennas basically ring at twice their resonant frequency (damped sinusoid) under matched load conditions. The current distribution approximates that of a shorted dipole in free space under open circuit conditions. In the case of the 7.5 meter antenna, a capacity effect can be seen. This is due to the fact that the antenna is electrically short over most of the frequency spectrum and acts as a capacitance.

The load current for the case of $Z_L = 0$ is shown for these antennas in the following figures.

![Short Circuit Current for a 750 Meter Monopole](image1)

![Load Voltage for a 750 Meter Monopole](image2)

Again, the antenna ringing at the resonant frequency is noted.
This information can be presented in a more useful manner for system hardening. Of primary interest are the peak voltages, rise times, rate of rise, decay time, and energy for the case of $Z_L = 50 \, \Omega$.

The peak voltage for the case $Z_L = 50 \, \Omega$ as a function of the resonant frequency of the antenna is shown in the following figure.

[Image of graph showing peak voltage vs resonant frequency]

As can be seen, the peak voltage is a direct function of the resonant frequency (antenna length).

The rise time (defined as the time for the amplitude of the initial cycle to increase from 10% - 90% of the peak value) is also of interest for hardening design. This is shown for the case of $Z_L = 50 \, \Omega$ in the following figure.

[Image of graph showing rise time vs resonant frequency]

Again, the decay time is a direct function of the antenna length.

As can be seen, the total rise time is also a direct function of the antenna length as one would expect, since the wave is a resonant ringing damped sinusoid.

Surge protection devices (Section VI), however, are primarily sensitive to the rate of rise of the voltage. The rate of rise as a function of antenna length (resonant frequency) is shown in the following figure.

[Image of graph showing rate of rise vs resonant frequency]

As can be seen, the rate of rise (kV/ns) is relatively independent of the antenna length. Consequently, surge arrestors must have essentially the same response characteristics regardless of the resonant frequency of the antenna.

Of equal importance is the decay time of the pulse in order to determine the energy coupled into the system. This is shown in the following figure for $Z_L = 50 \, \Omega$.

[Image of graph showing decay time vs resonant frequency]
The total energy dissipated in the load, $Z_L = 50 \, \Omega$, is directly related to antenna length (resonant frequency). This is shown in the following figures.

4.5 ANTENNA COUPLING ANALYSIS - NONLINEAR SYSTEMS

If a given system is nonlinear, Fourier Transform methods are not applicable, and one must solve the resultant differential equations describing the behavior of the system. Sometimes standard circuit analysis computer codes, such as SCEPTRE, are suitable for this purpose, if the system can be characterized in terms of lumped parameters, i.e., resistors, capacitors, inductors, and controlled sources. Most electronic systems are, in fact, nonlinear since they contain such devices as diodes, tubes, transistors, etc. The major difficulty is deriving this lumped parameter network. The network must have the same transient response as the distributed system it is to represent. Both analytical and experimental techniques have been utilized to obtain the system transient response. Having the transient response, standard circuit synthesis approaches can be used to define the LPN which would produce this response.

In such cases, standard circuit analysis computer codes, such as SCEPTRE, CIRCUS, or others can be employed. This creates a need for a lumped-parameter network (LPN) representation of an antenna, which is basically a distributed network.
It is to be noted that:

1) Frequency domain techniques are not valid when nonlinear elements are incorporated into a system.

2) If the lumped-parameter network (LPN) representation of a system is given standard analysis computer codes can be used for a nonlinear system.

A flow chart of the lumped-parameter network method for obtaining the transient response of an antenna system would be:

Flow Chart of Lump-Parameter Network Method

1. EMP Polarization
2. Dimensions
3. Angle of Arrival
4. Antenna Parameters
5. Obtain EM Solution
6. Synthesize LPN
7. EMP Excitation
8. Analyze by Circuit Analysis Code
9. Solution

As an example of the use of the LPN method, the transient response of an 1-foot monopole over a perfectly conducting ground was computed using both the Fourier Transform Method and the LPN Method for a linear 50 Ω load. These calculations were performed for the antenna parameters, angle of arrival and incident field shown in the figure.

An LPN representation of this antenna is shown. The element values of the circuit model have been obtained from available tables.

Another alternative approach to determining the effective length and impedance for an antenna would be experimentally. The experimental data could be fit by again using conventional synthesis approaches.

At the present time, a catalog of equivalent circuits only exists for monopoles and dipoles. Effort is continuing to develop equivalent circuits for more complex antennas.
The results of the analysis using SCEPTRE are compared to those obtained from the Fourier Transform Method.

This model of the FET is used in the calculations.

A second example deals with the analysis for a nonlinear load. In this example, an 8 foot monopole over a perfectly conducting ground is loaded with a field-effect transistor (FET) amplifier. The input trapezoidal pulse is limited to a 10 V/m maximum amplitude to keep the gate bias reversed, since the FET network model is not valid when the gate is forward biased. The purpose of this example is to demonstrate the implementation of SCEPTRE using a receiving monopole connected to a receiver front end.

The response of the FET amplifier is shown here.

This shows the early time response. The ring up is due to the Q of the circuit. A similar ring down would be seen in late time.
Parabolic Antenna Example

The EMP response of a parabolic reflector antenna with a dipole feed has been considered. The basic geometry considered was a 25 foot paraboloidal antenna, 6 meters above ground with its axis tilted 30 degrees with respect to the ground.

Integral equations for the current distribution on a parabolic cylindrical reflector were derived using superposition methods. These integral equations were solved numerically using an iterative method. As expected, the frequency domain focal-plane scattered fields are poorly focused for most frequencies of the EMP spectrum. This implies that the feed antenna sees a practically uniform incident field.

The calculated open circuit voltage and load current for this case are shown in the following figures for both the over ground and free space conditions.

4.6 STRUCTURES MODELED AS ANTENNAS

Missile in Flight

A useful model for a missile in flight is a short circuited cylindrical dipole antenna. For shape factors (n) greater than ten (10), the missile can be considered as a thin dipole antenna and solved by the Fourier Transform techniques.

The current distribution induced by an incident EMP on the surface of a missile body can, in principle, be determined on the basis of scattering or antenna theory. The computational effort required depends on a large degree on the analytical model and degree of accuracy required. In general, the current density on the surface of a missile structure has two tangential components (for a perfectly conducting surface) which are related through a system of two coupled integral equations. Solutions to such integral equations are indeed very difficult and will not be considered here. A great deal of simplification results if a cylindrical model for the missile structure is chosen. It is usually assumed that no circumferential currents are induced, which is valid provided the diameter of the cylindrical antenna is less than a quarter wavelength. It should be recognized that for structures whose length-to-diameter ratio is not large (shape factor > 10), the circumferential currents can be as large as the axial currents. Moreover, first order approximations to the current (axial) distribution are possible using thin line antenna theory. This antenna theory requires that

$h >> a$ and $2a/\lambda << \lambda$.
If these conditions are violated, the resulting current distribution is expected to be only a rough estimate of the actual one. Fair agreement (a factor of 2) in terms of peak current can sometimes be obtained. The major discrepancy occurs in the actual distribution of the currents on a complex structure due to the superposition of the various components comprising the total current.

Model for Missile Structure

The predicted response of a 12-meter cylindrical structure to a 10,000 V/m double-exponential environment for broadside incidence are presented in the figure. The shape factor of the structure is $\Omega = 10.0$ which corresponds to a length-to-diameter ratio of 75.0. As expected, the amplitude of the current at the center of the antenna is greater than that three meters from the center. Otherwise, the current waveforms are almost identical. Note that the fundamental frequency of the current ringing is 11.2 MHz whose period is 89 usec and is approximately the time it takes a current wave to traverse the length of the antenna twice.

Having determined the missile skin current, the next step is to calculate the electric field on the inside surface of the missile skin through its surface transfer impedance, as discussed later. This surface field may be viewed as a distributed source, which excites the interior of the missile body, resulting in voltages and currents appearing at various terminals of electronic equipment. The missile skin current also contributes to the antenna excitation and can couple to the interior via apertures or penetrants in the missile skin.

Microwave Tower

An open type microwave tower structure can be approximately modeled as a fat monopole to calculate the tower current due to EMP. An effective radius \( a_e \) can be determined for the monopole which depends on the tower geometry. Assuming a cylinder (and, consequently, \( a_e \) that is the same size as the base of the tower gives an upper bound on the tower current. A lower bound is obtained by assuming a cylinder equivalent to the size of the waveguide. The difference between the upper and lower bounds is approximately a factor of 3.

MICROWAVE TOWER AND EQUIVALENT FAT CYLINDRICAL MONOPOLE (ADAPTED WITH PERMISSION OF BELL TELEPHONE LABORATORIES)
To simplify the calculation and determine an upper bound for the tower current two assumptions are made: (1) tower monopole and earth (ground plane) are perfectly conducting; and (2) that the incident EMP electric field vector is parallel to the axis of the cylinder. The effect of these assumptions is to provide an upper bound which is within a factor of approximately 2.

For purposes of analysis, a monopole which is perfectly conducting over a perfectly conducting ground plane can be considered as a dipole of half-height equal to the height of the monopole. The ringing frequency is approximately equal to the fundamental resonant frequency of the dipole.

P-3C Aircraft

Another example of EMP predictive modeling has been the P-3C Aircraft. Typical modeling of aircraft utilizes thin wires. The simplest approximation is the wire cross model where the fuselage and wings are modeled by wires, neglecting the tail structure.

This was done for a P-3C aircraft as depicted below.

The shape factor used for this analysis was \( \Omega = 2 \ln L/a = 7.0 \) \( (a = \text{wire radius}) \). The wire radius used was somewhat smaller than the average occurring on the real aircraft due to numerical calculation difficulties. This results in slightly higher peak currents due to the higher Q associated with the smaller radius.

The approximate EMP induced current normalized to the dipole half-height on a normalized time scale for four shape factors is shown.
The wire model and calculated response data are shown in the following figure. The data points are located at:
1. Point 1 at \( Z/L = 0.47 \),
2. Point 2 at \( Z/L = 0.71 \), and
3. Point 3 at \( X/L = 0.55 \). The excitation used was a 50 kV/m step drive field.

The analysis was performed using dipole models in free space for each wire of the cross wire model. Calculations of this type have shown reasonable agreement in terms of principal ring frequencies and to a lesser, but acceptable, accuracy for peak currents and current distributions with experimental data. The circumferential currents are not predicted using the thin wire model approximation.

4.7 **CABLE ANALYSIS**

As in the case of antenna coupling, to determine the load voltage, current, or energy due to EMP excitation of cables, it is necessary to calculate the current voltage distribution on the cable. Depending on the cable construction and physical configuration, the current distribution can be determined by either antenna theory or transmission line theory.

In this section, we will look at simple cables and geometries to illustrate the analytical methods employed.

### Cables in Proximity to Conducting Surfaces

In general, for cables in close proximity \((d \ll \lambda)\) to a conducting surface (i.e., earth or other conducting surface) antenna currents can be neglected. Due to the reflection from the conducting surface in close proximity, the net field at the cable for use in antenna theory is nearly zero. The cable current (for unshielded cables) or the sheath current (for shielded cables) is totally due to transmission line currents.

#### Nature of Current Distribution on Cables

\( I(x) = I_0 + I_1 \)

- **\( I_0 \)**: Antenna Current
- **\( I_1 \)**: Transmission Line Current

\( I_1 = 0 \) for \( d \gg \lambda \)
\( I_0 = 0 \) for \( d \ll \lambda \)

### Total Sheath Currents

The transmission line equivalent circuit of a small cable section over a finitely conducting ground plane is shown in the figure.
If the incident EMP field is known, the point-source generator's shown can be evaluated by

\[ I_E(x) = Y \int_0^d E_0^i (x,y) \, dy \]

\[ E_B(x) = j \omega u \int_0^d H_z^i (x,y) \, dy \]

The transmission line equations are solved for a point voltage and current generator located at some general point \( x = \xi \) along the cable. The result will give the Green's function solution, \( G(x, \xi) \), to this problem for prescribed loading conditions \((Z_A, Z_B)\). Then the total current, \( I(x) \), at any point along the cable is obtainable by use of the superposition integral:

\[ I(x) = \int_0^L G_I(x, \xi) I_E(\zeta) \, d\zeta + \int_0^L G_V(x, \xi) (E_B(\zeta) + E_G(\zeta)) \, d\zeta \]

where

\[ G_I(x, \xi) = \text{Green's function due to a point current source} \]

\[ G_V(x, \xi) = \text{Green's function due to a point voltage source} \]

\( L = \) length of cable.

The Green's functions are the solution of the transmission line equations for a point voltage source or current source at a point "\( \xi \)" on the line. The total current on the line is then the summation (integral) of the contributions of each of the point sources.

It is to be noted that in this formulation antenna currents have been neglected.
A typical time history of the current in a long cable above ground is shown in the figure. This waveform was produced for a vertical electric field at a grazing angle of incidence. The time history exhibits a high-amplitude spike with a long decay (tail). This indicates the low-frequency pickup is highly important.

If the antenna current distribution on a cable configuration is not available from antenna theory, the transmission line approach may be used to calculate the approximate current distribution. This is based on the close analogy that exists between wire antennas and transmission lines. This analogy is shown in the figure.

Cables in Proximity to a Non-Conducting Surface

For cable runs which are close to non-conducting surfaces, or far removed from conducting surfaces, the transmission line currents are quite small (negligible) compared to the antenna currents.

To determine the sheath current for shielded cables, or the pickup by unshielded cables (single wires), the cable can be viewed as an equivalent dipole. In this case, the antenna analysis discussed previously, can be used to determine the current distribution.

Buried Cables

For buried cables, the principal pickup mechanism to cause sheath currents is the common impedance mechanism. Electric and magnetic fields cause currents to flow in the earth, and the resistance of the earth causes a voltage drop to appear along the cable.
For buried cables, the current induced is obtained from a transmission line model in which the soil surrounding the cable is the return conductor. To model this configuration as a transmission line, it is necessary to have the characteristic impedance ($Z_0$) and propagation ($\gamma$) of the cable. These are given by:

$$\gamma = \sqrt{Z_0 \gamma}$$

$$Z_0 = \sqrt{Z \gamma}$$

$$Z = Z_g + Z_i + j\omega L$$

$$Y = j\omega C Y_s / j\omega C + Y_g$$

where

$Z_g$ = soil impedance

$Z_i$ = cable impedance

$j\omega L$ = inductive reactance of insulation gap

$j\omega C$ = capacitive reactance of insulation

$Y_s$ = soil admittance.

For near surface burial (a few meters) the incident field is approximately that at the earth's surface. For deep burial, the propagation loss in the earth must be taken into account. The surface field or transmitted field can be determined from the reflection and transmission coefficients, given in a later section, and the earth propagation constant.

Depending on the angle of arrival, the incremental voltage drops appear to be progressively excited along the cables so that a time-phased effect of the driving voltage must be considered. In the case of a tangential angle of arrival with the direction of propagation parallel to the axis of the buried cable, there is a tendency toward a traveling wave buildup of the sheath current or the cable as the wave progresses along the cable. Fortunately, in general, this is counteracted by the differences in propagation time in the earth and in the wave above the earth. The peak amplitude and energy are greatly reduced by earth absorption. Due to the earth parameters, the time history of the current in the cable (deep burial > 10 meters), indicates the primary pickup is low frequency and of low amplitude.

Once the sheath current distribution is known, the voltage induced into a shielded cable because of imperfect shielding can be calculated.

The shielding effectiveness of a cable can be represented quantitatively by surface transfer impedance, which relates the sheath current flowing on the cable shield to the voltage drop per unit length (surface electric field) appearing at the inner surface of the shield.

A current, $I_s$, flowing on the outer sheath of the cable causes an incremental voltage drop, $\Delta V$, to appear across an incremental length, $\Delta x$, on the inside of the sheath. This voltage is given by

$$\Delta V = Z_T I_s(x) \Delta x$$

where $Z_T$ is defined as the surface transfer impedance of the cable. The surface transfer impedance is determined by the construction of the outer shield. Analytical expressions are available for solid-shell and braided coaxial cables. Since braided cables present a geometry that is quite difficult to analyze in detail, their transfer impedance is most easily determined experimentally.
Before presenting expressions for the surface transfer impedance of a solid-state coaxial cable, it is useful to consider the problem qualitatively. In the limit of zero frequency, a current flowing on the outer shell of a coaxial cable will see the dc resistance of the shell. At very low frequencies and thin wall shields, there is little attenuation due to skin effect. Therefore, at zero frequency, the voltage drop appearing inside the shell will be the shell current multiplied by the dc resistance of the shell given by

\[ R_{dc} = \frac{1}{2\pi b \sigma} \text{ ohms/meter} \]

for thin-wall shells, where

- \( \sigma \) = the conductivity of the outer conductor
- \( t \) = the thickness of the outer conductor
- \( b \) = the inside radius of the outer conductor.

As the frequency of the shell current is raised, less and less of it will penetrate the shell, and thus one would expect the surface transfer impedance of the solid-shell coaxial cable to become smaller.

Schelkunoff has developed an approximate expression for the surface transfer impedance of a solid-shell coaxial cable using the assumption that the thickness of the shell, \( t \), is much less than its inner radius. It is of the form

\[ Z_t = \frac{n}{2\pi \sqrt{\sigma c} \sin h(\Gamma t)} \]

where

- \( n \) = intrinsic impedance of the shield
- \( \Gamma \) = propagation constant of the medium
- \( c \) = outer radius of outer conductor
- \( b \) = inner radius of outer conductor.

The figure also shows the surface transfer impedance for a typical coaxial cable with a braided outer conductor. Note that at low frequencies, i.e., less than 1 MHz, the behavior tends to follow that of the solid outer conductor, and at zero frequency the surface transfer impedance is given by the dc resistance per unit length of the wires that make up the braid. Above about 2 or 3 MHz, the surface transfer impedance begins increasing with frequency. Kruegel investigated braided coaxial lines in great depth. He found that this high-frequency behavior was strongly influenced by details of the braid construction -- optical covering factor, number of carriers, and braid angle to name three important factors. These factors determine the size and shape of the holes in the braid and, thus, the magnitude of the magnetic fields which can fringe into the interior of the cable. It is apparently these fringing fields which determine the high-frequency behavior of the cable.

Based on experimental results, the surface transfer impedance for braided shell coaxial cables is characterized by a diffusion term representing diffusion of EM energy through the metal and an inductance term representing penetration of the magnetic field through the holes.
These expressions have been found to be very accurate at low frequencies \((d/\delta << 1)\) and accurate to within a factor of 3 or less at high frequencies \((\omega M_{12} >> |Z_D|)\).

Several coaxial cable types have been investigated to determine their surface transfer impedance. The results for two of the more common cable types are given below:

<table>
<thead>
<tr>
<th>Cable Type</th>
<th>Resistance (ohms/m)</th>
<th>Inductance (H/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RG-8A/U</td>
<td>4.5 x 10^{-3}</td>
<td>8.75 x 10^{-1}</td>
</tr>
<tr>
<td>RG-9A/U</td>
<td>3.2 x 10^{-3}</td>
<td>1.91 x 10^{-1}</td>
</tr>
</tbody>
</table>

**EMP Response of Typical Cable**

We will now consider an example of EMP penetration into a coaxial cable. Let a coaxial cable be exposed to an incident field, \(E_x\), parallel to its axis. With the outer conductor considered as a linear antenna, the external incident field induces an axial current distribution on this conductor. If the current, \(I_a(x)\), is known as a function of \(x\), the coupling into the cable can be represented by a continuous distribution of incremental generators each with voltage \(Z_T I_a(x)dx\), where \(Z_T\) is the surface transfer impedance of the cable shield. To determine the current distribution inside the cable from which the load current through \(Z_I\) can be obtained, it is necessary to have expressions for the current and voltage at any point on the line with arbitrary loads \((Z_1, Z_2)\) for an arbitrary location of a series point generator; this is the Green's function solution to the problem. Then, by the superposition integral, the current distribution due to a voltage source distribution is readily obtained.
Let a section of the line $h$ be terminated in $Z_1$ and $Z_2$, and $V_1(x, \xi)$ and $I_1(x, \xi)$ be the voltage and current at point $x$ when a point source, $V_g = ZT I G(\xi) d\xi$, is impressed at $x = \xi$ in series with the line. Note that this transmission line corresponds to the interior of the coaxial cable. The voltages and currents in this line are given by Schelkunoff.

Let the current Grøn's function be expressed as:

$$G(x, \xi) = I_1(x, \xi)$$

Then by the superposition integral

$$I(x) = \int_0^h G(x, \xi) I_s(\xi) d\xi$$

and

$$I(o) = I_L = \int_0^h G(o, \xi) I_s(\xi) d\xi.$$ 

In order to perform this integration, the sheath current distribution, $I_s(\xi)$, must be known. Since the shield (outer conductor) of common coaxial cables satisfies the conditions of linear antenna theory ($h/a \gg 1, 2a/\lambda = \ll 1$), it may be treated as an unloaded receiving antenna in a uniform field. The total axial current (sheath current) distribution is approximated by the following expression:

$$I_s(\xi) = I_s(o) \frac{\cos \theta - \cosh \theta}{1 - \cosh \theta}$$

where

$$s = \text{propagation constant of the medium surrounding the antenna (cable)}$$

$$I_s(o) = -he_1(j\omega)/2a.$$ 

In this relationship, $h_e$ is the effective length of a monopole antenna of physical length, $h$, and $Z_e$ is its input impedance. In the equation concerning the frequency-domain transfer function, the current in the load, $Z_1$, is related to the incident electric field $E_1(j\omega)$. The time history of the load current is determined by taking the inverse Fourier transform. Let

$$I_L(\omega) = I_{LR}(\omega) + j I_{LI}(\omega)$$

be the spectrum of the load current decomposed into its real and imaginary parts. The time history of the load current is then

$$i_L(t) = \frac{1}{\pi} \int_0^\omega [I_{LR}(\omega) \cos \omega t - I_{LI}(\omega) \sin \omega t] d\omega$$

where, in obtaining the second part, use has been made of the relation $I_L(j\omega) = I_L(-j\omega)$, which is the case for any time invariant, linear system. The radian cut-off frequency, $\omega_c$, is used for computational purposes and is determined on the basis of the high-frequency content of the excitation pulse. For example, the highest significant frequency contained in a Gaussian pulse is usually taken to be $f_c = 2.6 f_1$, where $f_1 = 1/2 \pi t_1$ and $t_1$ is a measure of the pulse width, ($t_1 = 0.4246 t_0$ where $t_0$ is the pulse width at the half amplitude points). Numerical techniques may be used to integrate this equation with the aid of a digital computer.

The description of the incident electric field pulse assumed here is a Gaussian pulse of unit amplitude and of width $t_0 = 100$ nsec at 1/2 amplitude point. It is given by the expression

$$e_1(t) = \exp \left[ -\frac{t^2}{2t_1^2} \right]$$

where $t_1 = 0.4246 t_0$ sec is a measure of the pulse width. The spectrum of the pulse described is

$$E_1(j\omega) = \sqrt{\frac{\lambda e_1}{\omega_1}} \exp \left[ -\frac{\omega^2}{2\omega_1^2} \right]$$
where \( \omega_1 = 2\pi f_1 = 1/\tau_1 \) rad/sec. For this example, a 25-meter RG-8A/U and a 25-meter RG-9A/U cable were considered. The electric field vector was parallel to the axis of the cables and broadside incident. The pulse width assumed corresponds to a cutoff frequency \( f_c = 9.75 \text{ MHz} \).

The transient response of the load current was obtained numerically for the following special cases:

**Case I**

**RG-8A/U Cable**

\[
\begin{align*}
 h &= 25 \text{ meters} \\
 \tau_\omega &= 100 \text{ nsec} \\
 Z_1 &= Z_o = 50 \text{ ohms} \\
 Z_2 &= 0
\end{align*}
\]

**Case II**

**RG-9A/U Cable**

\[
\begin{align*}
 h &= 25 \text{ meters} \\
 \tau_\omega &= 100 \text{ nsec} \\
 Z_1 &= Z_o = 50 \text{ ohms} \\
 Z_2 &= 0
\end{align*}
\]

**Case III**

**RG-8A/U Cable**

\[
\begin{align*}
 h &= 25 \text{ meters} \\
 \tau_\omega &= 100 \text{ nsec} \\
 Z_1 &= Z_o = 50 \text{ ohms} \\
 Z_2 &= \infty
\end{align*}
\]

**Case IV**

**RG-9A/U Cable**

\[
\begin{align*}
 h &= 25 \text{ meters} \\
 \tau_\omega &= 100 \text{ nsec} \\
 Z_1 &= Z_o = 50 \text{ ohms} \\
 Z_2 &= \infty
\end{align*}
\]

Shown are the time histories of the load currents for Cases I and II for a Gaussian pulse whose amplitude is 1V/m defined previously. Note that the time scale is normalized with respect to the pulse width. The results indicate that the ringing of the transient response is mainly due to the fundamental resonant frequency of the cable when viewed externally as an unloaded scattering antenna. The fundamental period of current oscillations is determined by the time it takes the current wave to travel four times the cable length, with the propagation velocity of free space.

The time histories for Cases III and IV are shown here.
4.8 SHIELDING ANALYSIS

There are about as many analytical approaches to calculating shielding effectiveness as there are shielding engineers. In general, the rigorous approaches involve some simplifying assumptions which are sometimes pertinent to the EMP problem area. In this use, they assume the conductivity of the shield to be such as to permit first solving for the current distribution on the exterior of the shield, as we have done in the previous sections. It also assumes that the shield is reasonably good so that any equipment configurations inside the shield are not a dominant factor.

Thus, the shielding approaches have been boiled down to the three basic groups; exact approach based on scattering theory, approaches which involve some implicit assumptions which can be shown to give rise to the lumped circuit approximation, and the Schelkunoff plane wave approach which gives rise to the so-called transmission line equivalent. The rigorous or lumped-circuit approximation appears to be a satisfactory approach. It does tend to break down where the conductivity of the wall material is low; for example, the conductivity of coke or wall material made out of seawater.

Scattering Theory Solutions

For simple geometries such as spherical, and cylindrical shells and parallel plates, scattering theory solutions have been obtained. These are presented in the form of transfer functions as a function of frequency.

Base[d on the exact scattering theory, for frequencies greater than a few Hertz, the transfer function for magnetic field shielding is of the form:

$$T_H(\omega) \equiv \frac{H_{in}(\omega)}{H_{ex}(\omega)}$$

and is given by:

$$1_T(\omega) = \frac{1}{\cos(k_2d) - \frac{c^2}{2} \sin(k_2d)}$$

$$\omega = 2\pi f$$

$$f = \text{frequency of incident field}$$

$$k = (\mu_0 / \mu)k_2b$$

$$k_2 = \sqrt{-\mu_0\omega / \sigma}$$

$$\delta = \sqrt{\mu_0 \omega / \sigma}$$

$$d = \text{thickness of enclosure walls}$$

$$\mu_0 = \text{permeability of free space}$$

$$\mu = \text{permeability of enclosure walls}$$

$$\sigma = \text{conductivity of enclosure walls}$$

The factor "b" in the equation is a geometric variable that characterizes different enclosure geometries as follows:

$$b = \text{the separation distance between plates for large area parallel plate shields}$$

$$b' = \text{the radius for cylindrical enclosures}$$

$$b = 2/3 \text{ the radius for spherical enclosures}$$
At high frequencies, where the wall thickness is greater than the skin depth 
\( d > \delta \), the transfer function reduces to

\[
T_h(\omega) = \frac{2/2}{d/\delta}
\]

At low frequencies \((d < \delta)\) the magnetic shielding becomes

\[
T_h(\omega) = \frac{1}{\mu \omega \mu_b + 1}
\]

The transfer function for electric field shielding is given by:

\[
T_e(\omega) = \frac{2}{k_1 b} \sin k_2 d
\]

\( k_1 = \frac{2\pi}{\lambda} \)

\( \lambda = \text{wavelength of impinging field} \)

for \( d > \delta \), high frequencies:

\[
T_e(\omega) = \frac{g \omega \mu_b e^{-d/\delta}}{\sqrt{2}} \delta
\]

\( \varepsilon_0 = 10^{-9}/36\pi \text{ farads/meter} \)

for low frequencies, \( d < \delta \):

\[
T_e(\omega) = \frac{g \omega \mu_b}{4\pi d}
\]

A conservative approximation for other geometries (cubes, rectangles, etc.), modeling a structure as a sphere with \( b \) being the minimum dimension of the enclosure is good practice.

**Low Frequency Lumped Circuit Approximation**

The very low frequency magnetic field penetration characterization for a sphere is given in the form of an R-L circuit. The shield is regarded as a good antenna with inductance \( L \). The Thévenin equivalent voltage generator is equal to the magnetic field intensity incident on the shield. The various circuit parameters are related to the parameters of the spherical shell:

\[
R = \frac{2\mu_0}{3d}
\]

\[
L = \frac{2\mu_0 \mu_n}{\gamma}
\]

\( a = \text{radius of sphere} \)

\( d = \text{wall thickness} \)

\( \sigma = \text{wall conductivity} \)

\( \mu = \text{free space permeability} \)

\( n = \text{equivalent number of turns} \)

(Note: this cancels out in the final expression for shielding effectiveness).

Using the circuit approximation, the time history of interior field with a Gaussian pulse of 120\( \mu \), amperes/meter peak amplitude incident on the shield was calculated. The shield was an 18 inch radius, 1/16 inch wall thickness aluminum sphere. The calculation, using the circuit approximation, was compared to one using exact scattering theory.
The early time-history of the interior field is shown in the figure. The maximum interior magnetic field intensity is proportional to the integral of the incident field. This maximum interior field is reached with a rise time approximately equal to the incident field duration.

The electric field at the center of the sphere is proportional to the voltage across $R_s$.

\[ V = n_e E_0(t) = c E_0(t) \]

For $B \gg d$ and $\frac{2\pi n d}{\lambda} > \omega$.

**Very Low Frequency Electric Field Penetration Characterization for a Sphere**

Using the low frequency circuit approximation, the time history of the interior field with a Gaussian pulse of 1 volt/meter peak amplitude incident on the shield was calculated. The shield was an 18 inch radius, 1/16 inch wall thickness aluminum sphere. The calculation using the circuit approximation was compared to one using exact scattering theory.
Apertures

Obviously, if the enclosure has holes, this provides a means for the exterior fields to leak into the interior. Typically, if we assume the enclosure aperture to be very small compared to the general size of the enclosure, the effect of a small aperture can be calculated. In this case, a magnetic dipole is assumed to appear in the aperture hole which is polarized in such a way as to cancel the exterior current flow. However, since this dipole is coupled both to the exterior and interior, this provides a source of interior fields which tends to fall off at the low frequencies inversely proportional to the cube of the distance away from the aperture. In the case of real enclosures, the effect of the enclosure walls must also be considered.

\[
E_r = \frac{2}{3\pi} \left( \frac{a}{r} \right)^3 E_0 \cos \theta \\
E_\theta = \frac{1}{3\pi} \left( \frac{a}{r} \right)^3 E_0 \sin \theta \\
E_\phi = 0 \\
H_r = \frac{4}{3\pi} \left( \frac{a}{r} \right)^3 H_0 \sin \phi \sin \theta \\
H_\phi = \frac{2}{3\pi} \left( \frac{a}{r} \right)^3 H_0 \cos \phi \\
H_\theta = \frac{12}{3\pi} \left( \frac{a}{r} \right)^3 H_0 \sin \phi \cos \theta
\]

where

- \( E_r, E_\theta, E_\phi \) are internal electric field components in spherical coordinates.
- \( H_r, H_\phi, H_\theta \) are internal magnetic field components in spherical coordinates.
- \( a \) is the radius of the aperture.
- In an analysis of non-circular apertures, \( a \) should be set equal to 1/2 the largest dimension of the opening under consideration.
- \( r \) is radial distance from the point in the enclosure at which the field strengths are to be determined to the center of the hole.

For a plane wave incident on the structure, both the electric and magnetic fields will penetrate. The EMP propagation is in a direction parallel to the shielding plane. The geometry is depicted in the figure. The penetrating fields are given by:

\[
E_r = \frac{2}{3\pi} \left( \frac{a}{r} \right)^3 E_0 \cos \theta \\
E_\theta = \frac{1}{3\pi} \left( \frac{a}{r} \right)^3 E_0 \sin \theta \\
E_\phi = 0 \\
H_r = \frac{4}{3\pi} \left( \frac{a}{r} \right)^3 H_0 \sin \phi \sin \theta \\
H_\phi = \frac{2}{3\pi} \left( \frac{a}{r} \right)^3 H_0 \cos \phi \\
H_\theta = \frac{12}{3\pi} \left( \frac{a}{r} \right)^3 H_0 \sin \phi \cos \theta
\]
Special Problems

There are many special problems which we have not covered in this very brief discussion on shielding. As mentioned previously, there is a problem using the so-called rigorous or lumped-element approaches, wherein the parameters of the wall material are quite comparable to the ground parameters. Another case not considered, but one that must be considered in any shielding, is the collection of the additional current arising from attached cables as illustrated here. Obviously, we can get a lot more penetration if an exposed cable runs through an otherwise shielded enclosure.

As mentioned in the previous section, field enhancement also plays a major role in coupling. The enclosure itself can also enhance the fields, especially near corners and edges.

For certain situations, saturation and nonlinear effects of the wall material may be important. However, if the wall is designed of ordinary cold-rolled steel, copper, or aluminum and is of sufficient thickness to begin with, this, in general, is not a problem for the radiated or more distant fields.

The mesh or loop-type shielding is valid only up to the point wherein the circumference of the loop is significantly smaller than the wavelength. Where the circumference of the loop is larger than the wavelength, various distorted types of penetration can occur, such as illustrated here.

We also have a multi-point ground problem. In many instances it is necessary to ground equipment to the walls of the enclosure at different points. If the inside wall of the enclosure is used as a return current path, serious problems may occur and may arise from lack of symmetry in the conductivity in construction of the wall enclosure. Specifically shown is the effect of seam resistance. If this enclosure is exposed to exterior fields, currents will flow on the outside of the enclosure. Due to the seam imperfections, a voltage drop occurs both on the outside and inside near the seams. This voltage drop can, in turn, then be injected into the circuits via a common ground or common impedance.

Reflection and Transmission of EM Waves

To determine the response of an underground coupling structure to EMP, it is necessary to first calculate the sub-surface EMP fields in the absence of the structure. An approximate method for calculating the transmitted EM fields into the ground is to assume a plane surface and use ray theory in conjunction with
appropriate boundary conditions. Consider now a vertically ($E$-field in the plane of incidence) polarized EMP plane wave incident on the earth's surface at an elevation angle $\psi$.

**Reflected and Refracted Waves at the Air-Ground Interface**

![Diagram of reflected and refracted waves](image)

It can be shown that the ground reflection coefficient for the vertically polarized case is given as:

$$R_V = \frac{E_r}{E_i} = \frac{(\varepsilon_r - j\lambda)\sin\psi - \sqrt{(\varepsilon_r - j\lambda) - \cos^2\psi}}{(\varepsilon_r - j\lambda)\sin\psi + \sqrt{(\varepsilon_r - j\lambda) - \cos^2\psi}}$$

where

- $\varepsilon_r$ = relative dielectric constant of ground
- $\psi$ = elevation angle.

The reflection coefficient for this case is given by:

$$R_H = \frac{E_r}{E_i} = \frac{\sin\psi - \sqrt{(\varepsilon_r - j\lambda) - \cos^2\psi}}{\sin\psi + \sqrt{(\varepsilon_r - j\lambda) - \cos^2\psi}}$$

and the transmission coefficient is

$$T_H = \frac{E_r}{E_i} = 1 + R_H$$

The geometry for the case of horizontal ($E$-field normal to the plane of incidence) polarization is shown in the following figure.
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SECTION V
COMPONENT AND SYSTEM DEGRADATION

5.1 INTRODUCTION

Electromagnetic energy coupled into a system through deliberate antennas, via penetrations, or directly to internal circuit wiring due to apertures can degrade the system's performance. The degree of degradation is a function of many factors related to the normal operating mode of the system, the mission of the system, and the components utilized in the system. The purpose of this section is to present the mechanisms which cause performance degradation and provide the thresholds at which component degradation occurs.

Definitions

In order to understand the discussion that follows, it is necessary to clearly define the terminology that will be used in this and subsequent sections of the course. The terminology to be defined here relate to the ability of a system to perform its mission in the presence of an EMP.

To assess the impact of an electromagnetic pulse, or any other stimuli on a system's performance, the response of the system to the stimulus must be known. This response (in terms of degradation or upset) of a component, equipment package, discrete subsystem or system is termed the susceptibility.

SUSCEPTIBILITY

Susceptibility is defined as the response of individual components, equipment packages, discrete subsystems, or complete systems to a broad range of electromagnetic waveforms.

The conclusion that a system is susceptible does not mean that the system’s performance is deteriorated, it means only that the system responds.

At the component level, susceptibility is usually determined empirically and may be expressed in terms of a threshold. For equipments, subsystems, and systems, certain coupling modes and component thresholds are implicit in the determination of the susceptibility characteristics. A knowledge of susceptibility permits a determination of the performance degradation for various conditions of exposure.

The reduced capability of a component, equipment, subsystem or system is termed the degradation of performance. The degradation may be determined by jointly considering the susceptibility and environment (stimulus) or more directly by experimental methods.

DEGRADATION

Performance degradation is the deterioration of some feature of a system in response to an undesired electromagnetic environment.

In some cases, some performance degradation can be tolerable. When the performance degradation exceeds the limits of satisfactory performance due to a stress, the system/component is considered vulnerable to that stress.

VULNERABILITY

System vulnerability relates the performance of the mission within acceptable limits of degradation to certain hostile situations.
There are two types of degradation. They are:

1. Functional Damage
2. Operational Upset

Functional damage refers to permanent damage due to an electrical transient, while operational upset refers to temporary impairment due to an electrical transient.

**FUNCTIONAL DAMAGE AND OPERATIONAL UPSET**

If a system becomes permanently damaged due to a large electrical transient, it is said to have suffered functional damage.

The temporary impairment of a system's operation due to a smaller electrical transient is known as operational upset.

There are likely to be a variety of failure criteria. These may be broadly classed into three categories:

1. A catastrophic failure refers to a device which could not be expected to operate satisfactorily in any circuit.
2. A parametric failure refers to a device where parameter degradation has proceeded to a point where the circuit, although it continues to operate, will do so at reduced efficiency or lowered performance.
3. A state failure refers to an undesired change of state of a circuit.

**FAILURES**

There are likely to be a variety of failure criteria. These may be broadly classed into three categories:

1. Catastrophic failure
2. Parametric failure
3. State failure

To define failure, therefore, it is necessary to consider the allowable degradation of performance of a component, circuit, equipment, subsystem or system. When this allowable degradation has been exceeded, failure has occurred.

**History**

The first reported instance of EMP effects appearing in the open literature is from *Electronic News*, October 30, 1967.

"U.S. Seeks Answers to A-Blast Oddity."

The article reports:

During the high-altitude nuclear tests in the Pacific in the early 1960's, "Hundreds of burglar alarms" in Honolulu began ringing, "circuit breakers on the power lines started blowing like popcorn."

Since there were no electrical storms in the area, it was concluded the EMP from a high-altitude nuclear test 500 miles away was the cause of these unusual occurrences.

Other failures noted during the atmospheric test era were associated with some of the very sensitive diagnostic instrumentation used to instrument the tests. Upset of timing circuits and some communication links were also evident. Little damage or upset of deployed systems was noted. This resulted because the systems deployed were primarily analog types and employed vacuum tubes for the most part which have been shown to
be relatively hard components.

System tests, using non-nuclear simulation of the EMP, in recent years (the late 1960's to the present) have demonstrated that digital systems employing computers or computer type memories are potentially vulnerable to upset, and systems employing solid state components are potentially vulnerable to damage.

Devices which may be susceptible to functional damage due to electrical transients are:

1. Active electronic devices (especially high frequency transistors, integrated circuits, and microwave diodes).
2. Passive electrical and electronic components (especially those of very low power or voltage ratings or precision components).
3. Semiconductor diodes and silicon control rectifiers (especially those used in power supplies connected to public service or long cable runs).
5. Meters, indicators, or relays.
6. Insulated RF and power cables (especially those running near maximum ratings and which are exposed to humidity or abrasion).

Potentially dangerous situations may also occur in the presence of explosive fuel vapors if an arc should happen to form. An example is that of rocket fuels containing premixed oxidizers.

Devices or systems which may be susceptible to operational upset due to electrical transients are:

1. Low-power or high-speed digital processing systems.
2. Memory units such as core memories, drum storage, buffers, via wiring.
3. Control systems for in-flight guidance.
4. Protection or control systems for the distribution of 60 or 400 Hz power.
5. Subsystems employing long integration or recycling times for synchronization acquisition or signal processing.

5.2 GENERAL DAMAGE AND UPSET CONSIDERATIONS

In order to assess EMP effects on a system, it is necessary to determine if the system will properly respond once the transient conditions have been damped out. These predictions require a knowledge of the threshold levels at which components fail (damage) and the threshold levels at which circuits temporarily malfunction (upset). The assessment problem is further complicated since for a component to fail or a circuit to upset, sufficient energy must reach the sensitive component or circuit. This energy collection and transfer problem is highly dependent on the system physical and electrical characteristics. It is these characteristics which determine the total available energy at the sensitive component, and the waveshape and fundamental frequency of the induced voltage and current at the sensitive component.

Trends

The modern trend in electronics is to more transient sensitive components and circuits. As vacuum tubes were replaced by transistors, and transistors by integrated circuits, electronic equipment has become more susceptible to damage from EMP. Even the passive elements now being incorporated into electronics have more susceptibility to damage than before. An example of this is the diffused and thin film resistors in integrated circuits.

TRENDS IN ELECTRONIC EQUIPMENT WHICH INFLUENCE EMP DAMAGE AND UPSET CONSIDERATIONS

Widespread use of digital electronics equipment has placed emphasis on the importance of the effects of transient disturbances. This stems from the discrete, multi-static nature of digital equipment as compared to analog equipment which, although it may have many degrees of freedom, generally responds to transients by temporary excursions from steady-state operation conditions to which it returns after a time interval.
determined by circuit characteristics. With digital equipment, a momentary transient may cause the device to jump to a new state which is totally unrelated to the initial state, and from which it may of its own accord, never return after the transient has subsided.

A comparison of the susceptibility of common components or devices based on the threshold energy required for damage is shown in the figure. The threshold for upset is generally one to two orders of magnitude less than the minimum indicated for damage of the most sensitive components (i.e., $10^{-8}$ to $10^{-10}$ joules).

Consider the incident EMP fields from an exoatmospheric burst. For purposes of system assessment, the time waveform is characterized as a difference of exponentials providing a pulse with a rise time of a few nanoseconds and a fall time (first zero crossing) of nearly a microsecond. A transient with these rise and fall times will have very broad spectral content (approximately 10 kHz to 150 MHz).

**System Configuration**

The effects of EMP on a system depend not only on the energy collected by the system, but also on the nature of the circuits and components in the system. The EMR induced response in a circuit or component depends on the relationship between the time/frequency domain of the incident EMP fields and the time/frequency response of the system of interest.
The energy collectors (cables, antennas, apertures in shields, etc.) associated with real world systems do not respond uniformly over the entire frequency spectrum. Rather, they respond most strongly at their own fundamental resonances which generally produce a coupled voltage waveform with the characteristics of a damped sine wave. This coupled waveform may or may not be further modified prior to arrival at the sensitive portion of the circuit from either a damage or upset viewpoint. This depends entirely on what frequency selective or amplitude limiting circuitry may be employed.

\[ t = \frac{1}{2\pi f} \]
\[ t = \text{test pulse duration} \]
\[ f = \text{frequency of damped sinusoid} \]

The damage constant (damage level) data presented later was obtained in this manner.

Upset is primarily a system or circuit related problem rather than a component problem. It is concerned with changing state of digital logic, memory erasure, etc. Whether or not an interfering waveform will result in the introduction of errors (change of state of flip-flops or gates) depends on the characteristics of the waveform (rise time, duration, and amplitude) and the circuit (bias conditions, type of logic, etc.). Memory erasure depends on the driving current into the memory cores, or recording heads. Capacitive discharge (exponential pulses) were used to determine the minimum energies to cause the resultant action presented later as a rule of thumb guide for a comparison with the damage levels presented. These data cannot be used as other than a rule of thumb guide, however, due to the degree of waveform/circuit dependence.

5.3 COMPONENT FAILURE

A number of damage mechanisms have been observed for electronic components subjected to electrical transients. Some of these are

- Dielectric breakdown
- Thermal effects
- Interconnection failures

The voltage at which dielectric breakdown occurs is a function of the material and the thickness of the material. Breakdown can occur in all types of insulating layers if the voltage stress is high enough and applied for a sufficient time (pulse duration). In the case of insulators, this generally occurs as surface breakdown. In the case of electronic components, it may occur as surface breakdown or internal breakdown.

Thermal effects result from the dissipation of energy in the component due to excessive current flow. This is a
major cause of semiconductor junction failure and resistor burnout. Thermal effects may also be responsible for such failures as spot welding of relay contacts, and detonation of electro-explosive devices employing bridge wires.

Interconnection type failures result from the induced electrical transients increasing the temperature sufficiently to cause melting of metal surface connections, beam leads on integrated circuits, and the wire in wire-wound resistors.

These effects can result directly from the EMP induced voltages and currents or indirectly due to power follow through. Power follow through occurs where the EMP induced transient serves to trigger a particular effect and where sufficient energy can then be supplied from other sources (such as transmitter outputs, power supply, etc.) to cause permanent damage.

These effects are discussed as they apply to various components in the following paragraphs.

Semiconductor Device Failure

The initial understanding of semiconductor device failure is best obtained by considering a single P-N junction. Subsequent extrapolation of the phenomena to multijunction devices is relatively straightforward.

The principal failure mechanisms for a single P-N junction are:

**Principal Failure Mechanisms for a Single P-N Junction**

1. For Reverse Voltages
   (a) Surface Breakdown Around the Junction
   (b) Dielectric Breakdown
   (c) Internal Breakdown Through the Junction Within the Body of the Device

2. For Forward Voltages
   (a) Internal Breakdown in the Body of the Device

These failure mechanisms are discussed in the following paragraphs.

**Surface Effects**

The destruction mechanism of a surface breakdown is usually to establish a leakage path around the junction, thus nullifying the junction action. The junction itself is not necessarily destroyed and re-etching the surface can return the junction to normal operation. The problem of theoretically predicting surface breakdown is difficult since it depends upon many parameters such as geometrical design, doping levels near the surface, lattice discontinuities on the surface, and general surface conditions.

It is well known that the surface of a P-N junction influences the electrical characteristics of the semiconductor device. For the junction perpendicular to the surface, surface breakdown can be explained as a localized avalanche multiplication process caused by narrowing of the junction space charge layer at the surface.

**Surface Breakdown Around the Junction**

1. Surface Breakdown Around the Junction
2. Dielectric Breakdown
3. Internal Breakdown Through the Junction Within the Body of the Device

The space charge layer is then spread over a greater surface distance than it would occupy if the surface edge...
were perpendicular to the junction. For the contoured surface, the maximum electric field at the surface will be less than that within the body of the device. By properly contouring the surface, the peak electric field there can be reduced to a fraction of that in the interior of the device. Hence, it is possible to build junctions which exhibit body breakdown prior to surface breakdown, thus eliminating this type of breakdown as a principal failure mechanism.

Since avalanche breakdown occurs more easily on a surface than within the body of a device, and since it is strongly field dependent, a reduction in electric field on the surface of a P-N junction device is also desirable from this standpoint.

Dielectric Breakdown

Junction failure due to dielectric breakdown is a result of a large avalanche current which forms a path for an arc discharge to occur. This can result in a puncture through the junction with an actual pinhole being formed. Usually a junction short is caused.

Most semiconductor dielectric layers are thick enough to withstand severe electrical transients. Thin layers, such as those found in fast switching devices (insulated gate field effect transistors), can breakdown at dc voltages ranging from 30 to 200 volts. Dielectrics can withstand higher transients and ac voltages, but if the transient persists long enough for avalanching to occur (about 1 microsecond), they can still be damaged.

Internal Junction Breakdown

In internal body breakdown, the destruction mechanism apparently results from changes in the junction parameters due to localized high temperatures within the junction area. These temperatures can be of such magnitude that alloying, or diffusion of the impurity atoms occurs to such an extent that the junction is either totally destroyed or its properties drastically changed. The current may be sufficiently high and localized to cause melting at hot spots within the junction. Such action can result in a resistive path(s) across the junction which develop after resolidification of the melt at the junction. The primary effect on device operating characteristics is manifested as a decrease in diode breakdown voltage and an increased leakage current, while in transistors, decreased gain and increased junction leakage currents are observed.

The major cause of semiconductor failure occurs under reverse bias conditions. This failure mechanism is termed "secondary breakdown." The voltage-current curve for a P-N junction indicates that for low reverse voltages the device conducts only a very small current. As the reverse voltage increases, breakdown (V_b) occurs with a resulting increase in current flow. A major portion of the energy during breakdown is dissipated in the junction, since the junction is reversed bias, resulting in heating of the junction. This results in a one type of second breakdown termed "thermal second breakdown."

![Voltage-Current Relationship of P-N Junction](image)

VOLTAGE-CURRENT RELATIONSHIP OF P-N JUNCTION

Thermal second breakdown physically is a local thermal runaway effect at the junction induced by severe current concentrations within the device which are a function of the biasing conditions, excessive junction fields, and material defects. One reference considers second breakdown as a filamentation phenomenon which occurs in three stages: nucleation of the filament, growth of a relatively broad filament across the high resistivity region, and growth of a second filament interior to the first wherein material is in a molten stage. The first two are non-destructive. The third involves the formation of a melt channel which results in irreversible device degradation. Under reverse bias, nucleation of a current filament starts at a localized region of high current density in the junction. More than one filament can form, depending upon the conditions of excitation and the device geometry.
The voltage across and the current through the junction as a function of time when a high amplitude transient is applied as a reverse bias usually exhibits a high voltage, low current characteristic. When thermal second breakdown occurs, the case when the junction fails, the voltage suddenly decreases and the current rapidly increases.

The occurrence of the current mode second breakdown phenomenon in itself generally has not been observed to result in permanent damage. However, if the resulting low impedance currents are not sufficiently limited, then local hot spots form and the resulting failures are produced in a manner similar to that of thermal second breakdown.

The forward biased junction vulnerability to pulsed electrical energy can be understood by considering some of the basic concepts associated with thermal second breakdown. That is, device degradation is a direct result of essentially similar melting and realloying reactions at various current constriction sites within the junction. The significant fact here is that due to the relatively lower junction voltage at forward bias conditions, a correspondingly higher current than that for the reverse direction is required to reach the critical failure energy. This larger current, in turn, results in a significant voltage drop being produced in the bulk material. Hence, a higher energy input is generally required as far as the device terminals are concerned, thus producing much of the apparent decrease in failure sensitivity observed experimentally. Again, since a relatively low initial impedance condition exists, the dramatic switching associated with thermal second breakdown would not generally be observed.

In addition to the single junction mechanisms, another failure mechanism in transistors is possible due to its multijunction nature. This mechanism is called punch-through. The width of the depletion region at a reverse-bias junction will increase as the voltage across the junction increases. Since the collector-base junction of a transistor is usually reverse biased and of small width, it is possible for the depletion region to extend throughout the width of the base which effectively results in a short circuit. Under these conditions, the resulting current may be sufficiently large to damage the junction.

Another reverse bias failure mode which has been observed on occasion in transistors is that of current mode second breakdown. Basically, the effect is initiated by relatively high material current densities under the emitter during collector to base junction reverse pulsing resulting in a forward bias on a portion of the emitter. When this bias becomes sufficiently high, the device becomes unstable and is switched to a low impedance, low sustaining voltage mode of operation.
Thermal Failure Model

Many different microscopic mechanisms may contribute to semiconductor failure. However, most of these mechanisms have been found to be linked primarily to the junction temperature. Therefore, in most cases, the treatment of the problem can be reduced to a thermal analysis.

The worst case as far as achieving high temperatures in the junction is when one considers that all of the power dissipated in the device occurs in the junction. This corresponds to the situation where a high-voltage pulse of reverse polarity is applied to a junction with a high reverse voltage breakdown. When the avalanche breakdown occurs, almost all of the applied voltage is dropped across the junction and only a small percentage is dropped across the bulk material (except for a very short pulse on the order of 10 to 100 nanoseconds or less where the high current required for failure causes more voltage drop across the bulk).

\[
T_m = T_i + \frac{P}{A} \frac{1}{\sqrt{\pi KT_P C_p t^2}}
\]

where

- \( K \) = the thermal conductivity of silicon (W/cm\(^2\)K)
- \( T \) = the temperature (°K)
- \( x \) = position measured from the planar heat source in cm
- \( P \) = density of the silicon (gm/cm\(^3\))
- \( C_p \) = specific heat of silicon (J/gm°K)

If a square pulse of electric power is applied to the junction and all of the electrical power is transformed to heating, the maximum temperature of the junction is given by:

\[
T_m = T_i + \frac{P}{A} \frac{1}{\sqrt{\pi KT_P C_p t^2}}
\]

where

- \( T_m \) = the maximum junction temperature
- \( T_i \) = the initial junction temperature
- \( P \) = the electrical pulse power applied to the junction
- \( A \) = the area of the junction
- \( t \) = the pulse width

Rewriting the equation and taking the logarithm of both sides yields an equation which plots as a straight line with a \(-1/2\) slope on log-log paper.

\[
\log_{10} P_m = \log_{10} K - \frac{1}{2} \log_{10} t
\]

This model allows for determining the peak pulse power as a function of pulse duration if the junction parameters and failure temperature of the junction are known. The theoretical failure curve shown is for a silicon junction with the failure temperature of 675°C assumed.
The exact value of the final temperature at which component failure occurs is open to question. Usually, 675°C is considered as the temperature at which silicon ceases to be intrinsic. That is, at this temperature, diffusion of impurity atoms across the junction can be expected which tends to nullify junction action. In general, the exact temperature is a function of the doping level and other factors. The melting temperature (1415°C) of silicon, of course, leaves no doubt as to junction destruction. Generally, it would be expected that significant junction degradation occurs before the melting point is reached.

Another problem encountered in attempting to correlate experimental data with the theoretical model, results from the fact that under reverse bias conditions, the current density across the plane of the junction is not uniform. Constriction of the current to a few (hot spot) sites effectively reduces the available junction area. Calculation of the reduced area is beyond the capabilities of a reasonably simple analytical model. Partial experimental results yield an average effective junction area reduction of 20 to 30 percent for some components. A curve for a 10% effective area is shown in the figure with a corresponding reduction in the required failure power density by a factor of ten. Most experimental data appears to be bracketed by these theoretical curves. Typical data is shown for both diodes and transistors in the accompanying figures.

The discussion up to this point is for applied pulses with durations between 1 to 5 ns and 1 ms. In this case, the cause of junction failure is due to localized heating with the heat source at the junction. Using the one dimensional heat flow equation results in the t^4 relationship as shown. For shorter or longer pulses, the one dimensional heat flow equation and the plane heat source at the junction do not apply.
For short pulse widths (<100 ns), a constant energy condition independent of pulse width prevails for the initiation of junction failure. From physical considerations, this is the required energy input to a volume of material (the current constriction site) in order for that volume to achieve an increase in temperature under adiabatic conditions. A one-half power of time dependence is obtained for longer pulse widths, which is indicative of heat loss from the (constriction site) volume to its surrounding medium. The direct time dependence for energy found at the longer pulse widths (signifying a constant power input) is indicative of thermal equilibrium resulting in a steady-state temperature at the center of the volume. This constant power level approaches the manufacturer's CW rating for the device as the pulse width becomes very large (>1 ms).

A number of semiconductor devices (primarily diodes and transistors) have been experimentally tested at various laboratories. Empirical relationships have been derived from the experimental data for the component burnout energy or power as a function of pulse width. It has been shown experimentally that the proportionality between energy or power for component burnout varies as a function of incident pulse width as shown previously.

For failure due to surface breakdown, no t dependence results and the failure level is dependent only on the pulse power, or equivalently, the failure level is power or voltage-dependent and not energy-dependent. For example, the failure of microwave diodes for 2-20 nanosecond pulses has been found to be dependent on peak power rather than energy.

Other devices have also been found to be voltage sensitive. This voltage sensitivity seems to occur sometimes across the surface, i.e., surface flashover; and for higher voltage pulses by punchthrough. This voltage sensitivity is a rise-time effect and can occur in some devices with a longer pulse (>30 nanoseconds) provided that the mechanism responsible for the voltage sensitivity occurs before any other effect, viz., thermal failure.
Similar data have been obtained for other semiconductor devices by a number of experimentalists. In general, it has been found that the required power level for failure is approximately proportional to the device junction area for areas of up to 10^-2 to 10^-1 cm^2. For larger areas, the failure level becomes more area independent. Because of this proportionality, it has become commonplace to plot power-to-failure per unit-of-junction area versus pulse width. This normalization of the power failure curve allows the convenient comparison of data for more than one device type on one graph.

The general relationship between threshold failure power as a function of pulse width may be considerably more complicated than indicated by the theoretical model. In general, this relationship can be obtained experimentally and expressed in the form

\[ P_{TH} = A t^{-B} \]

where \( A \) and \( B \) are determined by a least squares fit to the data. Much of the data fits the Wunsch model (\( B = \frac{1}{2} \)) for simple junction devices fairly well (i.e., within the experimental data spread of approximately 1 order of magnitude).

For pulse widths less than on the order of 100 nsec, the preceding relationship (\( B = \frac{1}{2} \)) between power failure level and the pulse width does not hold. In this regime, uniform heating of the semiconductor bulk material takes place leading to a modification of the power failure relationship to

\[ P = C t^{-1} \text{ watts} \]

This form of relationship is plotted in the following figures for 2N336 and 2N2222 transistors, respectively. Two curves with slope proportional to \( t^{-1} \) are drawn for comparison with the trend of the experimental data points. These are the \( P = C t^{-1} \) curve whose intercept point has been adjusted so as to intersect the \( P = K t^{-0.5} \) curve at \( t = 1 \) usec and the \( P = L t^{-1} \) curve which intersects at \( t = 100 \) nsec. Inspection of the curves shows that the best fit to the data occurs for different intercept point curves for each device type. In general, the optimum intercept point is a function of device thickness and will tend to move to larger time values for the larger devices.

The Damage Constant - \( K \)

The power failure threshold \( (P_{TH}) \) is different for different classes of devices and devices within a class. The power failure threshold \( P_{TH} \) is defined as

\[ P_{TH} = A t^{-B} \]

where

\( A = \) damage constant based on the device material and geometry

\( B = \) time dependence constant.
The constants $A$ and $B$ may be determined empirically for every device of interest by the least squares curve fit to the data. The theoretical model, however, has a time dependence constant of $B = \frac{1}{t}$. In the mid-range of pulse widths, say from approximately 100 ns to 100 ms, the empirical data for a wide range of devices fits the model within the experimental data spread. In order to be able to directly compare device susceptibility for various pulse widths, and since the data fit fairly well, they are fit to the theoretical equation:

$$P_{TH} = K t^{-\frac{1}{2}} kW/Cm^2$$

where

$t = $ the pulse width in microseconds

$K = $ the Wunsch model damage constant in kW-(microsecond)$^{\frac{1}{2}}$

It is convenient to express $K$ in these units since the numerical value of $K$ is then equal to the power necessary for failure when a one microsecond pulse is applied to the junction.

In adapting the model for diodes and transistors, Wunsch used experimental data for similar type devices with known junction areas to obtain the best curve fit. The results were:

For diodes:

$$\frac{P_{TH}}{A} = 550 t_{0}^{-\frac{1}{2}}; \text{ or } K = 550A$$

For transistors:

$$\frac{P_{TH}}{A} = 470 t_{0}^{-\frac{1}{2}}; \text{ or } K = 470A$$

Knowing the junction area, therefore, provides the value for the damage constant, $K$. Typical range for $K$ for various semiconductors are shown in the following figures. Multiplication of this factor by $t^{-\frac{1}{2}}$ will yield the pulse power threshold.

The actual value of $K$ for a specific device may be found, of course, experimentally. Data on some specific diodes and transistors are presented in the tables.
### Damage Constants

<table>
<thead>
<tr>
<th>Type</th>
<th>K</th>
<th>Type</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>2N43A</td>
<td>0.28</td>
<td>2N1480</td>
<td>5.5</td>
</tr>
<tr>
<td>2N43,244</td>
<td>0.05</td>
<td>2N1481</td>
<td>2.2</td>
</tr>
<tr>
<td>2N274</td>
<td>0.0076</td>
<td>2N1564</td>
<td>0.56</td>
</tr>
<tr>
<td>2N339</td>
<td>2.0</td>
<td>2N1602</td>
<td>0.40</td>
</tr>
<tr>
<td>2N404</td>
<td>0.05</td>
<td>2N1701</td>
<td>4.5</td>
</tr>
<tr>
<td>2N424A</td>
<td>10.0</td>
<td>2N1890</td>
<td>0.27</td>
</tr>
<tr>
<td>2N525</td>
<td>0.3</td>
<td>2N1916W</td>
<td>2.22</td>
</tr>
<tr>
<td>2N656</td>
<td>0.2</td>
<td>2N2035</td>
<td>3.633</td>
</tr>
<tr>
<td>2N687</td>
<td>11.7</td>
<td>2N2188A</td>
<td>0.264</td>
</tr>
<tr>
<td>2N717</td>
<td>0.13</td>
<td>2N2219</td>
<td>0.3</td>
</tr>
<tr>
<td>2N910</td>
<td>0.018</td>
<td>2N2219A</td>
<td>0.264</td>
</tr>
<tr>
<td>2N1039</td>
<td>1.4</td>
<td>2N2222A</td>
<td>0.1</td>
</tr>
<tr>
<td>2N1154</td>
<td>21</td>
<td>2N2223A</td>
<td>0.21</td>
</tr>
<tr>
<td>2N1212</td>
<td>13.129</td>
<td>2N3819</td>
<td>0.22</td>
</tr>
<tr>
<td>2N1309</td>
<td>0.087</td>
<td>2N3907</td>
<td>0.165</td>
</tr>
</tbody>
</table>

It should be noted that with a reasonable accuracy, it is possible to calculate the value of K from procedures based on a knowledge of either the semiconductor junction area, its thermal resistance, or junction capacitance. Discussions of these procedures are available in other references. The utility of these procedures lies in the fact that one or more of these junction parameters are normally available from manufacturer's data sheets.

It is interesting to note the relation between the susceptibility (damage) constant K and the dc power dissipation capability for various devices. As can be seen from these curves, there is a direct correlation between the dc power dissipation and the damage constant.

### Effect of Multiple Pulses

When a system is exposed to EMP, the components of that system will normally experience a transient that has a damped sinusoidal waveshape. This waveshape may be approximated in the laboratory by a series of single pulses to investigate the cumulative effects with or without a cooling period between the pulses.

The actual input power level at which a junction fails does not seem to decrease significantly with multiple exposure. This is illustrated for the case of the failure threshold for a 2N2222 transistor as a result of single, double, and triple pulse exposure. The interval between pulses was short enough that no junction cooling would take place between pulses. The energy in deriving these curves (double and triple pulse) which results in increasing the junction temperature was estimated as 2 and 3 times the single pulse energy.
It can be seen that the difference between single-pulse and triple-pulse failure thresholds is less than the experimental spread in data points for single-pulse failure. Hence, failure thresholds which are determined from single-pulse tests are usually adequate approximations for assessing the vulnerability of semiconductors to EMP.

The previous discussion was concerned with the heating effect of multiple pulses affecting the damage threshold level. Next, the cumulative effects of repeatedly pulsing a transistor at and below the damage threshold respectively will be considered. In this case, the pulses are far enough apart so that cumulative heating effects are negligible.

The figure presents the results of multiple pulsing of a transistor for two different conditions. In each case, the initial pulse applied exceeded the degradation threshold of the transistor resulting in a reduction of the transistor $\beta$ from 65 to 56. In the lower curve, this same pulse level was utilized for all subsequent pulses. The curve shows that the transistor gain increases and decreases erratically with each subsequent pulse. This indicates that multiple conducting filaments are probably formed across the junction when the device is damaged and subsequent pulses either add to the number of these filaments thus further decreasing the gain, or they cause a re-opening of existing filaments thereby producing an increase in gain.

The upper curve was obtained by pulsing the device at 0.8 times the damage threshold after the initial pulse degradation as in the previous case. Continued degradation occurs for each subsequent pulse. Comparison of the two curves indicates that reducing the amplitude of the applied pulses after damage initiation merely reduces the rate at which additional damage occurs.

Integrated Circuit Failure

Integrated circuits (IC's) employ a large number of junctions or a single clip. Depending on the type of IC, it is possible that the state of the logic (digital logic circuit) voltage at one input will affect the burnout level when a pulse is applied to another input. This was investigated in the case of the MC715 circuit. It was determined for this particular device that the gates fail independently and the state of the logic voltage at the other inputs did not affect the burnout level. This device has isolated transistors forming the 3-input gate. This would not necessarily be true if the input circuits were not isolated.

The input and output leads of an IC are more susceptible to transient damage than the positive battery lead. This is not an unexpected result since a transient entering via the positive battery lead would be distributed over a number of P-N junctions in the device.
The pulse power required for damage of an MC 355 G integrated circuit (B-E junction) is shown in the following figure. The line is the thermal failure model curve with a slope of \(-1/2\) fit to the data. As in the case of discrete devices, for pulse widths between 0.1 and 10 microseconds, the thermal failure model is approximate.

The following table shows the experimental power failure threshold for 15 devices when exposed to a 1 usec pulse. Data are given for the input lead, output lead, and battery lead. The minimum power for damage on any lead is the controlling threshold value and may be defined as the failure threshold power. On this basis, a K value can be assigned and for the devices indicated ranges from 1.1 x 10\(^{-2}\) to 5.0 x 10\(^{-1}\). These K values are within an order of magnitude of those for diodes with the same dc power dissipation capability.

### Integrated Circuits Experimental Damage Powers

<table>
<thead>
<tr>
<th>DEVICE</th>
<th>TYPE</th>
<th>EXPERIMENTAL FAILURE POWER (mW)</th>
<th>INPUT LEAD</th>
<th>OUTPUT LEAD</th>
<th>BATTERY LEAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairchild 5389</td>
<td>Dual P-n-p transistor</td>
<td>230</td>
<td>92</td>
<td>310</td>
<td></td>
</tr>
<tr>
<td>Signetics 5401</td>
<td>Quad P-n-p transistor</td>
<td>72</td>
<td>67</td>
<td>790</td>
<td></td>
</tr>
<tr>
<td>T. J. 4416</td>
<td>Quad P-n-p transistor</td>
<td>15</td>
<td>20</td>
<td>275</td>
<td></td>
</tr>
<tr>
<td>National 35503</td>
<td>Quad P-n-p transistor</td>
<td>56</td>
<td>67</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>Motorola MC 3550</td>
<td>Operational amplifier</td>
<td>310</td>
<td>300</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Radiation, Inc. 7006</td>
<td>Operational amplifier</td>
<td>10</td>
<td>10</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Motorola MC 35514</td>
<td>Operational amplifier</td>
<td>700</td>
<td>4000</td>
<td>1700</td>
<td></td>
</tr>
<tr>
<td>T. J. 7004</td>
<td>Operational amplifier</td>
<td>800</td>
<td>3000</td>
<td>2600</td>
<td></td>
</tr>
<tr>
<td>Radiation, Inc. 8001</td>
<td>Dual n-p-n-p transistor</td>
<td>70</td>
<td>20</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>Radiation, Inc. 8003</td>
<td>Dual n-p-n-p transistor</td>
<td>36</td>
<td>130</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>Radiation, Inc. 8005</td>
<td>Dual n-p-n-p transistor</td>
<td>370</td>
<td>160</td>
<td>490</td>
<td></td>
</tr>
<tr>
<td>Radiation, Inc. 8007</td>
<td>Amplifier [explicit]</td>
<td>--</td>
<td>50</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Mullard 80084</td>
<td>Hybrid amplifier</td>
<td>200</td>
<td>15</td>
<td>320</td>
<td></td>
</tr>
<tr>
<td>Mullard 80094</td>
<td>Hybrid amplifier</td>
<td>100</td>
<td>1000</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Fairchild 54999</td>
<td>Operational amplifier</td>
<td>11</td>
<td>30</td>
<td>--</td>
<td></td>
</tr>
</tbody>
</table>

1. Applied pulse of 1 usec duration
2. Normalized to 1 usec pulse (original data for 0.5 usec)
Resistor Failure

Resistive elements in the form of either lumped resistors or diffused resistors often are the terminating element for long cables. Consequently, information on the way these devices fail and typical failure levels are important. Tests have been conducted on wire wound, metal film, carbon composition and diffused resistors. The failure levels vary with number of pulses, duty cycle, and power or voltage. Conventional ratings indicate that for pulse applications, the pulse power rating is 10 times the dc power rating and the voltage rating is 1000 volts per inch. For low duty cycle, as in the case of EMP, these are far too conservative.

Failure Modes

Four types of failure have been found. These are:

1. Resistance value change - failure is defined as a change in value beyond normal tolerances. The importance of this change is dependent on the circuit function. This mode of failure can be due to thermal effects (energy dissipation) or voltage stress induced.

2. Internal breakdown - this breakdown occurred when the resistor under test opened but did not blow apart or no external evidence of arcing was present. This was due to thermal dissipation with the device.

3. Arc across resistor casing - this type of breakdown was exemplified by an arc across the external surface of the resistor. No damage to the resistor resulted from this failure.

4. Catastrophic breakdown - this type of breakdown occurs when an external arc starts across the resistor, but due to some defect in the ceramic casing, re-enters the core. The pulse energy is then dissipated in only a small fraction of the resistor and causes the casing to rupture (blow off) and the resistor to open.

All of these failure modes have been seen in the resistor tests. To define a safe working voltage level for the resistor, it was given as the level where the resistance did not change as a result of the applied pulses. These data are reported in the next paragraphs.
Resistor Construction

The construction technique plays an important role in the failure mechanisms or level for resistors. Typical resistor constructions are shown in the following figure.

CROSS SECTION OF RESISTOR CLASSES

Metal film, carbon film, and metal oxide resistors are constructed with the film deposited, or the oxide grown on a glass or ceramic substrate. The thickness of the film or oxide layer determines the minimum resistance value of the resistor. To increase the resistance, spiral cuts are made in the film to increase the total path length of the current. A very limited family of film thickness is used to cover many decades of resistance value. Spiraling of the film results in uneven voltage distribution across the resistor body which results in voltage breakdown at lower levels than would normally be expected. This breakdown normally occurs at the ends of the spiral where the voltage gradients are highest. The voltage distribution for a typical spiraled film resistor is shown in the following figure.

In the case of carbon composition resistors, the entire body of the device is the resistance material, the conductivity of which determines the resistance value and the volume of the power dissipation. The failure level in this type is strongly influenced by the geometry of the lead connection to the body since this determines the current distribution and voltage gradient at the interconnection. Large contact area, that is, expanding the lead at the connection point, results in the maximum useful carbon volume and the minimum voltage gradient.

The composition resistor shown at the bottom of the previous figure utilizes a carbon composition material on a hollow glass substrate. The terminating ends of the lead connections are in the resulting air gap. These type resistors exhibit voltage breakdown in the air gap with no ultimate effects on the resistor.
Resistor Failure Threshold

The susceptibility of resistors can be categorized by resistor type. The data are very consistent for the same manufacturer. Variations between manufacturers is usually due to the geometry of lead connections and construction variations. The susceptibility ranking for metal film and metal oxide resistors is almost equal.

RESISTOR SUSCEPTIBILITY

- Wire Wound -------- Hardest
- Carbon Composition
- Carbon Film
- Metal Film
- Metal Oxide-------- Softest

The resistor failure data for all types, with the exception of the wire wound resistors, indicate energy dependence (i.e., adiabatic heating, t-k) for pulse widths between approximately 100 nanoseconds and 50 microseconds (or greater). This range of pulse widths covers the EMP induced transients anticipated, so for EMP damage thermal failure is usually the normal mode.

Carbon Composition Resistors

For carbon composition resistors, the failure power is proportional to the device rated power. For low wattage rated resistors (< 1 watt) the failure power is directly proportional. Above 1 watt, the failure power does not double as the rated power is doubled. This is due to some nonuseful carbon volume for pulsed signals due to lead connection techniques. The failure mode for thermal failure is a melt (melt fingers being formed) at the boundary between the interconnecting wire and the bulk material. At shorter pulse widths (less than 100 ns) the failure mode is voltage dependent in that surface or internal arcing occurs. This is usually seen as a sharp fracture in the bulk material.

Film Resistors

Film resistor failure breaks from the adiabatic curve (t-k) at pulse widths between 10 and 50 microseconds. The coating type (metal, metal oxide or carbon) and technique change the thermal properties of the film and, consequently, its failure level. For damage defined as a change in initial resistance, carbon film resistor damage (%AR) increases monotonically with pulse power and pulse width (energy). For a given damage level (%AR) the pulse power for failure decreases monotonically with pulse width.
The pulse power required for a given damage level (10% ΔR) is also a function of the initial resistance of the resistor. The damage power decreases monotonically as resistance value increases from 3 ohms to 200 ohms. It then increases for an initial resistance value of 806 ohms. The 3 to 200 ohms resistors had the same film thickness, the resistance value being determined by the amount of spiraling. The 806 ohm resistor was a different film thickness (thinner to increase the resistance) with less spiraling to achieve the final resistance value. It is apparent that the greater the amount of spiraling required to achieve the final resistance value, the lower the failure threshold. This is because of the greater current concentrations due to the spiraling.

The metal film and metal oxide resistors exhibit lower failure thresholds than the carbon film or composition resistors. The failure power for metal film, metal oxide, and carbon composition resistors is shown in the following figure.

The failure threshold of the metal oxide resistor appears to be higher than for the metal film resistor. Note that the metal film and carbon composition resistors are both 1/8 watt rating while the metal oxide has a 1/2 watt rating.

**Diffused Resistors**

The failure thresholds for diffused resistors is of the same order of magnitude as for metal film and metal oxide resistors. The failure threshold is energy dependent (adiabatic heating) following a t⁻¹ slope for pulse widths between 10 microseconds and 0.1 seconds. For pulse widths below 10 microseconds, the failure threshold curve follows a t⁻¹ slope.

**THERMAL FAILURE IN DIFFUSED RESISTORS**

<table>
<thead>
<tr>
<th>Resistor Type</th>
<th>&lt; 1% Damage</th>
<th>&gt; 10% Damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glass Cooled</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wire Wound</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wire Wound Cooled</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Short Pulse Width Failure**

For pulse widths less than approximately 100 nanoseconds, the failure (ΔR) is voltage dependent. This results from the extremely high voltages required to deliver sufficient energy for thermal failure for short pulse widths. This type of failure may be seen in all types of resistors, but is most prevalent in wire wound and film resistors. In carbon composition resistors, the failure is usually surface breakdown. In wire wound or film types, the arcing occurs between turns or across the boundary between spirals. It is manifest in the form of an immediate reduction in the resistor pulse impedance as shown.
Resistor Failure Thresholds
Based on Safe Operating Voltage

The maximum safe pulse voltage for various types of resistors as a function of the resistance value, with the wattage rating as a parameter are presented in the following figures. The average pulse power in no case exceeded the dc power rating for the resistor. The pulse duration used for obtaining these data was 20 μsec.

**Resistor Failure Thresholds**

**Resistive Wiring**

A summary of measured resistor failure thresholds is presented in the following figure. Since the data were obtained using 1 microsecond pulses, the power indicated for failure can be equated to a damage constant (K) as for semiconductors. An assigned K value for this pulse width would be numerically equal to the power in kilowatts (i.e., for a threshold of 1 kW, k = \( \frac{1}{1000} \)).

<table>
<thead>
<tr>
<th>Resistance Category</th>
<th>Range of Failure Power at 1 μsec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metal Foil</td>
<td>0.1 kW 1 kW 10 kW 100 kW 1000 kW</td>
</tr>
<tr>
<td>Metal Film</td>
<td></td>
</tr>
<tr>
<td>Carbon Film</td>
<td></td>
</tr>
<tr>
<td>Carbon Composition</td>
<td></td>
</tr>
<tr>
<td>Wire Wound</td>
<td>Note: Includes only ratings &gt; 10000 Ω</td>
</tr>
</tbody>
</table>

**Wire-Wound Resistors**

**Metal Film Resistors**

**Carbon-Composition Resistors**
The pulse power rating is approximately 5000 times the dc rating for wire wound resistors, 1000 times the dc rating for metal film resistors, and 500 times the dc rating for carbon composition resistors. The pulse power rating for these devices can be determined approximately from

\[ P_p = \frac{2P_v}{R(\Omega)} \text{ watts} \]

It should be noted that for carbon composition and metal film resistors of low resistance value and low wattage rating, failure can occur at voltages of a few hundred volts on a single pulse basis. This failure level is further reduced for multiple pulses or increased pulse duration.

\[ R = 205 \text{ Ohm IRC} \]
\[ \text{ME8 Metal Film} \]
\[ 900 \text{V} \]
\[ 800 \text{V} \]
\[ 700 \text{V} \]
\[ 600 \text{V} \]
\[ 500 \text{V} \]
\[ 400 \text{V} \]
\[ 300 \text{V} \]
\[ 0 \]
\[ 10 \]
\[ 10^2 \]
\[ 10^3 \]
\[ 10^4 \]
\[ 10^5 \]

PULSES WIDTH VS MAXIMUM PULSE VOLTAGE

Capacitor Failure

Tests on capacitors have been limited in types of studies and component sample size because they have been considered to be much harder than other electronic components such as semiconductors and thin film resistors. These limited studies have indicated that some capacitor types fail at levels as low as those seen for semiconductors. Therefore, consideration should be given to the failure levels of these components because if the semiconductors in the circuit are protected, the nonsemiconductor components may determine the resulting EMP vulnerability.

Basic Response Characteristics Exhibited by Capacitors for Square Wave Current Pulses

Failure Modes

The basic failure mechanism in capacitors is internal dielectric breakdown. The parameter that has been found to change is the dissipation factor (D) due to a change in the leakage resistance (R). The relationship is given by

\[ D = \frac{\Delta C}{R} \]

For ceramic type capacitors this breakdown is very abrupt. The amount of post breakdown degradation was related to the energy dissipated in the capacitor during breakdown. The breakdown voltage was lowered after the initial breakdown occurred (i.e., for subsequent pulses). In some cases (manufacturers' types), no evidence of changes in the capacitor parameter was seen; whereas in other cases, the dissipation factor increased by a factor of 100.

The upper curve shows the characteristic breakdown of most types of capacitors. Once breakdown occurs (in capacitors such as paper or disc ceramics) it is usually sustained. The post breakdown degradation (that is any self healing ability, decrease in breakdown voltage, etc.) depends on the total breakdown energy. The exciting pulse was a double exponential waveform.
decreased progressively until breakdown occurred. As the leakage current increased, dissipation in the device increased, the sustaining voltage decreased. In other tests, abrupt changes were seen but, in all cases, were preceded by large leakage currents. After breakdown shots, dissipation factors often rose by as much as a factor of 600, with the equivalent resistance dropping as low as 1.5 ohms.

**Failure Thresholds**

The voltage failure thresholds versus pulse rise time for ceramic, paper, glass, mica, and plastic are presented in the following figure. It is apparent from the data that there is only a slight voltage turn up for short (< 100 ns). The failure thresholds are many times (15 to 40) the rated working voltage of the capacitors and, therefore, are relatively hard to EMP induced transients.

The forming voltage is always higher than the rated voltage. The forming voltage, however, is not a fixed percentage. For higher voltage units, it is a much smaller percentage than for low voltage units and, therefore, has a smaller safety margin. The forming voltage is not normally indicated on data sheets, but may be obtainable from the manufacturers. For the tantulum capacitors tested, the minimum breakdown voltage was approximately two (2) to three (3) times the rated voltage as indicated in the table.

The damage to tantulum capacitors is generally seen as an increase in leakage current. As was seen in the breakdown waveforms, tantulum capacitors have a zener voltage (Vz) characteristic which is equal to the forming voltage (voltage at which oxide was formed). Breakdown occurs slowly (microseconds) when voltage exceeds the forming voltage. The increase in leakage current is a direct function of the total charge transferred during the incident pulse. The increase in leakage current at rated voltage as a function of total charge transferred is shown in the following figure.

Low voltage tantulum capacitors can fail at energy levels comparable to those of semiconductor devices. The minimum energy levels at which failure was seen
for tantalum capacitors is shown along with typical failure energy levels for semiconductors in the figure.

**TYPICAL ENERGY FAILURE LEVELS OF SEMICONDUCTORS COMPARED TO THE ENERGY REQUIRED TO DAMAGE LOW-VOLTAGE TANTALUM CAPACITORS**

<table>
<thead>
<tr>
<th>Component</th>
<th>Energy (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planar Contact Diode</td>
<td>0.1 to 0.2</td>
</tr>
<tr>
<td>IN62A, ZN62A</td>
<td></td>
</tr>
<tr>
<td>Integrated Circuit</td>
<td>10</td>
</tr>
<tr>
<td>Transistor</td>
<td></td>
</tr>
<tr>
<td>Low Power Transistor</td>
<td>0.1 to 1</td>
</tr>
<tr>
<td>2N350, 2N118A</td>
<td></td>
</tr>
<tr>
<td>High Power Transistor</td>
<td>100 up</td>
</tr>
<tr>
<td>2N559 (Ger)</td>
<td></td>
</tr>
<tr>
<td>Switching Diode</td>
<td>100 up</td>
</tr>
<tr>
<td>IN647, IN533</td>
<td></td>
</tr>
<tr>
<td>Zener Diode</td>
<td>1000 up</td>
</tr>
<tr>
<td>IN537</td>
<td></td>
</tr>
<tr>
<td>Rectifier</td>
<td>500</td>
</tr>
<tr>
<td>Squid Tantalum Capacitor</td>
<td>10 up</td>
</tr>
</tbody>
</table>

The semiconductor data were based on 1 sig. damaging pulse (from D. Tast, document no. 7030401, The General Electric Company, January 1970) and unpublished data by J.R. Millar.

**Inductive Elements**

Inductive elements can fail in the way similar to capacitors and resistors whereby a temporary impairment such as an arc-over or saturation occurs such that the characteristics of the inductive elements are not impaired on a long-term basis. Similarly, a catastrophic failure can occur such as an arc-over and punch-through for the insulation similar to the capacitor insulation or semiconductor surface failures.

Studies to date on inductive elements per se have been quite limited owing to the relative hardness of these devices in comparison to the more susceptible semiconductors and passive thin film resistor elements.

**Squibs and Detonators**

Squibs and detonators can play an important role in the EMP susceptibility or vulnerability of a particular system. Typically, squibs and detonators are used only to initiate the formation of a final explosive, but also to perform separation of stages in the initiation of rockets. In general, squibs and detonators can fail in two ways. First of all is the premature unwanted ignition of the pyrotechnical devices with obvious catastrophic implications. The other is dudding of the device such that after EMP exposure, the device no longer performs in a satisfactory manner.

Major emphasis in the past has been directed toward protecting the squibs and detonators from either dudding or unwanted pre-ignition from either static charges or energy picked up under microwave illumination conditions. The EMP failures of the device can occur when sufficient energy from EMP pickup is applied to one or both terminals of the pyrotechnical device. Typically, the two terminals of the device are fired via a balanced two-wire cabling system. Here, the differential mode pickup under EMP conditions may be somewhat lower than the common mode pickup. In the case of common mode pickup, one observed failure mode occurs when the arrangement is such that an arc-over can occur between one of the wires to ground and not the other. This, in effect, converts the common mode into a differential mode of sufficient magnitude to cause premature detonation. In other cases, arc-overs can occur within the case between the sensitive elements of the pyrotechnical device and the case.

EED's (electroexplosive devices) are the more sensitive to ignition requiring only a few ergs. EBW's (exploding bridgewires) require considerably more energy, minimum energy values being on the order of five (5) millijoules. Bridge wire burnout always results in ignition of EED's but in the case of EBW's may only result in dudding the device.

**Terminal Protective Devices**

Terminal protective devices can also be damaged by electrical overstress or excess energy during conduction. These devices include zener type devices, gas tubes, spark gaps, thyristors, etc. As seen in the following table, the voltage failure level and associated pulse durations for typical TPD's are higher than the normally anticipated EMP induced transients. Failure of these devices, however, could possibly occur for very long transmission lines, large antennas, etc.
5.4 CABLE AND CONNECTOR FAILURE

Other very important system components that may be functionally damaged by EMP induced transients are cables and connectors. This is particularly important for cables that are already electrically stressed such as transmitter output cables. The difference between the voltage applied to the cable by the transmitter and the voltage breakdown rating of the cable may be sufficiently small that EMP induced transients will cause breakdown of the insulation or air space in connectors.

TRANSMITTING SYSTEM CABLE WITH VOLTAGE APPLIED BY THE TRANSMITTER AND ANTENNA

The breakdown strength of cable insulation may be limited by the dielectric strength of small imperfections in the insulation. Within the body of the cable, breakdown starts from a small air pocket. At first, discharges take place in the pocket. This produces local heating. The insulation melts and carbonizes and ultimate failure occurs, either through mechanical effects or due to a short-circuit produced by a carbonized track across the dielectric from one conductor to another. A mechanical effect that can occur is for distortion of the dielectric to occur resulting in the inner conductor becoming eccentric and touching the outer conductor.

The role of dielectric imperfection in producing cable breakdown is shown in the figure which portrays the cross sectional view of a coaxial cable at a site where an imperfection in the cable dielectric is assumed to exist. Here it is assumed that the insulator with a dielectric constant of ε2 does not touch the center conductor due to a manufacturing defect. Hence, an air pocket with a dielectric constant of ε1<ε2 exists around the center conductor. Due to the dissimilar dielectric constants, the electric field in the air pocket will be enhanced, thus causing an initial arc in the air and a subsequent breakdown in the insulating material.
Digital Circuit Upset

Operational upset mechanisms will be briefly illustrated by considering the effects of EMP-induced transients on digital logic circuits and computer memories. A digital logic circuit may be upset by input terminal disturbances or by dc and ground disturbances. The problem is further complicated by whether or not the disturbance propagates through the system.

Digital Logic Circuit Upset

There are two general types of problems associated with upsetting a digital logic circuit:

1. Input terminal disturbances
2. DC power and ground disturbances

An example of operational upset is given by considering an inverting gate. An unwanted pulse on such an inverting gate may change its state. This undesired change of state of the output of the inverting gate may be amplified by the following gate and propagated on through a string of digital gates. An error may thus arise in a bit in a data register.

An input disturbance will be propagated by the following gate if the undesired output state of the first gate exceeds the on-threshold of the second gate.

DC Transfer Function of an Inverting Gate

The circuit diagram for a nonsaturating DTL (diode-transistor logic) dual four-input gate, constructed with dielectric isolation and thin film resistors,
is shown in the accompanying figure. It has a low noise margin (1.2 v) and a high speed (10 nsec) propagation time.

![Diagram of DTL Gate Circuit]

**DTL Gate Circuit**

If the semiconductor forward voltage drops are all equal to \( V_0 = 0.6 \) volt, the input dc threshold for conduction of \( T_1 \) and \( T_2 \) is approximately \( 3V_0 = 1.8v \). Conversely, the (largest) threshold for turning \( T_1 \) and \( T_2 \) off is \( 3V_0 = 9 = -7.2 \) v. This means that the transient necessary for turn on must be at least 1.8 v, and for turn off at least -7.2 v. Unbalance of this sort is undesirable from an EMP hardness standpoint. For transients that exceed the threshold for times less than the specified propagation delay, a higher level can be tolerated before transient upset occurs. Although this level is related to the time duration, the polarity, the input point, and circuit parameters such as noise immunity and response speed, there is no straightforward way of establishing the relationship is known except to experimentally test the circuit. Experimental results for this circuit for negative and positive upsets on the input lead are shown in the following figures. Once the transient pulse width exceeds the propagation time, the required upset voltage asymptotically approaches the dc threshold voltage. Shorter pulse widths require correspondingly greater voltages.

![Graph of transient upset region]

These results show that the dc threshold establishes a safe measure for transient upset. Observations indicate that transient upset levels appear to be independent of the exact waveshape, depending rather on the peak value. It has also been observed that circuit threshold regions for upset are very narrow. That is, there is a very small amount of voltage amplitude difference between the largest signals which have no probability of causing upset and the smallest signals which will certainly cause upset.

**Memory Erasure**

Computer memories are also susceptible to EMP induced transients. The level of susceptibility is determined by the magnetic field required to change the magnetization state of the memory element (magnetic memories), or the voltage or current thresholds for semiconductor memories.

In the case of magnetic memories, the magnetic field impressed may be due to direct magnetic field effect (impinging magnetic field illumination) or driving...
currents induced in the associated wiring. The direct effects require much higher levels of incident magnetic field than the induced current effects. The table indicates the minimum energy levels required for upset of typical digital circuits and memories due to EMP induced signals.

The minimum energy necessary for operational upset is on the order of one to two orders of magnitude less than for damage of the most sensitive semiconductor components.

### Minimum Energy to Cause Circuit Upset or Interference

<table>
<thead>
<tr>
<th>DESIGNATION</th>
<th>MINIMUM ENERGY</th>
<th>MALFUNCTION</th>
<th>OTHER DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logic Gate</td>
<td>3 x 10^6 J/m^2</td>
<td>gate opens</td>
<td>Typical logic transistor failure</td>
</tr>
<tr>
<td>Integrated Circuits</td>
<td>4 x 10^6 J/m^2</td>
<td>gate opens</td>
<td>Similar to high-moment integrated circuit (SMIC)</td>
</tr>
<tr>
<td>Memory Core</td>
<td>5 x 10^5 J/m^2</td>
<td>core reset</td>
<td>Buried high speed computer core (BCB000)</td>
</tr>
<tr>
<td>Memory Core</td>
<td>3 x 10^5 J/m^2</td>
<td>core reset</td>
<td>RCM 1290 core memory (200J)</td>
</tr>
<tr>
<td>Amplifier</td>
<td>6 x 10^4 J/m^2</td>
<td>malfunction</td>
<td>Minimum observable energy in a typical high-gain amplifier</td>
</tr>
</tbody>
</table>

The most susceptible memories are those that require the smallest driving currents to cause a change of state in the memory, such as core or semiconductor memories. It should be noted, however, that if the transients are induced in circuits external to the memory proper, that is, prior to the read/write amplifiers for example, they may be amplified in the same manner as normal signals and written into memory. Under this condition, the hardness of the memory proper is a secondary consideration. It is obvious that under this condition the memory is most susceptible in the write mode of operation. This has been verified experimentally.

### Effects of Operational Upset

The effect of operational upset on system performance and mission is highly dependent on the system design and use. In some systems, loss of synchronization for as long as a few milliseconds is of no great importance. On the other hand, loss of stored information in a computer may require restart of a very long computer program, thus delaying the operation of a specific system.

The trajectory control of a spacecraft or missile is an example where operational upset for a very short time may be of considerable significance.

Some functions performed by a computer may be unimpaired by relatively long periods of circuit upset. Others may be impaired by short periods of upset. In this example of a power station computer, functions such as data logging, scan and alarm, performance calculations, and trend recording may be relatively unaffected by operational upset. On the other hand, process control functions such as turbine startup, boiler setpoint control, and combustor control may be affected to a much greater extent.

Large amounts of energy may be collected by power lines and cause circuit breakers to open. The time to reenergize the system may cause its function to be seriously impaired. Also, since a considerable amount of a generator's load could be dropped, undesirable effects might occur in the generating and transmission system.
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SECTION VI
DESIGN PRACTICES FOR EMP MITIGATION

6.1 INTRODUCTION

Protection of electrical and electronic systems from electromagnetic or induced electrical impulses is certainly not a new problem. The earliest efforts were probably associated with protection from lightning which is a natural phenomenon. As the propensity of electronic systems (radar and communications) increased, electromagnetic interference (EMI) became important and protection against its disruptive effects was required. In the 1960's the EMP from a nuclear burst was recognized as yet another potential disruptive source of electromagnetic energy.

There are many ways to protect systems against EMP. Many of the approaches and concepts were borrowed from EMC (electromagnetic compatibility) and lightning technology. Although this borrowed technology provides guidance for EMP mitigation; the EMC and lightning protective techniques, procedures, and devices are not adequate for EMP protection in most cases.

This section will deal with the protection philosophy, hardening techniques at the systems level, terminal protective devices, circumvention approaches, and quality assurance of the final product. As a reminder, the course deals with protection against the radiated EMP. Protection against the additional effects associated with the source region are not considered.

6.2 PROTECTION PHILOSOPHY

There are two kinds of degradation which must be protected against: (1) functional damage to critical portions or components in the system, and (2) operational upset of critical portions or circuits within the system. The type of hardening applied, and the level of protection provided, is a function of the sensitivity of the system to these disruptive effects.

Protection is realized by choosing the most appropriate approach or combination of approaches, and the appropriate protection concepts, and then implementing these through design practices.

Protection Concepts

The subject of protection approach is concerned primarily with the level at which the required protection is to be achieved (i.e., the system level, circuit level, or component level). Applying protection at the system level, the primary objective is to keep the undesired energy out of the system, or at least the sensitive mission critical portions of the system. At the circuit level, the primary objectives are to limit the undesired energy reaching the sensitive circuit or components, and design less sensitive circuits. At the component level, the primary objective is to select the least sensitive component in terms of the undesired response while still meeting the performance criteria.

These approaches translated into concepts for providing protection against functional damage are:

For damage protection, REDUCE:
- EMP EXPOSURE
- COLLECTION & COUPLING EFFICIENCY
- FRACTION OF APPLIED ENERGY
- COMPONENT SUSCEPTIBILITY
Operational upset is a circuit or sub-system problem. Therefore, in addition to the concepts for damage protection, additional techniques are available to minimize this effect. Stated as concepts, these are:

**CONCEPTS FOR UPSET PROTECTION**

- **ALL DAMAGE PROTECTION MEASURES**
- **HIGH LEVEL DIGITAL LOGIC**
- **CODING**
- **HARD MEMORIES**
- **EMP EVENT SENSING**
- **SOFTWARE CIRCUMVENTION**

These concepts can be implemented in a variety of ways, termed "protective practices." There are several viewpoints toward a rational, balanced, and complete consideration of protective practices. This section categorizes these design practices according to the level at which they are generally applied. It should be noted that some of the topics discussed are of concern at more than one level, although they are only presented once.

The protective practices categorization follows:

**CATEGORIES OF PROTECTIVE PRACTICES**

**SYSTEM LEVEL**
- *ZONING*
- *CLUSTERING*
- *CABLE LAYOUT*
- *CABLE CONFIGURATION*
- *SHIELDING*
- *GROUNDING*

**CIRCUIT LEVEL**
- *PROTECTIVE DEVICES*
- *CIRCUIT DESIGN*
- *CIRCUMVENTION*

**COMPONENT LEVEL**

Discussed in Section V

**SYSTEM TYPES**

- **SOFT VS. HARD**
- **LARGE VS. SMALL**
- **MILITARY VS. CIVILIAN**
- **GROUND-BASED VS. IN-FLIGHT**
- **NEW VS. RETROFIT**

**A BETTER CRITERION**

- **PRIMARY MISSION VS. PROTECTION**
- **SUCCESS VS. PENALTIES**

Having made the decision to harden the system, the next consideration is the most cost effective approach. All systems are not vulnerable, and even those that are, all portions of the system are not equally vulnerable. Therefore, the same degree of protection is not required for all systems or portions of systems. In many cases, such as buried facilities, a complete envelope shield has been used to provide the basic protection and an electromagnetic boundary. This seems to contradict the previous concept of only hardening the mission critical subsystems. In those cases, however, the envelope shield was the most cost effective approach. In many cases, the more susceptible equipments will require additional protection which is provided by other techniques. Therefore, the various techniques for achieving the required protection must be studied and a balanced approach employing a combination of these techniques selected.
Balanced Protection

"Enough" Means Enough Everywhere

A chain is only as strong as

Perhaps the greatest single influence on EMP considerations is the cost of retrofitting existing systems and of properly designing new ones. Strangely, even to date, the cost patterns for EMP protection are not, as yet, well quantified; although some general trends can be indicated.

In the early days, it was not generally recognized that the protection-cost curve for EMP does not behave like those for other nuclear weapon effects. In all cases, the decision to protect represents a jump in systems cost, but beyond that, things are generally different, as seen here.

Some reasons for the cost curve behavior lies in the general properties of EMP protection hardware. The price factor in EMP protection lies in the introduction, or engineering of protection elements or hardware. Generally, making these simply "bigger" (or "thicker") does not increase the price as quickly.

For example, it costs little more to double the wall thickness of a shielded room. In fact, it may be cheaper because of the ease in welding thicker steel and lower union rates.

The cost of EMP hardening is highly dependent on the system and hardening requirements. Therefore, it is impossible to quote figures for hardening a system as a fixed cost. Further, many times the protection techniques utilized for EMP hardening also provide for EMC control and lightning protection. When this is the case, which it often is, there is no way to allocate the costs.

Cost information can be quoted, based on past experience, in terms of a percentage of the system design costs. For new systems where EMP hardening is considered from the onset of the design, the costs vary from about three (3) or five (5) percent to ten (10) percent of the system costs. For systems that must be retrofitted, the cost curve begins at approximately ten (10) percent and may go as high as 100 percent of original system cost. This indicates it is far more cost effective to EMP harden systems beginning with the initial system design.

Referring again to the cost curve, it is apparent that once the decision is made to protect a system, the degree of protection has only a small effect on the system cost. Because of the flatness of the cost curve, it is often desirable to design in a safety margin in terms of the amount of protection provided. This is desirable due to ambiguities in threat specifications, the variations in ambient environment, the uncertainties in manufacture and construction, and to counter the results of poor EMP field practice, maintenance and operational degradation. A relatively liberal margin is permissible; in the range of 10 to 20 dB.

To summarize, the incorporation of EMP protection into the design of a system certainly impacts cost and performance of the system. To do this in a cost effective manner, the system designer must:

(1) identify the alternate approaches to achieving EMP protection for his system,

(2) choose the optimum approach through good balance of protection practices, and

(3) scale the hardness level to meet the protection requirements, including a reasonable safety margin, but which is well within cost restraints.

PROTECTION DESIGN

- IDENTIFY

- CHOOSE

- SCALE

6-3
Intercommunity Relationship

EMP protection practices are based on the same basic concepts followed in the Electromagnetic Compatibility (EMC), Electromagnetic Interference (EMI), Hazards of Radiation to Ordnance (HERO) communities.

The state-of-the-art in EMP hardening is still evolving, whereas the state-of-the-art in the related communities has evolved to a point where complete and thorough quantified design practices, specifications, standards, and quality control procedures now exist. Much of this technology and documentation, although useful as a guide, is not directly applicable to the EMP problem.

The related communities are concerned, in many instances, with mitigation of undesired effects at the subsystem or equipment level. The nature of the EMP and its interaction with systems is such that mitigation must initiate at the system level. Consequently, protection against EMP effects is very often system specific.

6.5 HARDENING DESIGN PRACTICES

The discussion of design practices for EMP hardening is subdivided into two major areas: (1) the Systems Aspects, and (2) the Subsystem/Circuit/Component Considerations. The Systems Aspects deal with those aspects which must be decided at the system level and must be uniform throughout the system. The Subsystem/Circuit/Component Considerations deal with the intrasystem aspects and pertain to protection at the subsystem and equipment level.

Systems Aspects

In considering system hardening against EMP, it is necessary to initiate hardening design at the systems level. It is at this level that the system configuration, intersystem communications, and data transmission configuration, shielding philosophy, and grounding philosophy are determined.

It is important to keep in mind that, when we say "system," this can encompass a broad spectrum of configurations in size, shape, and complexity. A pocket transceiver is as much a "system" as is an ABM radar site. Thus, its definition is: a complete, self-contained primary-mission entity.

To establish a common language for discussion, a few definitions are in order:

SYSTEM LEVEL CONCEPTS/DEFINITIONS

- SYSTEM
- ZONING
- CLUSTERING
- LAYERING
- DAMPING
- VIOLATIONS
- FIXES

Some other system-level concepts and definitions are noted here:

Zoning: The identification and integration of regions of similar EM environment and/or susceptibility.

Clustering: The grouping of elements of similar characteristics and purposes.

Layering: The sequencing of zones and protective measures between outer environment and inner equipment.

Damping: The use of lossy elements or materials to absorb EM energy.

Violations: The features which represent defects from a systems hardness viewpoint.

Fixes: The measures taken to rectify violations.
System Geometry and Configuration

The first step in hardening design is to identify and allocate the hardening for various subsystems and equipments which comprise the system. Zoning is one approach for achieving this goal.

Zoning

Electromagnetic zoning may be established in two ways:

1. Environmental zoning, in which the magnitude and shape of the field pulse are defined within the successive regions from the outside in.

2. Susceptibility zoning, in which the magnitudes and frequency (or time) domains corresponding to the vulnerability thresholds are scaled from the inside out.

The choice of which approach is followed is often dictated by other factors. For example, if a system already exists, it is often easier to establish the zones by the first approach (environmental zoning). The reason for this is that the system configuration, to a great extent, is fixed. This is depicted for a buried system where zones 1, 2, and 3 are established by the construction technique. An additional zone, 4, may be determined by either approach. Either approach is also applicable to new designs where equipments may be grouped by their susceptibility levels, thus establishing the system configuration and necessary EM zones.

The reason for this is that the system configuration, to a great extent, is fixed. This is depicted for a buried system where zones 1, 2, and 3 are established by the construction technique. An additional zone, 4, may be determined by either approach. Either approach is also applicable to new designs where equipments may be grouped by their susceptibility levels, thus establishing the system configuration and necessary EM zones.

It is common practice to define the levels of different zones in terms of relative dB. Zone boundaries are usually associated with physical features such as walls, bulkheads, compartments, cabinets, etc.

Zones may also be delineated in terms of other electromagnetic interaction specifications. Examples of some of the more demanding requirements are the EMC specifications, MIL-STD 461/462/463, and the TEMPEST standards, NACSEM 5100 series.

Clustering

Evidently one of the things which should improve EMP hardness is the reduction of the area over which vulnerable elements are located. All other systems aspects being equal, it is generally best to contour the EMP zones as compactly as possible.

This is especially important if upset, such as computer memory erasure, is concerned.

A well designed system will exhibit an appropriate coincidence between environmental and susceptibility zones. An example of "bad" zoning is indicated where the susceptibility zone crosses an environmental zone boundary.

While the idea of a small single zone is desirable, it is not always feasible. For systems that have distributed
elements at a variety of locations, it is often necessary to implement a gerrymander type zone maintaining zonal integrity (shielding) via well shielded cables, such as conduit. An alternative is to cluster various portions of the system and minimize the cabling, or isolate the various zones.

There are two approaches to EM field protection. One of these is the "iron curtain" method, in which the various elements are thoroughly shielded and electrically isolated from one another. The other is the "common sink," in which the various elements are massively connected together.

The difficulty is that one cannot do either thing thoroughly. Elements must be connected together somehow, but they cannot all be placed in intimate contact. The result is something in between, which often acts like a high-Q EM cavity or LC circuit.

This is basically why many partially shielded systems exhibit strong ringing when excited by means of an EMP simulator.

Layering

Most of our simple examples here show EMP protection as appearing in several successive geometric stages or layers. Of course, each boundary has to be complete, in the sense that apertures and penetrations must be treated to preserve what was gained at that layer.

There seems to be a tendency to deal with EMP at one or two boundaries. In many EMP cases, this is quite unrealistic. For instance, in a deeply buried system, it is plainly obvious that some protection can be gained almost "free" from the earth cover itself. It is also unrealistic in "porous" systems -- that is, systems with very many apertures and penetrations.

Such ringing represents efficient storage of EM energy and a prolongation of the time during which it can be coupled to internal elements and circuits. This energy storage can be reduced by spoiling the Q of the enclosures and circuits. The concept is illustrated here by the insertion of parallel damping resistors. (Series damping requires careful circuit analysis to avoid making matters worse).
This technique has been very successful in some types of nuclear test interference problems. Most shielding systems have characteristic impedances in the range of 5 to 200 ohms. Damping resistors of corresponding value are used; the exact value is not critical.

This technique is most appropriate where the shielded enclosure is (for a variety of reasons) poor, permitting entry of the higher frequency (ringing-frequency) components.

In assessing a system, it is easy to overlook conductors which are not labeled as electrical circuits -- or even labeled at all. For example, long lengths of rebar (and sometimes tubing) used in structural piling. Here are listed some other conductors which have turned out to have possible EMP significance, in terms of providing EMP collection and/or coupling paths into otherwise protected systems.

**Past Surprises**

- Service Features
- Miscellaneous Electrical Features
- Construction Features

**Communications and Data Transmission**

In any system, it is necessary to provide communication and data transmission between various portions of the system. This must be accomplished without violating the zoning configuration established for the system.

The development of EMP criteria for these links does not necessarily start with the de facto system connection diagrams. Rather, it should start in the determination of what is to be connected to what, and how this is to be accomplished. As we will shortly indicate, much may be done to ease the hardening problem by more judicious circuit management. Of course, once the inescapable connection requirements are determined, then one must get to the specific hardware issues.

There are several system configuration options available for providing the necessary communication and data links. Any of the options depicted can provide the required EMP hardness.

**Violations and Fixes**

The zoning concept has another advantage in complicated system evaluations. It permits the definition of specific locations and components (along a boundary) requiring EMI treatment. In the strictest analytic sense, one assigns a minimum dB margin which all points and elements within and at such a boundary are to satisfy. Those that do not are at once identified as "violations." As mentioned previously, "fixes" clearly encompass those measures taken to redress these situations, or, in some cases, to redress their consequences.

Violations generally fall in one of four broad classes as outlined here:

- Distributed couplings (zonal field)
- General transparency (finite sheets)
- Apertures (singular holes, seams, etc.)
- Penetrations (insulated conductors)
In the EMP frequency domain, a dominant mechanism in shielding effectiveness is inside cancellation or field reflection due to induced surface currents as illustrated here. Thin walls, high resistance paths, apertures, seams, etc., seriously affect the reflection or cancellation characteristics and serve as internal field generators as well.

A good shield must, therefore, be sufficiently thick, continuous, complete and tight. This is essential for shielding above 60 dB (S.E.(dB) = -20 log HI).

How Do EMP Shields Work?

Hardware design, such as cable shielding, terminal protection devices, etc., required to implement these options is discussed later in this chapter. At the system level, it is mandatory that the hardening approach be specified since these options are very difficult to combine. Basically, the options indicated can be grouped into two major categories:

1. the preservation of zonal integrity inputs and outputs are also essential.
2. preservation of zonal integrity by extending the zonal boundary via extremely well-shielded cabling, or
3. preservation of zonal integrity by isolating the zones via terminal protective devices, or by non-conducting transmission links.

Shielding

As indicated previously, there is considerable identity between zoning and shielding. Indeed, when "good practice" alone sufficed, it centered on shielding as the controlling feature. Questions of circuit layout, cabling, and filtering tended to be subordinated. Here, shielding is treated as simply one aspect of a larger formation.

For comparative purposes, it has become customary to rate a design or product in terms of "shielding effectiveness," the attenuation of the fields stated as a function of frequency. The shielding effectiveness will depend on the size of the box, the location of the item, the frequency domain and the method of measurement. Basically, it can be viewed as a measure of a certain internal environment "with" vs. "without" the protective scheme.
Wall Thickness and Material

In the EMP time domain, the dominant mechanism in shielding is the induced surface current. This is concentrated in a surface layer, the "skin depth (δ)," is given by

\[ \delta = \frac{T}{\mu_0 \mu_r \sigma} \]

where

- \( T \) = time
- \( \mu_0 = 4\pi \times 10^{-7} \) permeability of air
- \( \mu_r = \) relative permeability of the material
- \( \sigma = \) conductivity of the material

Since the skin depth varies as \( \sqrt{T} \), it is difficult to significantly reduce the internal \( B \).

In most practical cases, it becomes difficult to justify a shielding thickness much greater than that required by mechanical strength and rigidity.

As indicated, the attenuation (shielding effectiveness) for magnetic fields is a function of frequency. The higher the frequency (the greater the \( B \)), the greater the attenuation. Therefore, the shield tends to be a \( B \) reducer.

A SHIELD \( \cdot B \) REDUCER

The skin depth also depends on \( \sqrt{\mu_0} \) (\( \mu = \mu_0 \mu_r \)). Hence, there is not as much difference between copper and steel as one might think. We see here that the main advantage of steel is to obtain the same attenuation at about one order of magnitude lower frequency. Note also the large attenuations realized for relatively thin sheets. These values are for infinite sheets of material.

A further implication is the lower the frequency the less the magnetic field attenuation. Therefore, good low frequency shielding requires the use of very high permeability (\( \mu \)) materials, such as hypernom and conetic, or very thick materials such that magnetic field ducting is realized.

Diffusion Shielding

There is another kind of shield -- the semipermeable type; examples of which are earth cover and rebar grids. Here the effective skin depths may be large (\( \delta = 28 \text{m} \) for earth with conductivity of 10.4 mhos/m at a frequency of 100 kHz), and the total attenuation relatively small -- about 30 dB. Usually this is used in combination with smaller, internal,
and more complete shields. Often such a shield appears as a zone enclosure of opportunity, such as in buried or heavily reinforced structures.

The waveform appearing inside such a diffusion zone will generally be a combination of a short spike (possibly associated with apertures) and a longer "tail," related to the induced skin currents on the conductor.

The most common large-scale seam fabrication techniques involve welding for steel or aluminum and soldering or brazing for copper. These fabrication methods in themselves place certain minimum thickness criteria on the material. Thin sheets tend to "burn through" during welding. Therefore, at least two mechanical aspects impose minimum thickness requirements, which may be greater than required by the EMP criterion: strength and fabricability. Such thicknesses run from 60 to 300 mils for medium-large construction. Overlap should preferably be 10-20 times the sheet thickness for thin sheets. Butt joints can be acceptably used for thick plate, but this usually requires welds on both sides, with careful probe tests for weaknesses.

The necessary mechanical thickness provides an implicit (and high) protection level. Inexpensive assembly methods, such as tack welding, may seriously erode the protection level due to aperture leakage at the open seams throughout the structure. The "good shielding" criterion
may require continuous and meticulous welding along all seams in order to match the protection value inherent in the material itself.

As an example of the welding integrity criteria, an ICBM test facility had a shielded room built into its base. This enclosure had a 100 dB requirement in the UHF domain. The construction was such that several large structural I-beams passed through the room. In order to "seal" the room electromagnetically, specially cut plates were welded around the beams and onto the steel walls. These seam areas were tested by using a transmitter loop outside and smaller receiver loop probe inside. A single continuous welding pass proved inadequate to prevent leakage at this seam. Several additional passes were needed around these beams, both inside and out. These were made in such a way as to build up a thick weld. The inner corners were particularly difficult points, as indicated here.

![Weld Integrity Diagram]

The inner corners were particularly difficult points, as indicated here. The basic mechanical requirements for simple reliable seam bonds are absolute flatness and electrical cleanliness. Neither of these is generally achievable in other than ideal laboratory conditions. The pragmatic hardware problem is then to obtain low-impedance continuous contacts at an acceptable level of "dirtyness" and "deformation."

Electrically clean surfaces can be readily obtained with pure tin, gold, palladium, platinum and silver. Zinc, cadmium, and very thin gold platings are considered as acceptable substitutes. Easily oxidized materials (like aluminum) should be avoided. Lubricants are capricious. In some cases, they will inhibit corrosion and oxidation and facilitate good metal-metal contact. However, motor oils, for example, are more apt to do just the opposite.

Controlled roughness (machine sining and knurling) is generally better than attempting to achieve a smooth surface for mating parts. When controlled roughness is utilized, the total contact area is generally greater, and easily predictable, than for smooth surfaces which mate usually at only three points (no surface is perfectly smooth).

**Clean Contacts**

<table>
<thead>
<tr>
<th>GOOD</th>
<th>BAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tin, Zinc, Cadmium</td>
<td>Aluminum, Iron (Oxides)</td>
</tr>
<tr>
<td>Platinum, and Silver</td>
<td>Platings (Also Gold, Platinu, and Silver)</td>
</tr>
<tr>
<td>Thin</td>
<td>Thick</td>
</tr>
<tr>
<td>Special Platings</td>
<td>Sulfur-Based Lubricants</td>
</tr>
<tr>
<td>Electrical and Paints</td>
<td>And Oxidized</td>
</tr>
<tr>
<td>Scored</td>
<td>Knurled</td>
</tr>
<tr>
<td>Surface</td>
<td>Mill-Smooth</td>
</tr>
</tbody>
</table>

Roughness is one way to compensate for surface irregularity. An ultimate way to do this is to use deformable conductive gaskets. A good way to understand the pressure contact problem is to consider a panel seam, bonded by means of bolts and flange strips, as illustrated here. In the frequency domain of interest, seams of this type require specific contact pressures of 60 to 100 pounds per lineal inch for 80-100 dB attenuation. Obviously, this form of seam is best for "once-only" cases, which are expected to be broken very rarely, if ever, during the system's life.
People have also resorted to the "gasket" solution for "bonding" peripheral contacts which would only be occasionally broken. It is also useful for irregular or deformable surfaces.

There are two "fairly" good types:

1. The flat molded metal gasket which deforms slightly under pressure. This is a "throw-away" in the sense that it cannot be reused.

2. The braided cord gasket. A variety of exotic designs appear on the market. The good ones from an attenuation standpoint utilize deformable metal cores. Unfortunately, these have low resiliency and can only be reused two or three times. The synthetic core, double braid gaskets are generally more transparent in a given geometry. The single braid types provide even less attenuation. Braided gaskets are not generally recommended for exposed, unmaintained situations for EMP protection.

Corrosion control of the gaskets and the associated mating surfaces is also a problem. Considerable maintenance is required to insure good electrical contact.

Depicted is a typical application of a knitted mesh gasket for a ship missile loading hatch. Note that the RF gasket is protected from corrosion by a water seal on the hatch.

The average field attenuation that can be obtained with knitted wire mesh gaskets as a function of the applied pressure is indicated here. It should be noted that application of higher pressure increases attenuation, but shortens the lifetime of the gasket as it permanently deforms.

Recommended Operating Point

Resilient finger stock is a favorite solution for doors and hatches which must be frequently used. Finger stock should be used in double rows. Some people suggest that the rows should be staggered for maximum attenuation so that the fingers in one are opposite the slots in the other. At the higher frequencies, this seems reasonable when one considers the radiation pattern of each slot, seen as a tiny dipole.
Finger stock is probably the most difficult protection hardware to maintain. Traffic inevitably brings with it dirt and abrasion. The doors and frames must be extra stiff if the fingers and the contact surfaces are to maintain their register.

The joint constructions illustrated here show some of the ingenious ways in which shielding engineers have solved the problem of structural flexibility with reliable shielding effectiveness. They typify shielded enclosures for R.F. testing and measurement. At present, at least, it is not likely that military systems would employ such components except as accessories in production and testing phases.

The prefabricated bolt-together enclosure has enjoyed wide acceptance. It does, however, require periodic maintenance. The frame shifts cause open slits and metal-to-metal seam corrosion. Where high shielding requirements exist, serious consideration should be given to the welded seam enclosure.

Shielded Enclosures

Galvanized Steel Sheet with Plywood Core.

Partition Joint Example.

Open Apertures

So far we have dealt with apertures which could be "closed" electromagnetically by means of conductive materials (sheets) and construction similar to the surrounding shield. The significant problem was with peripheral control. Some mechanical requirements, however, call for a physically open aperture for such things as ventilation, microwave lines, etc. Two broad classes of "solutions" are common for these: screens of various types, and "waveguides-beyond-cutoff." The latter can also be used sometimes for entrance passages and doorways to avoid the finger-stock problem, where penetration of high frequency content is clearly not a problem.

Ordinary heavy-duty screening can provide on the order of 40 dB attenuation. The trouble with ordinary screening lies in corrosion and oxidation which can break the contact between individual wires. Electromagnetically, an old piece of screening may be a good coupler. The specially fabricated materials like "electromesh" are treated to resist this action.
Screens

The "waveguide-beyond-cutoff" is somewhat of a misnomer. Over most of the EMP frequency domain, such a geometry is really behaving more like a quasi-static "field-bender." The idea is to design it so that its cutoff frequency is significantly well above the high-frequency "roll-off" in the environmental spectrum. This is not difficult to do if it is under many feet of earth or it is already protected by some partial attenuation, such as a welded rebar cage. These situations tend to move the roll-off to lower frequencies, as we have indicated before. For example, a two (2) meter high honeycomb filter driveway would have a cutoff frequency of 75 MHz \((f_c = \frac{C}{\lambda}, \text{where} \ \lambda = 2a \text{ and} \ a \text{ is the maximum doorway dimension})\). For frequencies of less than 30 MHz, the attenuation is between 12 and 13.65 dB per meter length within the guide.

The approach is fine for ventilation, but care must be taken not to make the guide a propagating structure by running cables through it.

Hexcel is usually satisfactory, but there have been instances of poor quality control in which the glue between the foils acted as an insulator. True "honeycomb" screening provides the best compromise between shielding and air flow. Where air flow is important, best results are obtained with honeycomb which has soldered, brazed, or welded contacts between foils.
The use of the "waveguide-beyond-cutoff" approach for ventilation shafts in structures is one typical application. High frequency roll-off is obtained by partitioning the overall opening into an array of smaller openings as depicted. This will cause some reduction in airflow depending on the effective area reduction of the overall opening.

Penetrations

There are many kinds of "penetrations." Most commonly, one thinks of an insulated conductor passing into a facility or system. It may be carrying power or functional signals, but uninsulated, "grounded" conductors, such as motor shafts, can also represent penetrations. Thus, there are two broad classes -- electrical and mechanical. We see here ways in which each can provide paths for coupling and transferring energy from the external to the internal zones. Note particularly that mechanical penetrations can be deceptively protected by innocent-looking bonds, which are really high-impedance couplers.

USE OF HONEYCOMB MATERIAL FOR SHIELDING AIR VENTS

Another technique to handle large apertures, such as personnel entry ways into shielded compartments, is through the use of a protected entry. Shown is a technique using a double shielded door hallway type configuration. Interlocks should be provided if critical equipments are housed in the compartment so both doors cannot be open at the same time.

The existence of a true "electrical penetration" corresponds to an intentional or unintentional violation of the zoning concept. If an electrical circuit is carefully confined to a single EM zone, then its penetration through a shield does not, in fact, constitute a violation. In principle, it cannot transfer energy which would not be there in its absence. We make this seemingly simple point to emphasize the necessity for observing zonal hierarchies in providing conductor and cable shielding (as discussed in a succeeding section).

But what about unavoidable conductor penetrations -- such as, for instance, long wire antennas? One thing to do to rectify such situations is to provide entrance protection in the form of filters or active devices (Zener diodes, spark gaps, etc.). These are discussed in the section on "Protective Devices." These protective devices should be located in vaults or small shielded boxes.

Since all external conductors are collectors of EMP energy, they must all be terminated at the entry to the shielded compartment (or equipment cabinet). If these terminations are allowed on a hazardous basis, (terminating on all sides
of the enclosure), they will inject additional current on the enclosure resulting in higher fields on the inside. Therefore, to keep this energy from entering, all penetrants are brought into the protected space via a single point of entry into an entry vault. The conductors (pipes, conduits, cable shields, etc.) are peripherally welded to the enclosure at the entry point. All protective devices are contained in the vault and the output electrical leads into the enclosure protected by feed-through capacitors, for example. These terminal protection approaches are discussed in subsequent paragraphs of this section.

We noted before that a conductive metallic penetration may be deceptively protected. Consider, for instance, a shaft passing through a bushing. In the case of a metallic shaft with a conductive bushing and a bond strap, it can be treated analytically as a parallel R L circuit as shown. Simple circuit analysis can be applied to determine the fraction of the current which is not shunted by the bond strap or the bushing resistance. If the bushing has a high contact resistance (or is an insulating bushing), at high frequencies (\(WL > R\)) the shaft can act as a probe antenna coupling directly to the interior as a skin current or by reradiation. This type of penetration could easily result in a 30 dB lead in a 60 dB shield.

In the case of a nonconductive shaft, the configuration can be modeled for analysis as a dielectrically loaded circular aperture. The aperture problem becomes important when the aperture diameter is equal to or greater than the half wavelength of the highest frequencies associated with the incident waveform. For small shaft dimensions (5 to 10 cm), the coupling through the aperture would be small (a few dB) over the frequency spectrum of the EMP.

Finally, one can isolate that portion of the system (which really goes back to systems and circuit layouts) and simply make its terminal circuits very hard.

So we see that the treatment of purposeful electrical penetrations is not really a "shielding" topic.

Electrical Penetrations

Not really a "shielding" hardware problem -- why?

Zone Violation -> Go to "Shielded"

Entrance Protection -> Go to "Protective Devices"

Terminal Hardening -> Go to "System Aspect" and "Component Susceptibility"

The principle here is to "rectify the obvious." We will discuss some embodiments for these first two types of fixes.

Treatment

- Break the metallic path
- Improve the seal bond
- Examine electromechanical servos, relays (plus filters on the wires)
- Examine non-conductive, exotic schemes
The first approach is to break the metallic path. This treatment replaces the continuous conductor by a small capacitance. Its equivalent circuit represents it as a filter between the two EM zones. Note that the separate small enclosure must be well-bonded to the shielding partition between the two zones. An impedance at this point turns it into an effective coupler. This is equally true for filters and for other enclosed protective devices located at a partition between zones. An alternative approach is the use of the waveguide-beyond-cutoff technique. This approach requires the mechanical shaft to be non-conductive. In sizing the waveguide, it must be analyzed as a dielectrically loaded guide with the dielectric being the mechanical shaft.

In "explosive proof" hardware, or in equipments with very high shielding requirements, a simple fix is to utilize a braided metal bag to increase the shielding as shown.

**Grounding**

The primary purpose of grounding is the protection of personnel and equipment. Electrical codes require that electrical and electronic equipment cabinets/frames be connected to the surrounding media (building, earth, etc.) in such a manner that no shock hazard exists due to a voltage difference between the equipment and the surrounding media. For equipment protection, the purpose of the ground is to provide a fault current path so sufficient fault current can flow to cause circuit breaker or fuse actuation. Ground further prevents the buildup of electrostatic or transient voltages that may cause insulation damage. Lightning protection is a special case of transient voltage buildup which is shunted to ground, in most cases, via surge protective devices.

In other words, the purposes of grounding are to provide an equipotential connection between equipments and surrounding structures/media, and a return current path for fault currents. For signal circuits, two-conductor transmission lines are used. Tying the signal circuit to ground prevents electrostatic drift and provides a common reference provided the ground circuit is truly an equipotential plane.

The discussion which follows will divide the grounding problem into earth grounds ("exterior" grounds), and equipotential or reference nodes ("interior" grounds). Emphasis will be placed on meeting system grounding requirements without becoming a major source of EMP pickup.
Both Interior and Exterior Grounds are Needed for Other System Requirements

Both Interior and Exterior Grounds can be a Major Source of EMP PICKUP

Earth/Exterior Grounds

There are at least three reasons for considering how EMP and exterior grounds interact. First, there are long wavelength threat components with which ground circuits cannot effectively couple. Second, system grounds are essential for any number of other reasons; hence, their EMP coupling is a germane issue. Third, it has been pragmatically established that grounds make a noticeable difference, good and bad -- in nuclear test and nuclear simulation instrumentation.

Of course, a grounding system can be put to advantage in EMP control. But this needs to be integrated with other grounding requirements, i.e., lightning, power, etc.

The basic idea of earth grounding is to provide an equipotential distribution between the structural members of a system and the surrounding natural environment. This concept is perfectly valid only for the ideal case of static fields, infinite earth (ground) conductivity, and no current flow. Thus, earth grounding is an attempt to connect in a field significant way, to the large, but poor, conductor. In the cases of shock hazard elimination or lightning protection, only lower frequencies are of interest and this "equipotential surface" concept must only apply for local areas. For EMP, on the other hand, where distributed systems are of concern, this concept must apply over large geographical areas and over a broad frequency spectrum.

Another factor is the connection from the system structural members to the earth. The idea is to couple the electromagnetic energy into the earth and absorb it in the earth. The impedance to earth is a function of the connection from the system to the groundwell, and the impedance of the groundwell to the earth. To minimize voltage buildup due to EMP or other transients, these impedances must be low at all frequencies. All conductors have associated with them inductance which is a function of the geometry of the conductor. The inductance term produces an $I Z_{c}$ drop (conductor impedance), in addition to the $I Z_{g}$ (ground impedance). The groundwell impedance can be reduced by using large contact area ground rods or wells and improving the conductivity of the earth in the immediate vicinity by "salting" (ionic salts). Further, most of the EM energy in a current carrying conductor exists in the field external to the conductor. The impedance mismatch results in the field stored energy being reflected and reverberating on the conductors.

One demonstrated use of controlled grounds was found during atmospheric testing. Here, long duration reverberation currents on the exterior of the cables were present which often interfered with shock wave measurements which occur a few milliseconds to seconds after the blast.

By viewing the long cable run as a transmission line and terminating it in its $Z_{c}$, much of the reverberation could be suppressed.
This EMP cable ringing suppression calls for a resistance (10-200 Ω) in series with the ground lead. This is compatible with other exterior grounding requirements. Most grounding systems require a low (<< 1 ohm) impedance earth connection. In power systems, impedances of 10-200 Ωm would significantly reduce fault currents possibly inhibiting the operation of protective elements. Further, the fault currents would result in a large voltage appearing between the equipment and earth creating a potential shock hazard to personnel. This latter problem would also exist for lightning grounds. Even communication system's antennas require low impedance ground connections (earth counterpoise) for good radiation efficiency.

For power protection, the use of a choke shunt with low 60 Hz Z, but high EMP Z, can be a compromise for lower power users.

Therefore, good earth connection (i.e., low Z) at all frequencies of interest (EMP or other transients) will provide local protection of personnel from shock hazard, equipment protection in terms of insulation failure, and fault current protection.

Another factor to be considered in designing a grounding system from an EMP viewpoint is EM energy coupling into signal circuits via the grounding system. Two grounding systems philosophies have been expounded in the literature: (1) the multipoint grounds, and (2) the single point grounds. In either case, EMP can induce substantial amounts of current flow onto the shields of various portions of the system and the interconnecting cables or conductors.

In the case of multiple point grounding, ground loops which can couple EM energy through Faraday induction are formed. The voltage induced in these ground loops is equal to the time rate of change of the magnetic field and the area of the loop (Vg = BA). While such a grounding scheme meets all the requirements for personnel safety and equipment protection, it does not meet the EMP requirements. The voltage induced in these ground loops appears as an offset voltage for signal circuits that utilize system ground as a reference. This can result in upset, and in some cases, damage to sensitive circuits and components.

The concept of a single point ground is to tie all system elements to a common central ground point, thus eliminating the ground loops. These "straight" cable runs can also pick up EM energy. Since the earth is a finite conductor, an 'E' field exists along the ground leads which induces a potential gradient along these leads. If these ground leads are long (>100 meters or so), a local shock hazard exists. Further, since the ground leads have inductance, a high surge impedance can exist which would cause problems in lightning protection and fault current protection. The voltage induced in the ground leads can be calculated

\[ V_{1-G} = \int E_g \, dl \]

Note if \[ l_1 = l_2 = l_3 \]

\[ V_{1-G} = V_{2-G} \cdot V_{3-G} \]
The problem is further complicated since each element of the system (#1, #2, #3) will have a stray capacitance to ground.

In this case

\[ v_1 - v_2 = \frac{1}{c_1} \int_0^t i_1 \, dt - \frac{1}{c_2} \int_0^t i_2 \, dt, \text{etc.} \]

**PRACTICAL SINGLE POINT GROUND**

In summary, exterior grounds can be a source of EMP pickup (current collection and/or field enhancement). Neither the single point ground nor the multipoint ground provide an absolute solution. The best choice, in many cases, is to maintain a single point concept as closely as possible utilizing a "tree" concept where the branches to various system elements are of equal length since this is the simplest ground arrangement to achieve control of the collected ground currents. In such a ground system, the power, lightning, and safety grounds should be made as short as possible to minimize EMP pickup. In those instances where these ground connections were prohibitively long, multipoint grounds will have to be utilized and the signal circuits isolated from the induced ground potentials by other means.

**Interior/Reference Grounds**

The purpose of interior grounds is to provide an equipotential connection. This connection is to eliminate shock hazards between equipment frames, lab'nets, etc., and the surrounding structure (air, building, etc.). Further, it is extensively utilized as a reference node for signal processing.

Basically, as in the case of exterior grounds, there are two grounding concepts: the multipoint ground, and the single point ground. Either of these concepts is usable if certain conditions are met.

For systems hardened against EMP, the structure housing the system is a shielding structure. As discussed earlier, the shielding effectiveness for plane waves is relatively easy to obtain if apertures and penetrations of the shield are carefully controlled. The shielding effectiveness for low frequency electric (\(E\)) fields is also easy to obtain, requiring only a good conducting surface. Shielding of low frequency magnetic fields (\(B\) and \(\mathbf{B}\)) is another question. To eliminate low frequency magnetic fields requires very high permeability materials and thick walls. This is usually not practical. The result is the coupling effects due to the \(B\) and \(\mathbf{B}\) fields dominate inside any shielded enclosure.

**Further Facts**

Almost Any Metal Envelope is

- Very Good \(E\) Shield
- Fair \(E\) Shield
- Poor \(B\) Shield
- Bad \(B\) Shield

With a Good Shield, \(E\) \(\rightarrow\) \(B\)

**Coupling Effects Dominate**

There is a wide variety of geometrical arrangements for "connecting to ground." Here we identify several of the accepted connection geometries:

- "Crow's Foot" or single-point -- probably the wisest choice in a "bleak" situation, since it minimizes coupling in the ground connections proper.
Fishbone -- the lower level (higher sensitivity) circuits should usually be at the "far end," where "ground currents" are lower.

Multipoint -- note the opportunities for ground loops and common impedance.

Floating Grounds -- often employed where a single point ground is impractical and where a multipoint system could cause trouble. Here, each subsystem case assumes its own potential without ill effects, provided that good isolation (common-mode rejection) is realized.

In large facilities, since the classical "star" or "crowsfoot" is not practical for the reasons discussed, it is often replaced by a "TREE" system. The "TREE" system is a combination of Faraday shielded zones, each utilizing a classical "star" system ground, for signal reference and local hazard, with the local Faraday shields grounded to the main structure ground. These zone grounds are for safety ground only and signal grounds are isolated by the zonal shield connections. These grounds may be obtained by ground buses or directly to the conducting structure depending on the facility geometry. Signal connections between zones must utilize wired return and not provide additional ground paths between zonal shields.

Many of these configurations work very well if the ground lead length is short compared to the shortest wavelength of the penetrating fields, as far as coupling energy into the system via the ground leads. The multipoint ground also provides for loop coupling. An additional problem that can exist with the multipoint ground is that each element of the system is not tied to an equipotential surface, that is, if the surface is the enclosing structure, it may not be at a single potential due to bad seams, etc.

All ground leads also exhibit an impedance, usually inductive reactance, which varies with frequency. This restricts the use of the single point ground as a reference ground, especially in large enclosures where these ground leads may be quite long. This would introduce reference level voltage offsets between various portions of the system. To eliminate these reference level voltage offsets, isolation of the signal circuits can be utilized as shown by the now-conducting transmission circuit or the balanced circuit (floating ground system).

Circuit Considerations - Circuit Coupling

There are three predominant ways in which EMP energy gets into circuits: (1) B-dot coupling, (2) terminal injection, and (3) direct injection. The effect of B coupling can be analyzed as equivalent to distributed circuital voltage input. Terminal injection appears as extraneous voltage or current pulses at the peripheral equipment terminals. Direct injection results via a mutual coupling element, such as a "multipoint common ground."

Circuit EMP can also be directly induced by E-field coupling or by EM radiation exposure (antennae effects), but these are usually not important in enclosed, well-shielded systems. One should also distinguish those situations in which EM or E-field coupling induces currents (or voltage) which subsequently couple by B-dot or conduction effects (internal zone conversion).
Perhaps the single most significant concept in circuit considerations is to recognize that the same fundamental rules of coupling and response apply to both large and small conducting circuits.

Thus, large cabling layouts and small printed circuit packages are basically amenable to the same analytic approaches. Earlier we saw this to be the case in B-dot coupling considerations. Only the dominant frequency tends to be determined by circuit dimensions and reactances. Further, the same types of fixes apply to both large and small circuits, although the implementation of these fixes may differ.

Control of EMP coupling due to the B-dot mechanism can be achieved, in large part, by control of the circuit layout. The principle idea is to eliminate coupling loops through a "TREE" wiring system. The concept is to establish a limited number of interconnection points of compact and controlled geometry.

Circuit Configuration

It is necessary to provide communication between various systems and subsystems. Several approaches were introduced during the discussion of the systems aspects of EMP hardening. These alternative approaches will be expanded upon in this section.

One approach to reduce the protection requirements of the cabling system, and consequently the cost, is to configure the system to utilize high signal levels in the longer cable runs. Operation at higher signal levels results in increasing the signal to noise (unwanted energy) ratio. Since the system operates at higher voltage levels, it implies the use of inherently harder components. The implications with regard to circuit upset are obvious.

Component Distribution

Closely related to operating level is the distribution of components. A simple example appears here. Since the EMP coupling is primarily due to the cable, the system utilizing the high signal level, preamp at the sensor, will be inherently hardest. Note too, that the choice reflects on the character of the terminal circuits as well. In the preferred configuration, the preamp outputs and monitor inputs will tend to be "harder" simply because they must operate at higher signal levels in their own operation.
Another hardening technique is to go to carrier frequencies. Many sensing and control situations lend themselves to this by relatively inexpensive terminal hardware -- provided this choice is made soon enough. Due to the added cost usually associated with this approach, its use in EMI has been limited. However, additional criterion of EMP hardening could easily tip the scales in favor of carrier systems, rather than dc or low-level, self-generating circuits.

Carrier systems have the advantages of permitting floating balanced conductors, narrow band-pass filtering, transformer isolation, easier nullification, and much more.

When one examines the possible permutations of cable component choices, it is obvious that no detailed case-by-case evaluation is possible. Rather, we can point to certain preferable choices in each category of component.

These can be broken up into two broad categories: those aspects which influence the control of the effect of external environment, and those which control the inner cable environment, circuit inter-coupling, and so forth.

Consider control of the effect of the external environment, that is, the reduction of the energy which diffuses into the cable. This is accomplished by providing an overall shield on the cable. These shields may vary from a single layer braid type covering, to a relatively thick solid outer conductor.

Generally, the EMP susceptibility of a cable system is related more to the sensitivities of the terminal elements and circuits than to "breakdown" or "burnout" limits in the cable itself. This points at once towards terminal protection and we will say much more about this, but a circuit designer may be able to improve matters by keeping EMP in mind when he considers the terminal element design and the circuit routing through the cable system.

Cabling Design - Cable Types

In many cases, hard wire intersystem connections are the only alternative due to cost constraints, or the type of information to be transmitted. Therefore, it is appropriate to discuss the various aspects of cable design.

When one examines the possible permutations of cable component choices, it is obvious that no detailed case-by-case evaluation is possible. Rather, we can point to certain preferable choices in each category of component.

These can be broken up into two broad categories: those aspects which influence the control of the effect of external environment, and those which control the inner cable environment, circuit inter-coupling, and so forth.
If the wires of an unshielded bundle also interweave, then the "surface current" due to EMP exposure gets transferred inside and all of the circuits share in its pickup. A braided shield also behaves somewhat like this. Besides having holes for field leakage, the braid wires transverse. The wire-to-wire contact is not very effective and much of the surface current gets inside, to radiate into the internal cable zone.

As an example, an RG-8/U cable has a $10^{-2}$ current transfer ratio or transfer impedance, for sub-microsecond pulses. Thus, at the end of a 50 meter length exposed to a field pulse which induces $10^3$ amps peak current, there will be about a 50 volt signal on the inside.

For buried systems, a technique which is often desirable is to use a conducting asphalt as the outer protective jacket over the shield. This conducting jacket helps to prevent build-up of the current wave. Energy induced away from the terminal end of the cable is damped in this manner.

Here is an additional illustration of "good-bad" choices from the EMP standpoint. Like normal enclosure shielding, the thickness is not very critical. One finds that the emphasis is rather on shielding "tightness." Again, we want no "cracks" if at all possible.

One form of "nontightness" is that represented by a spiral-wound strip -- even the double-layer variety. The trouble here is that each turn is actually a turn in a loosely coupled continuous mutual inductance. The contact resistance along the overlaps is too high to avoid some voltage buildup per turn. This type of shield acts as a relatively good coupler between external environment and internal wires.

Conduit, when properly installed by threaded connection or welded joints, behaves very much like an additional solid-metal outer conductor. When needed for other reasons, such as blast resistance or code requirements, it is inexpensive in terms of added EMP cost.

These problems can be compounded by loose material specifications, poor quality control, and lax acceptance criteria. Often, cables are delivered with the outer shield badly oxidized or even corroded. If the construction of the shield is such that good shielding depends on good internal contact, it will not be acceptable.

In most cases, the outer conductor (shield) is covered by an outer protective jacket. Lead sheathing or neoprene jackets seem to provide cable lifetimes that are
commensurate with normal system life. There is some evidence that the insulated outer jacket reduced the coupling for cables in direct field exposure, as compared with no insulation. The conductive outer jacket, as mentioned previously, can provide propagation damping for conducted components of current induced from a distant point. From a cost standpoint, neoprene is the favored approach.

Another way of achieving the propagation damping effect, which has been used in some nuclear test programs, is to use conducting baffles. The idea is to radially change the impedance of a cable over a ground plane resulting in reflecting the energy at the impedance discontinuity. An example of this effect is the entry way for electric power where the overhead transmission line (wire over a ground plane) enters a facility via conduit, the transition being made at the power pole. The impedance discontinuity reflects an appreciable amount of energy.

Coupling of the propagating energy into a lossy material can also be used as a means of propagating damping. This has been implemented in the form of ferrite beads or cylinders around the outer conductor or, in some cases, single wires (either electrical or mechanical use). It essentially provides a lossy filter.

**Termination of the Outer Conductor**

To preserve the protection provided by a good cable shield, it must be properly terminated at the entry into a shielded enclosure or equipment cabinet. Fast, and in many cases present, practice is to provide the shield connection via one or more pins of a multiconductor connector. The reason for this was, in many instances, the connector shell was nonconducting. Most connectors are made of aluminum which, in many cases, was anodized for corrosion protection. The effect is to insert an inductance in series with the outer conductor which produces a series voltage drop and couples capacitively to the other conductors. On a transfer impedance basis, this type of termination may exhibit a transfer impedance ranging from 50 mΩ to 10 Ω over the frequency range of 0.1 MHz to 25 MHz.

The cable shield (outer conductor) should make good peripheral contact to the connector shell, and hence, the shell to equipment enclosure to eliminate this problem. Providing a pressure fit between the connector shell and mating the connector to the enclosure via the appropriate bulkhead connector, the transfer impedance was reduced to 5 mΩ at 0.1 MHz, 70 mΩ at 25 MHz, and 300 mΩ at 100 MHz. For comparison purposes, the cable normally used with the connector tested has a transfer impedance of 11.4 mΩ to >1.0 Ω over the frequency range of 0.1 MHz to 100 MHz.

This indicates that peripheral bonding is the best solution. Soldering or welding the outer shield directly to the enclosure wall would further reduce the connector transfer impedance. This is only cost effective and worthwhile for cables with better shielding effectiveness than the previous case.
As we hinted before, when properly installed, conduit is easily the best "outer shield" for cable systems. The principal problems arise at segment contacts, of course. Again, cleanliness and careful assembly are essential. Rusted and corroded threads and bushings will introduce series impedances along the conduit's length. Welded joints are best, but expensive.

Welding is almost the only dependable way to deal with the conduit terminals. Normal clamp rings make contact at only a few points, at best. All too often, there are some loose ones left behind. The conduit ends are particularly sensitive system points, because here the exterior transmission impedance changes. Pulse currents flowing on the outer surface must be redistributed onto the equipment shield.

If relative movement between exterior conduits and shielded buildings is expected (due to earth movement), the use of bellows, convoluted sections, or multiple knitted socks should be considered.

**Internal Conductors**

There are two basic cable constructions which are of interest: (1) the coaxial cable, and (2) the multiconductor paired cables. Coaxial cables use the shield (outer conductor) as the signal return. Pickup of extraneous signals is primarily due to the transfer impedance mechanism for well constructed cables. Cable eccentricity can also result in coupling of magnetic fields but is less prominent. Good coaxial cable design, from an EMP coupling viewpoint, is primarily an effective shield design. As discussed in the previous subsection, the best shielding effectiveness can be obtained with a solid outer conductor. If cable flexibility is required, double braided shields can provide satisfactory performance if properly designed.

For medium-level sensors and medium-bandwidth circuits, adherence to zoning and circuit reference criteria may suffice internally. This dictates provision of separate return reference wires (independent 2-wire circuits) which are fabricated as a twisted and shielded pair. Braided shielding is often sufficient here. Broadly, these practices are generally commensurate with recommendations for intercircuit isolation ("cross-talk").

The single reference connection bond is not as desirable as a continuous metal backshell connector which grounds the cable shield to the subsystem shield without introducing apertures or high-impedance connections.
As discussed in Section IV, the lowest energy coupling is achieved for a non-carrier system by the shielded twisted pair. If care is exercised during cable construction, good common-mode and differential mode protection can be achieved.

Some "connections," such as power supply and control circuits, must be dc or non-carrier ac. If these can be treated by means of terminal filters and by high-level operation, then (together with carrier signal techniques) the EMP requirement on the total cable package can be a minimal one.

Protective Devices and Techniques

The discussion to this point has been concerned with system protection by keeping the energy out of the system, that is, through the techniques of reducing the coupling and shielding. These approaches are necessary for hardening a system; however, they only reduce the amount of energy entering the system. Completely eliminating coupling to or ultimate shielding of a system is not viable.

The result is that some energy will enter the system which may effect the performance of the system. The use of protective devices at the equipment terminals is another means of hardening at the subsystem/circuit level.

Protective devices are used to divert or dissipate the undesired electrical surge energy. An efficient protection element has a performance characteristic which is inversely proportional to the susceptibility of the hardware or function which it is intended to protect.

Spectral Limiting Devices

These devices are utilized to suppress certain frequency components of the EMP induced signal. In considering spectral limiting devices, the waveform of the induced signal must be considered. Normally, the induced EMP signal will appear as a damped sinusoid whose dominant frequency is determined by the point of entry and the characteristics of the coupling path (Section IV).

Included among spectral limiting devices are capacitors, inductors, ferrite beads, transformers, bifilar chassis, and combinations of R-L-C type filters. Spectral limiting devices can serve two basic purposes in regard to EMP suppression: (1) they can suppress spurious frequencies, and (2) they can reduce the wavefront slope which would allow a slow spark gap to respond. One factor which must be considered in using spectral limiting devices is they only suppress frequencies outside their pass band and thus provide little or no protection if the EMP induced signal falls within that frequency range.

Capacitors

Capacitors are often used to bypass the switching transients and lightning surges on power lines. The "line" appears as a 50 to 600 Ω surge impedance, and if
bypassed by an ideal capacitor, the spike is integrated.

In practice, this will not work for early-time EMP induced signals because capacitors have series impedance R and L which are significant EMP-wise for the first 100 nanoseconds.

---

### Inductive Devices

Two inductive devices are particularly useful in common-mode suppression, as may be required on cable connections between equipment in two different EM zones. Both are extensively used in electronic instrumentation.

In a bifilar choke, the push-pull or desired circuit paths carried by the multiconductor cable are only weakly coupled to the core, whereas the common-mode carried by the whole bundle is strongly coupled. Hence, the common-mode is strongly discriminated against. The required series inductance depends on the desired attenuation and on the predominant frequency content.

The balanced mode transformer similarly discriminates against common-mode energy, but is limited to ac/HF application.

---

### Passive Devices - Inductive

![Diagram of inductive devices](image)

Ferrite beads can also be used to suppress unwanted energy. These are ferrite toroids or cylinders slipped on individual wires. These devices are dissipative and nonlinear. The nonlinear properties vary with frequency. Ferrite beads suppress frequencies above 1 MHz whereas ferrite chokes may be used at frequencies as low as 20 kHz with special design. One disadvantage of these devices is that due to dc currents, they saturate quite easily. Saturation can occur in particular types for currents as low as ten (10) milliamperes.

---

Although capacitors do not provide the required protection alone, they are still very useful to eliminate "noise" caused by surge arrester switching on the leads exiting entry vaults or enclosures.
Here is a typical working example of a filter analysis for a very severe exposure situation. One might experience something as bad as this for a completely "naked" megawatt level power line. The figure shows the effect of a simple, three-element filter for various design parameters.

Note the logarithmic scale compression. Obviously, the linearized pulse filters will be much "more peaked" in appearance.

The most common passive, lumped-element device is the terminal filter. It is basically a black-box with input and output connections for insertion into an otherwise continuous two-wire circuit. Its insertion loss is chosen for minimum attenuation in the frequency domain of normal circuit operation and maximum attenuation in the domain of maximum "noise" (i.e., induced EMP signal) content.

The intercepted energy has to be diverted or absorbed. It may be reflected back into the input system, increasing the EMP level there. A better alternative would be to dissipate the energy as heat in an internal filter resistance. This implies a preference for "lossy" filters.

The effectiveness of the filter also depends on the out-of-band responses of the filter. Since the EMP induced energy contains a wide spectrum of frequencies, even the damped sinusoid, the filter must not have any spurious responses over the interfering signal spectrum. Further, if filters alone are used, the components used in the filter must be capable of withstanding the induced voltages and currents without failure.

It should be noted that the lower the cutoff frequency of a low pass filter, the more the slope of the wavefront is reduced.

Another example shows the rejection for a typical low pass filter. Shown at the left is a typical power-line EMP surge. Assuming the filter cuts off at about 15,000 Hz, it can pass about 1/5 of the applied energy for certain expected applied waveshapes.
In addition, the switching function may generate a spurious pulse in the circuit itself. This is particularly possible if the switching occurs on a time scale short compared to that of the normal operational signals in the system, e.g., on the fast-rise "front" of an induced EMP signal. This is one of the strongest reasons for using "hybrid" (i.e., limiter/filter combination) lumped elements.

Amplitude Limiting Devices

Amplitude limiting devices are usually nonlinear in nature. Included among these devices are spark gaps, gas and semiconductor diodes, soft limiters such as thyristes and varistors, and mechanical or thermal devices such as fuses, circuit breakers, and relays.

Types of Nonlinear Devices

* **Spark gaps**
* **Gas diodes (cold, hot)**
* **Zener diodes**
* **Silicon diodes (w/bias)**
* **Thyrite (sic)**
* **Fast relays**
* **Hybrids**
* **Crowbar circuits**

Nonlinear devices can cause some problems. We already indicated under the heading "Filters" that the EMP energy has to go somewhere. This remains true for active elements as well. Furthermore, the switching operation itself can be a source of unwanted EM energy (e.g., RFI) interfering with sensitive downstream components. This is particularly true if the associated circuits contain significant EM energy in normal operation. When the device switches, it must inevitably cause some change in effective circuit impedance and hence in operative current distribution.

In addition, the switching function may generate a spurious pulse in the circuit itself. This is particularly possible if the switching occurs on a time scale short compared to that of the normal operational signals in the system, e.g., on the fast-rise "front" of an induced EMP signal. This is one of the strongest reasons for using "hybrid" (i.e., limiter/filter combination) lumped elements.

Spark Gaps and Gas Diodes

A spark gap is a voltage-threshold switch with two or more electrodes separated by a dielectric gas. Spark gaps depend on initiating conductive breakdown in a gas. When this breakdown occurs, the device switches from a very low to a very high conduction state.

Spark gap type devices have the advantages of being bipolar in operation and can handle extremely large currents (thousand of amperes). They are available with static initiation voltages of 60 to 30,000 volts. The initiation voltage depends on the gas medium, gap spacing and gas pressure. Arc initiation requires some free electrons and, therefore, there is a minimum for a given gas. The lower voltage devices often use radioactive doping to increase the number of free electrons and thus lower the initiation voltage.

Since these devices require mobilization of the free electrons under the influence of the applied field and generation of secondary electrons due to collisions, it takes a finite time for the arc to occur. Because of this time delay, these devices will fire at the static breakdown voltage for slowly rising pulses, but require higher voltages for rapidly rising pulses. This impulse ratio may be anywhere from a few percent of the static voltage to several times the static volt-
The extinguishing potential must also be considered for spark gap type devices. The voltage at which the device extinguishes is a function of the current through the gap; the higher the current, the lower the extinguishing voltage. This can be a serious problem in dc circuits where the follow current from the source is sufficient to keep the gap ionized. In ac circuits, the gap will extinguish as the signal passes through zero. Special arresters (expulsive arresters) use magnetic fields or gas emissions to extinguish the arc. Resistance in series with the gap (fixed resistors or varistors) can be used to limit the surge current, but this results in higher terminal voltage.

The operation of a typical gap arrester for a damped sinusoid exciting voltage is shown. The total energy passed is indicated by the shaded area. It should be noted that if the signal amplitude is insufficient to ignite the gap, more energy can be passed to the protected circuit.

**Zener and Silicon Diodes**

These are generally smaller, lower power devices. They operate effectively in the voltage-current range of solid state circuitry, so that they are extensively used for such circuit protection. They are voltage-limiting in action (rather than voltage-reducing). Silicon diodes "clip" more effectively -- their "plateau" is flatter. Their operating voltage is generally low -- a few volts -- and the introduction of "hold-off" bias can be an inconvenience. They are generally high-capacity devices, so that there are limits as to the circuit frequency range of applicability. Also, the semiconductor devices have definite limits on the joule energy handling capability (i.e., the protective elements may have low "damage" thresholds).

In general, these devices do not exhibit a turn-up (impulse) voltage characteristic. The p-n junctions in these devices will react sufficiently fast to limit transients even with nanosecond rise times. Caution must be exercised in the application of these devices since if very short lead lengths (less than 1/2 inch) are not utilized, the inductance associated with the leads can result in a voltage drop far in excess of the normal junction voltage.

Semiconductor limiters (diodes) are unipolar devices. The limiting is usually provided by the reverse voltage breakdown characteristic. When breakdown occurs, large currents can result causing a possible failure of the semiconductor if care is not exercised. Zener diodes which are often used for this purpose range in clamping voltage from about 2 to 200 volts. Current handling capability may range as high as a few hundred amperes. For very short (100 of nanosecond to microsecond) pulses.

Extinguishing of these devices is no problem since there are no residual electrons to be swept as in the case of spark gap type devices.
The response of a zener diode limiting circuit to a damped sinusoid incident signal shows the hard limiting features of such a device. The case shown is the same incident signal as that shown previously for the spark gap arrester.

![Limiting Threshold Graph]

Varistors

A varistor is sometimes referred to as a "soft" limiter. It is a bulk semiconductor material whose resistance is varied with the magnitude, but not polarity, of the voltage applied to it. The voltage/current curve is nonlinear but never negative. Therefore, the voltage drop across the device always increases.

There are two basic types of varistors available: (1) the silicon carbide (SIC) type, and (2) the metal oxide varistor (MOV). For very low values of current (less than approximately one microampere), the device acts as a linear resistor with a resistance of hundreds of megohms. At higher values of current, the voltage/current relationship is nonlinear and is given by:

\[ I = KV^n \]

For silicon carbide varistors, \( n \) ranges between 2 and 7, whereas for metal oxide types an \( n = -25 \) is typical.

MOV’s are available with clamping thresholds of 40 to 1500 volts, response time in the nanosecond regime, and peak energy handling capability of up to 160 joules. SIC’s have considerably higher peak energy handling capability, 270,000 joules, and clamping thresholds of 15 to 10,000 volts.

Since these devices are nonlinear resistors, care must be exercised in their application. If they are applied to circuits where normal voltage swings cause a resistance change, the device can generate harmonic and intermodulation type interference which may be objectionable. This could be a problem in RF transmitter output circuits or in power circuits.

Example of EMP OK but not System OK

- Without Surge Arrester
- With Thyrite Surge Arrester
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Hybrids

A hybrid circuit, that is, one employing a combination of amplitude and spectral limiting devices, is one of the more favored approaches for terminal protection. A spark gap or other high energy amplitude limiting device can be employed to shunt the bulk of the current. The filter (low pass) following the gap reflects the high frequency energy in the spike resulting in a slowed rate of rise of the wavefront. It also reflects the high frequency noise associated with gap firing. If the pulse out of the filter is still too large, a second, low energy arrester such as a zener diode can be used since the energy in the pulse has been reduced to safe levels for the zener.

The series impedance preceding the surge arrester is a necessary component to assure appropriate limiting; in some cases, the surge impedance of the transmission line can suffice.

Crowbar Circuits

In these systems, a high-power rating device is operated by a subsidiary sensing/trigger circuit. Thytratrons, ignitrons, spark gaps have been used for the "crowbar." Sensing can come from the circuit itself, from a "threat" sensor, or from an auxiliary breakdown device (e.g., corona optical sensor).

Crowbar circuits are often used to activate the normal system protection interlocks. For example, EMP could "fire" a spark gap or cause an arc-over in the transmitter output. This arc, if not extinguished, could cause excessive plate dissipation in the output tubes. In this case, a thyatron can be "fixed" across the transmitter dc supply to activate the circuit breakers. The thyatron is activated by a corona-sensing photocell near the spark gap or better yet by an impedance sensing circuit.

Electromechanical and Thermal Devices

Fast relays, circuit breakers, and fuses have response times that typically are on the order of one (1) to several milliseconds. Their principal value lies in interrupting circuit operation as a result of the current "dumping" of the faster protective devices (arresters). This circuit interruption feature limits the energy which must be dissipated in faster devices and the relays may also be used to initiate restoration to normality from a breakdown condition.
Device Construction and Installation

The construction and installation of a protective device is often as critical as its design. If we think of a filter as a controlled RF barrier, then it is clear that its input and output must be electrically isolated from one another. A good filter (or other device) is usually constructed in three separate electromagnetic sections, as shown here.

Most frequently, filters and limiters operate "against ground," that is, the "return" side of the protective element is well bonded internally to the filter case. Good filter design and adjustment takes into account whatever mutual coupling may exist between input and output within the central component compartment. This convention comes from the customary circuit practice of using "case" as the reference node in small and medium size system elements, both for single-ended and balanced systems.

![Diagram of Device Construction]

Obviously, the same care in isolation is called for in installation; much of the device's value is lost if the output side can electrically "see" the input side. In the "right way," the filter case must make a tight peripheral contact so there is no "hairline" aperture and so the common reference impedance is nearly zero. This is also important if one is to obtain the benefits of the designer's and manufacturer's ratings.

The most serious defect in commercial protection devices is the penchant for using "pigtail" type connections between terminals and the protection element itself. These generally present at least as high an impedance to an "EMP" as does the circuit itself.

Many of these devices are useful for EMP protection if they use low-inductance bond straps and adequate connection contact areas -- especially to the case (or "common reference") side. In most cases, the signal circuit should be taken through the box; the protective device should not simply be shunted at a single terminal point.

In some installations, particular care has been taken to isolate such entrance protective devices. This is the origin of the "EMP Room," sometimes
ostentatiously displayed as the "solution to EMP." In older, "unprotected" systems, one finds similar entrance spaces, simply labeled "cable termination vault."

When properly outfitted, these installations have value in decoupling the exterior from the interior environment and in reducing the secondary effects of nonlinear operation of the protective devices themselves.

When an EMP entry vault is utilized, it should be large enough to house all the necessary terminal protective devices (filters and arresters). Further, the output leads from the terminal protective devices should be isolated (filtered) as they enter the shielded enclosure by means of feed through capacitors.

**Circumvention Techniques**

Previous paragraphs in this section have discussed a variety of approaches for reducing the amplitude or frequency spectrum of EMP induced waveforms. Through proper design, these approaches can reduce these induced transients to a level sufficiently low to prevent damage even to very sensitive components. However, in many cases, further reduction of the level of these transients to prevent circuit upset is neither cost effective or practical. Therefore, it is necessary to find alternative approaches to circumvent the problem.

Circumvention approaches can be implemented either through hardware or software protection schemes. The hardware approaches can generally be categorized as either threat specific, or non-threat specific. The software approaches are generally non-threat specific. It must be remembered that these approaches are usually redundant to damage protection approaches since the susceptibility of most components is only slightly different if they are biased or not.

**System Constraints**

If we "gate down" a system in real time, there is at once an implication that the operational sequence execution would take place on a comparable time-scale and with appropriate bandwidth. Only the more modern and sophisticated systems have such capabilities (i.e., 10 usec stepping time). Such systems, however, are also open to a number of protection response options. For instance, the system response can be programmed to depend on where in the sequence the threat appears. It can overlook the threat if it is in a relatively invulnerable mode. It can stop and restart from some previously determined early stage or cancel a number of previous commands. It can similarly pause or hold, test for status validity, and start up again.

Older, or more primitive systems, generally cannot be desensitized "in time." Usually one must assume error or interruption, when a threshold field is reached, and simply restart the sequence. (This presumes that the system is hard enough to avoid permanent damage). In some cases, one may have the option of programming a separate sequence validity test which can negate or enable the mission sequence at some later stage.

**Non-Threat-Specific Schemes**

Duty-cycle schemes are generally permissible when the exact threat response time is not critical. If a particular system step requires 11 usec to execute, but may be done anytime within 10 msec, then one may gain a reduction factor of 100 in threat coincidence probability by suitable cycle suppression.

Both random and synchronous schemes have been considered. The synchronous scheme lends itself to certain forms of bandwidth reduction as well. A variety of gating and switching techniques can be applied for disabling circuit inputs during the "off" periods. Redundant message transfer is another alternative.

**Non-Threat Specific Schemes**

<table>
<thead>
<tr>
<th>Step</th>
<th>Step</th>
<th>Step</th>
<th>Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>725</td>
<td>725</td>
<td>723</td>
<td>724</td>
</tr>
</tbody>
</table>

Sensitive Interval

Random Duty Cycle Sync. Duty Cycle
Threat-Specific Schemes

An active nuclear threat may be sensed in a number of ways. Let's confine attention to "prompt-spike detection." The basic reason that this works for EMP is the waveform peak inside a system is generally much broader and, hence, later than outside. In principle, one can use the exterior-sensed signal to "gate down" the execution sequence before the internal environment reaches error or interruption levels.

The biggest problem with this scheme lies in "false triggers." Experience indicates that it is almost essential to couple two different prompt sensors in coincidence in order to avoid almost continuous system inhibition due to non-nuclear noise. By "different," we really mean different in nature, such as an EMP antenna and a photoelectric unit.

Software Approaches

Circumvention can also be achieved in systems employing computer control through the system software. These programming approaches are usually based on error sensing and correction schemes, or through EMP event sensing as discussed previously.

The error sensing/correction schemes are usually based on a comparison of predicted data (allowable excursions/changes from one data sample to the next) versus the data collected from the systems sensors. If the collected data are outside of the prescribed bounds, the data are rejected. This type of scheme requires that the software program provides for a storing of at least the previous data sample. If the current sample is determined to be in error, it is rejected and the system "holds" on the previous data sample until the next data sample is received.

The use of threat sensing can work in much the same way. The system program in this scheme is also required to have a "store" and "hold" instruction in the program. If an EMP (or other transient) is detected, it is assumed that the data received during the time the transient occurs is in error and the system holds on the last correct data sample until new data is received.

Software programming of this type can be very effective in terms of hardening a system against circuit upset. It must be recognized that the computer memories (both volatile and nonvolatile) must be hardened against upset. This must be accomplished through the techniques already discussed elsewhere in this chapter. Among these techniques are shielding, terminal protection, and coding.

Coding Techniques

Another approach to keeping unwanted energy out of sensitive circuits is to employ coding. A system which utilizes coded signals is far less likely to accept an EMP induced signal as correct information and respond to the interfering signal.

As stated previously, an EMP induced signal will normally appear as a damped ringing signal whose dominant frequency is system dependent. This signal, when processed by the system's, may appear as a series of positive, negative, or alternating pulses, etc.

The coding used for the desired signal must be sufficiently different from the EMP induced transient so it is not recognized by the system. Therefore, the coding must be of a different frequency, different polarity, different pulse groups, etc. Since this is highly system dependent, the system must be analyzed to determine whether coding is practical and, if it is, what code should be utilized.
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SECTION VII
EMP SIMULATION, INSTRUMENTATION AND TESTING

7.1 INTRODUCTION

EMP hardness testing and protection verification necessitates use of experimental and analytical techniques for determining the response of systems, subsystems, circuits, and components to an electromagnetic wave.

Determining the response of a system, or a portion of a system, to an EMP is complicated by the geometry of the system and oftentimes poorly defined boundary conditions, that is, knowing the electrical properties of the various system components over the broad range of frequencies associated with the EMP. Thus, solving the problem of EMP effects on systems often requires experiments to determine system response. This experimental effort involves the use of transient sources, field illuminators, time domain instrumentation, and electromagnetic measurements and is the subject of this section.

Hardness testing or protection verification can be performed both in the laboratory and in the field. It can be performed on complete systems or portions of systems. EMP testing should be based upon sound physical laws, and the results should be rationalized in terms of those laws. Similarly, analysis should be compatible with the physical laws, and the results should be capable of experimental verification.

The analytical capability for EMP coupling is good provided the system can be adequately defined electromagnetically. Too often the simplifying assumptions which must be made to achieve an analytical solution do not account for subtle coupling modes which may be significant contributors to the system response. Testing can determine coupling and susceptibility for complex systems which cannot be rigorously analyzed.

Therefore, testing is essential for:

1. Verification of Analysis. The measurement of cable currents, voltages, and fields can verify analytical calculations of coupling modes, shielding effectiveness, and system response.

2. Extending Analysis. Testing can provide data on coupling, damage and upset thresholds, shielding effectiveness, coupling transfer functions, etc. The acquisition of experimental data can be a basis for improved analytical efforts.

3. Identify Weaknesses. Testing can quickly locate weak or susceptible points in the system that often can be hardened with simple, inexpensive modifications. The early location of critical weaknesses is very important for efficient EMP hardening design.

4. Verification of Protection. Testing can be used to verify that protective devices or techniques (filters, surge arresters, shielding, etc.) perform as required. This testing can often be performed at component and subsystem levels.

5. Certification and Quality Assurance. EMP hardness certification tests of the complete system increases the confidence that the system is hard. Component and subsystem tests can certify the design concepts. More often, tests will show margins or level of hardness. Repeat tests at all system levels can be used to assure the system or systems remain EMP hard even after modifications.

6. Life Cycle Hardness Assurance. Periodic testing can ensure that system hardness is not degraded due to environmental factors, modifications, retrofit, etc.

WHAT CAN BE THE OUTCOME OF TESTING?

- CONFIRM AND ASSIST ANALYSIS
- IDENTIFY WEAKNESSES
- VERIFY PROTECTIVE MEASURES
- CERTIFICATION AND QUALITY ASSURANCE
- LIFE CYCLE HARDNESS ASSURANCE
7.2 HARDNESS TESTING APPROACHES

The test philosophy and approach adopted are dependent on many factors, some of which are:

1. Threat Scenario. The threat scenario, i.e., the range of weapon type and yields are likely targeting information, the electromagnetic environment criteria, or the test criteria in the case of subsystems and equipments, provides the necessary information to determine the environment criteria to be simulated and assists in the selection of an appropriate simulator facility or approach.

2. Test Objectives. A complete definition of the purpose of the test, i.e., component damage factor, diagnostic information for design support, hardness evaluation, system/subsystem/equipment compliance to specifications or system certification, etc., is also required.

3. System Description. A complete description of the system is necessary to establish a meaningful test program. Information required includes a complete physical description (size and configuration), operational modes, system mission, detailed technical characteristics, subsystem/equipment criticality matrix to achieve the mission, etc.

4. Test Facilities. A knowledge of test facilities, both laboratory and field, is essential in establishing a test program. The availability, applicability, performance, etc., must be determined.

5. Logistics. In addition to the technical requirements, many logistics factors must be considered. These include costs associated with the test facility and fielding of the unit under test, scheduling of the test facility, test system availability, manpower requirements, and need for ancillary support such as special fuels, safety precautions, etc.

These factors are all part of the Hardness Test Plan. They must be spelled out in detail. Several hardness test plans are usually required to satisfy the overall Nuclear Validation Program even if only a single contractor is involved. Overall hardness assurance requires both analysis and test efforts throughout the design, development, test and evaluation phases of a program. Different approaches, techniques, procedures, facilities and instrumentation are required depending on the objectives of the specific test plan under consideration.

Simulation Requirements

While it is desirable to test a system or portion of a system under actual conditions, an alternative approach is essential since this is not possible in the case of nuclear weapons effects. The alternatives are to simulate the EM fields produced by a nuclear detonation, or to simulate the coupled voltages and currents existing at the equipment terminals.

In order to use simulation for evaluation of a system or portion thereof, the first question that must be addressed is the required exactness of the simulation. Exact duplication of the environment, including any synergistic effects, is always a desirable goal. It must be recognized, however, that this is generally not achievable for either technical or economic reasons. Further, it must be recognized that exact duplication is not necessary to satisfy the goals of the test program.

The important consideration, if testing is to be accomplished through the simulation of the EM fields, is that system response be determined over the entire frequency spectrum of the actual EMP or the specification criteria. Shown are typical waveforms depicting the specification criteria and an idealized output from an EMP simulator.

The specification criteria and the simulator output time histories do not exactly agree. However, if the frequency spectrum of the two are compared, it is apparent that they are essentially equivalent, that is, they have the same spectrum with minor differences appearing in the spectral energy density. These minor differences can be accounted for in the data reduction and analysis phase of the test program.
Test Concepts

Simulation of an EMP criteria does not define a testing concept. Selection of a test concept must consider the factors stated previously. There are seven basic concepts which should be considered. These are:

1. Actual EMP Environment
2. Threat Criteria Simulation
3. Sub-criteria Coupling/Criteria Level Injection
4. Sub-criteria Coupling/Analysis/Laboratory Injection
5. Low Level Coupling/Analysis/Laboratory Injection
6. Analysis/Laboratory Injection
7. Scale Modeling

Actual EMP Environment

Exposure of the system to the actual EMP environment appears, at first glance, to be the ultimate choice. Testing of this type has been denied as a result of the Atmospheric Test Ban Treaty. Even if there was no test ban, all threats as outlined in the threat scenario and all operating modes and configurations of the system were to be evaluated, the cost would be prohibitive. If only limited portions of the scenario were evaluated, analysis would be required to extend the test results to other situations. This form of testing would provide primarily a go-no-go test with only limited diagnostic information.

Threat Criteria Simulation

Testing the system at the threat criteria simulation requires simulation of the actual EMP environment in terms of amplitude, time, and geometrical effects over the entire volume of the system to be tested. The system hardness evaluation is observed directly by the observed upset or damage or lack of system degradation. The margin of safety can be determined by exceeding the criteria level until damage or upset occurs. It should be noted that available simulators provide criteria level environments only over limited volumes.

This concept is simple and direct and may include such possible problems as nonlinear effects due to high amplitude fields, depending on the test configuration.

Similar considerations apply to the simulation of coupled voltages and currents at the equipment terminals. Most systems are of complex geometry. While in an idealistic view, the terminal voltages and currents will be a damped sinusoid at the resonant frequency of the coupling structure, this is rarely realized in the actual case. The systems, and consequently the coupling structures being complex, may contain several resonances resulting in a superposition of a number of damped sinusoid responses. Again, from a technical or economic viewpoint, duplication of the actual response may not be feasible. The alternative is to excite the system at several discrete frequencies and measure the response and combine the results through analysis.
For comprehensive threat-level testing, the following requirements must be satisfied:

1. The orientation and direction of propagation for both the magnetic and electric fields must be simulated.

2. The time histories or spectra of both fields must be simulated.

3. The peak magnitudes of the fields must exceed criteria magnitude by the wanted margin of safety for EMP hardness, at least 20 dB and maybe more. Also, the relative magnitudes of magnetic and electric fields must simulate the criteria, i.e., the impedance of the field must be maintained. Specified criteria fields are not always radiated fields and, therefore, are not related by the free space impedance, such as source region fields.

4. The simulated electric and magnetic fields must be provided over a volume larger than the volume of the system to be tested.

5. The simulation must provide all possible criteria that may be imposed upon the system. If only one criteria is simulated, then the system is known to be hard to only that one condition. The relative location of the system with respect to the burst will determine the angle-of-arrival and polarization of the field. All angles-of-arrival and polarizations must be considered to ensure system hardness to all threats.

For criteria-level testing, the operational modes of the system must be well understood to guarantee that the simulated field was imposed at the most susceptible time to cause upset or damage. Without some other additional information on system susceptibility, the simulated criteria will have to be imposed for each and every operational mode. The same is true for each and every possible system configuration.

### System

- **Operational modes**
- **Configurations**
- **Availability**

The generation of high amplitude fields (10's of kV/m) requires the use of extremely high voltage (several megavolts) transient energy sources and efficient, large scale illuminators. This usually dictates that these tests be performed on a single shot basis with several minutes to several hours between shots depending on the complexity and reliability of the pulse source, system under test, and test instrumentation.

#### Sub-Criteria Level Coupling Testing

Sub-criteria level coupling testing requires simulating the criteria field waveform, angles-of-arrival and polarizations but at less than the criterial amplitude. It provides the coupling response of the system under test.

This concept is advantageous over criteria level testing in that it eliminates possible personnel hazards, reduces instrumentation problems and improves shot recycle time. Also, danger of system damage is reduced or eliminated. It simplifies illumination of larger working volumes since much lower energy densities are involved. The same generic types of transient energy sources (possibly at lower levels) and illuminators are often employed.

The system response is monitored at selected points in the system in terms of the voltage and/or current. Since
lower than criteria levels of fields are utilized, these voltages and currents must be analytically scaled to criteria levels to determine system effects. This scaling usually assumes linearity within the system. This is the major disadvantage of this form of testing in that any nonlinear devices (such as spark gaps, etc.) are not exercised or evaluated.

Another disadvantage of this test concept is a loss of measurement sensitivity due to the lower level fields employed.

Sub-criteria level coupling tests can also be performed using repetitive pulse test sources. Repetitive-pulse testing involves exciting the system with a free-running train of pulses having the approximate shape of the environmental pulse, but of reduced amplitude and a repetition rate of 10 to 100 pulses per second. The excitation levels used are sufficiently low to prevent checksonal hazards due to the fields are minimized (i.e., sensor and recorder connections and adjustments can be made without shock hazard).

Repetitive-pulse testing has the advantages of flexibility and rapidity with which data can be acquired. Because the excitation is applied on a repetitive basis for extended time, the system may be probed to locate areas of unusually large response and to ferret out the sources of unexpected responses. Locating and evaluating such responses are the most important results of a susceptibility test program. Such probing, sometimes referred to as "point-of-entry" testing, can be conducted in one part of the system while formal preplanned measurements are being conducted in several other parts of the system, since operators of the various measurements systems may work independently at their own speed. In single-shot experiments, on the other hand, all measurement systems must operate at the speed of the slowest system, since all measurement systems must be readied before the shot is fired. Utilization of measurement equipment and operating personnel is, therefore, much more efficient because of this flexibility afforded by a repetitive pulse test.

In addition to the increased data rate and probing flexibility permitted by the repetitive pulse approach, the quality of the data is greatly improved. In the single-shot tests, the oscilloscope operator must guess at the sensitivity and sweep speeds (and occasionally the beam intensity and graticule lighting) to use initially and make corrections on succeeding shots until the desired trace is obtained. In repetitive pulse testing, the operator can see the trace and make all these adjustments before he records the trace on film. Thus, the probability that a particular film exposure will provide a usable record of system response is much higher in repetitive pulse testing. Furthermore, the losses accompanying misfires, false triggers, and missed triggers are greatly reduced.

Another important advantage of repetitive pulse testing accrues as a result of the ease with which the measuring equipment may be debugged. Because the repetitive pulse response is available "continuously," it is easy to perform quality checks on the instrumentation—such as disconnecting the sensor to determine whether the observed response is a system response or spurious pickup in the measuring equipment, reversing the sensor connection to determine that the response reverses, experimenting with equipment location and orientation, and investigating the influence of equipment ground and power connections. Such checks are extremely time consuming when conducted on a single-shot basis and are often overlooked until thorough analysis of the data suggests the necessity of investigating the quality of the measurements. With the repetitive pulse system, however, these checks can be made quite thoroughly and relatively quickly. In addition, because the same sensing and recording equipment is normally used for both the low-level repetitive pulse and the full-scale single-shot tests, the debugging done with the repetitive pulse need not be repeated for the single-shot testing.

Complementing these important technical advantages is a cost advantage over and above the operating economy related to the more efficient use of personnel and equipment. Because the repetitive pulse system operates on a lower voltage than the full-scale, single-shot system, the cost of the high-voltage power supplies, high-voltage switch, storage capacitors (or lines), and illuminator (e.g., parallel-plate transmission line or antenna) will be significantly lower. Where it is in some cases approaching the limit of the state-of-the-art to produce switches, storage units, and structures to operate at voltages in excess of several megavolts, such components are readily available for use at 100 kV or less.

<table>
<thead>
<tr>
<th>Advantages of Repetitive Pulse Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous Probing</td>
</tr>
<tr>
<td>Ease of Attaining Data</td>
</tr>
<tr>
<td>Validity of Data</td>
</tr>
<tr>
<td>Cost</td>
</tr>
</tbody>
</table>
Low-level repetitive pulse testing has several limitations. The most important of these is the limited ability to detect very small system responses with the lower excitation levels. This limitation can be circumvented (with additional measuring equipment) by using signal-averaging techniques to measure very small responses. However, the use of such techniques eliminates many of the important advantages of the repetitive pulse method since in signal-averaging techniques, the oscilloscope operator cannot see the trace until the averaging has been done over many cycles. Thus, the operator must make "blind" settings much the same as in single-shot testing. Also, because considerable averaging time is required to obtain an acceptable trace, the data rate is much lower when signal averaging is required (although perhaps still higher than with single-shot testing).

Sub-criteria level testing is intended to use simulation of the threat EMP time history and, with simpler linear extrapolation, determine the effects at threat magnitude. The assumption of system linearity is not easily circumvented except by a criteria level test with measurements that are easily compared to extrapolated sub-criteria measurements. Indeed, because one cannot be certain that the system will not be upset by the threat-level environmental pulse unless the system is tested with such a pulse, the final test must always be a criteria-level test. Testing is generally more efficient, however, if criteria-level testing is limited to the final phase in which modifications necessary to prevent upsets are tested. The bulk of the testing required to locate upset signal entry paths and coupling mechanisms and to test the effectiveness of proposed modifications can be conducted more efficiently at low levels with repetitive-pulse techniques.

Simulation of the EMP threat time history, field orientation, angle-of-arrival, polarization and direction of propagation are as necessary for repetitive pulse testing as for threat-level testing. If the test fields differ in any manner from the threat fields, then additional extrapolation is required to determine the effects of threat fields.

**Weaknesses**

- Sensitivity limitations
- Extrapolation to threat criteria
- Some threat simulation still necessary

**Low Level Coupling Testing**

Alternatives to subcriteria level coupling testing are low level coupling techniques. Two techniques which may be used utilize field illuminators with pulse sources which do not simulate the threat may be used. These techniques are EMP time history and, with simpler linear extrapolation, determine the effects of threat magnitude. The assumption of system linearity is not easily circumvented except by a criteria level test with measurements that are easily compared to extrapolated sub-criteria measurements.

The use of non-representative pulse sources requires that the spectrum of the pulse source contain all the significant frequencies associated with the actual EMP waveform. Such pulse sources must have fast rise times and wave shape characteristics to provide both the high and low frequency content of the desired spectrum. One generator of this type is a Delta Function generator. This pulse source has extremely fast rise time and very short (impulse) duration. The spectrum of such a pulse is essentially a uniform spectral energy density.

The major disadvantage of this approach is sensitivity. Since the spectrum is so widely spread, the spectral density is quite low even for very high voltage sources. This limits the use, assuming state-of-the-art technology of measurement instrumentation, to systems with high coupling efficiency or low isolation. A second disadvantage is, like sub-criteria level testing, it requires linear amplitude extrapolation to criteria levels over the entire frequency domain.
CW Testing

Testing with CW involves exciting the system with a single frequency (a spectral line) and measuring the coupling response of the system (magnitude and phase) at this frequency. This can be repeated at a sufficient number of frequencies over a broad frequency range to define the system transfer function (ratio of system response to exciting signal). This transfer function can then be used with the environmental pulse spectrum or any arbitrary source pulse spectrum to compute the pulse response of the system.

There are several advantages inherent in CW system testing. Measurement of the system transfer function (magnitude and phase) gives a complete description of the system response, provided the system is linear and sufficient measurements are made to define adequately the transfer function throughout the frequency range of interest. Utilizing Fourier transform techniques, the frequency range of interest and the number of test frequencies can be determined for the pulse shape specified.

Transfer functions defined for horizontal and vertical polarization can be used to determine the threat response for any arbitrary polarization.

The line spectrum of a transmitted CW signal permits the use of a narrowband receiver or tuned voltmeter to measure system response. Interfering signals outside the receiver passband, whether generated or external to the system, are easily rejected. This feature is significant for measurements conducted in a high-noise environment, such as a weapon system with generators and power supplies running. For a given source power, the signal-to-noise ratio in a narrowband system can be much higher than in a broadband system with the same power. This results in a large dynamic range for CW testing with fairly moderate exciting power.

CW testing is extremely well suited to extended probing to locate an energy-coupling mechanism. A single-frequency magnitude comparison can be made quickly between circuitry points, or at a single point with external system cabling connected or disconnected. Where several frequencies are used, this CW technique is effective in determining system attenuation or the effects of filtering or hardening modifications over the frequency range sampled. This probing technique is similar to that discussed for repetitive pulse testing and is similarly well suited for field application.

Analysis of coupling in the frequency domain facilitates development of LPN network models to represent EMP source and black box transfer functions. Once the system has been reduced to lumped components, a multitude of time and frequency domain network, analysis programs, such as SCEPTRE, NET-2 and TRAFFIC, are available to perform extrapolation to the threat criteria.

Use of Frequency to Define Time Response

- Defines response for all threats
- Sensitivity and dynamic range
- Rapid system evaluation
- Some analytical efforts are easier in the frequency domain

There are several CW testing requirements that must be satisfied to conduct successful transfer function measurements. These are:

1. Definition of a transfer function requires phase measurements as well as amplitude measurements.

2. Time is required to obtain data at many frequencies. This time can reduce data acquisition to times similar to criteria-level testing.

3. The number of frequency samples required to produce transfer functions is a function of the bandwidth of the pulse spectrum which is related to pulse rise time and duration. The number of samples required may be as high as 500 to 1000 to define a transfer function that contains significant variation over three decades, and possibly 10 times as many frequencies may be needed if very high resonant behavior is expected, such as receiver responses. A typical strip chart recording of both amplitude and phase data is presented.

4. Data obtained in the field must be machine processed to interpret the effects at criteria level. Simple extrapolation does not give answers, except as noted, when probing at a fixed frequency. However, if the testing is being done in support of analysis of coupling, or verification of models (equivalent cir-
cults), it is possible to record transfer functions in real time. It is still necessary to execute extensive calculations, which may be performed best by machine, to make any comparisons in the time domain.

5. CW testing, like repetitive-pulse testing, assumes that extrapolation to threat magnitude can be done linearly.

### CW Testing

**Requirements and Limitations**

- Amplitude and phase
- Number of frequencies
- Time
- Data processing
- Linearity assumption

### Scale Modeling

In many cases, it is not practical to test the entire system for either technical or economic reasons. One alternative is to scale model the system as has been done by antenna designers for years with good agreement (generally within +6 dB). Some of the reasons for resorting to scale models are:

1. Simulation test facilities are not available.
2. Equipments are not available, especially during design/breadboard phases.
3. The system to be tested is very large, a VLF station, for example, cannot be placed in available simulators or moved to them.
4. Dedication costs, such as testing a shipboard system in situ where the ship would have to be dedicated for the full duration of the tests, are high.

### Laboratory Testing

Testing as discussed so far has implied testing the entire system or subsystem in an EMP-simulated electromagnetic environment. This method of overall testing of all portions of the hardness problem is very desirable. However, other forms of testing can be effectively used in an EMP hardness program. These are generally laboratory-type tests and consist of scale model tests, cable driving, determination of component damage and circuit upset thresholds, shielding tests, and stationary field tests.

### Laboratory Tests

- Scale model tests
- Cable driving
- Component damage
- Shielding
- Stationary field

Some of the benefits which accrue from scale model testing in the laboratory are:

1. Sensor locations can be determined prior to full-scale testing.
2. Design modifications or cable routing could be evaluated prior to incorporation on full-scale systems.
3. Worst and best-case conditions for EM angle-of-arrival and polarization could be determined.
4. Analysis can be validated by performing the analysis using the scale model parameters.
It must be recognized that, because of the difficulty in introducing minute openings or poor bonds into models, and since these often control interior fields, the usefulness of modeling is ordinarily limited to the measurement of external fields, voltages, and currents.

<table>
<thead>
<tr>
<th>ADVANTAGES:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• LOW COST</td>
</tr>
<tr>
<td>• CONFIRM DESIGN</td>
</tr>
<tr>
<td>• VALIDATE ANALYSIS</td>
</tr>
<tr>
<td>• DETERMINE WORST CASE THREAT</td>
</tr>
<tr>
<td>• AID IN SENSOR PLACEMENT</td>
</tr>
<tr>
<td>• EVALUATE DESIGN MODIFICATIONS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DISADVANTAGES:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• EXTERNAL FIELDS, CURRENTS, VOLTAGES ONLY</td>
</tr>
<tr>
<td>• ALL EFFECTS NOT INCLUDED</td>
</tr>
</tbody>
</table>

In general, the same test techniques as for full-scale tests apply to scaled models. The test sources and illuminators as well as the scale model of the systems must satisfy certain general relationships. These relationships are shown in the following figure. One important consideration in the scale model is that it is not always feasible to scale conductivity of the enclosure. In order to reduce losses, since the frequency is scaled up, one alternative is to scale the conductivity/wall-thickness product ($\sigma_t = \sigma_{t_{a}}$).

### General Relationships

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Symbol</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Size</td>
<td>$D_a$</td>
<td>$D_a$</td>
</tr>
<tr>
<td>Frequency</td>
<td>$\omega_a$</td>
<td>$\omega_a$</td>
</tr>
<tr>
<td>Conductivity</td>
<td>$\sigma_a$</td>
<td>$\sigma_a$</td>
</tr>
<tr>
<td>Permittivity</td>
<td>$\varepsilon_a$</td>
<td>$\varepsilon_a$</td>
</tr>
<tr>
<td>Permeability</td>
<td>$\mu_a$</td>
<td>$\mu_a$</td>
</tr>
<tr>
<td>Wavelength</td>
<td>$\lambda_a$</td>
<td>$\lambda_a$</td>
</tr>
<tr>
<td>Propagation Loss</td>
<td>$\alpha_a$</td>
<td>$\alpha_a$</td>
</tr>
<tr>
<td>Propagation Phase</td>
<td>$\beta_a$</td>
<td>$\beta_a$</td>
</tr>
</tbody>
</table>

**Direct Injection Testing**

Current and/or voltage waveforms can be directly injected into the system cables or equipment terminals to determine upset/damage levels or the transfer function response of the system. The system configuration and test objectives will determine the required characteristics of the driving source.

Sub-criteria level and low level coupling tests can be combined with criteria level injection tests to evaluate system degradation effects. These tests involve injecting the waveforms monitored during low level field tests with amplitudes scaled to criteria levels. It is very difficult and costly to generate the complex waveforms often observed, especially at the criteria levels. An alternative, mentioned previously, is to generate a series of discrete frequency waveforms one at a time which cover the frequency spectra of the measured waveforms. To select the proper frequencies and waveform amplitudes usually requires careful analysis.

Transfer function measurements can be performed using either CW or pulse type sources. Pulse sources must have a frequency spectrum consistent with the anticipated or measured spectrum of the energy coupled to the system. CW sources, being discrete spectral line sources, must be available over the same spectrum. These pulse and CW sources are usually much less costly than coupling sources because this technique uses a small source tightly coupled to one port rather than a large source loosely coupled to the entire system.

Direct injection testing has the advantage that one or more ports can be studied singularly or in any combination. It is particularly useful when components or circuits must be subjected to transient voltages or currents to determine their damage thresholds and failure points.

The main disadvantage associated with direct injection testing is that the actual free field coupling to the total system cannot be simulated. Correctly phasing and shaping the pulses for a multiport injection system can be very difficult. Also, depending on the point of injection, any nonlinear effects may or may not be resolved.

**Component Damage Testing**

Components or circuits, both operational or in the breadboard stages, can be subjected to large voltages and currents to determine their damage or upset thresholds. The components which should
be subjected to damage testing are those that normally would terminate long cable runs or antenna input cables.

Component damage tests provide a data base for use in predicting potential problem areas for both existing systems and those in the design stages. The data base is valuable as an aid in selecting components for use in new systems.

Based on component failure or circuit upset level, the amount of protection required to harden the system can also be specified for the postulated threat.

<table>
<thead>
<tr>
<th>Component Damage and Circuit upset Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Establish data base</td>
</tr>
<tr>
<td>• Aid in component selection</td>
</tr>
<tr>
<td>• Establish protection requirements</td>
</tr>
</tbody>
</table>

Shielding Tests

Shielding tests are most often performed at the subsystem level. Such testing can verify construction design and can locate energy penetration points before construction is complete.

Measurement of the shielding effectiveness of a facility or enclosure when constructed can also be used for hardness surveillance over the system life cycle. Periodic measurement of the shielding effectiveness will evaluate the condition of the shield by noting changes (deterioration) with time.

Analysis

Analysis must be used in combination with any of the test concepts. At sub-criteria level, testing analysis provides for extending the test results to other environments, system configurations, and system operating modes.

Pre-test analysis is useful for determining expected signal levels at critical EMP entry points.

When sub-criteria level testing is employed to determine coupling, analysis is required to scale the measured voltages and currents to criteria levels for direct injection testing where the correct waveform or simulation thereof is employed.

When low level coupling is employed, analysis provides for interpretation of the measured coupling transfer function in terms of the EMP environment criteria. Further, analysis must be employed to relate the laboratory tests on individual equipments to the environment criteria. These levels can then be compared and the potential for damage or upset assessed.

Analysis can also be employed to predict the coupling response of the system (see Section IV). The laboratory tests and additional analysis can then be employed as in the case of low level coupling testing.

7.3 TRANSIENT ENERGY SOURCES

Transient energy sources used in EMP hardness testing vary in complexity from simple commercial laboratory pulse generators used for component testing to sophisticated multimegavolt systems used in large scale simulators for complete systems tests. Standard commercially available pulse sources will be discussed briefly to aid the user in establishing a test setup.

An introduction to the various generic types of energy sources including the storage elements, switching arrangements, and the power supplies is provided. This discussion will be slanted toward considerations of the test facility user rather than the designer.

Energy Sources for Component and Circuit Testing

Component and circuit testing generally involves direct injection of current at the component or circuit terminals. The purpose of these tests is usually to determine upset or damage thresholds. As such, only low voltage/current pulse sources are required.

There are a wide variety of pulse sources available commercially with voltage ranges from a few volts to a few hundred volts (such as the Velonex Pulse Generator) and current ranges from milliamps to several amps. These units provide for variable output voltage, rise times, pulse widths, and fall times in many cases. These units are adequate for most component and circuit testing.

If greater power is required, these units may be used in conjunction with wide band (0-220 MHz) power amplifiers to faithfully amplify the pulse and preserve the rise time. These higher power
units are usually available with select-
able output impedances for matching pur-
poses and current limiting provisions so
the amplifier will not be damaged by fail-
ure tests where the failure may be mani-
fest as a short circuit. Typical ampli-
fiers which are available have 100 watt
CW/400 watt pulse and 1 Kw CW/4Kw pulse
capability.

High-Level Energy Sources - Basic Energy
Sources

The basic elements of an energy source
for use with an EMP simulator or direct
injection pulser are contained in a capac-
itive discharge pulser as illustrated.

The source consists of a high volt-
age power supply, a storage element (capac-
tor), a current limiting charge resistor,
and a switch for connecting the storage
element to the load which can be a radiat-
ing structure, a bounded wave structure or
the terminals of a subsystem under test.
The decay time of the load voltage is de-
termined by the storage capacitance value
and the load impedance (resistance). The
rise time of the applied voltage is con-
trolled by the spark gap characteristics.
Thus, the load, if resistive, will see a
transient with a rapid exponential rise
and a longer exponential decay. The charg-
ing rate is controlled by the storage
capacitance, charging resistor, and current
capability of the power supply. Normally,
the storage capacitance is selected to
give the desired transient decay time,
and the charging resistor is selected for the
desired pulse repetition rate.

The capacitor discharge pulser can
be represented by the simple RLC circuit
shown. The storage capacitor C is charged
to an initial voltage \( V_0 \) and the switch
is closed at \( t = 0 \) to discharge the capac-
tor into the load shown as a resistor \( R \).
The series inductance \( L \) may be the equiva-

dent inductance of the capacitor and its
connecting wiring or it may be a deliber-
ately added inductance chosen to obtain
a desired pulse rise time.
The pulse shapes and their spectral content differ for the two types of storage elements. The ideal charged transmission line matched to the load produces a rectangular pulse of width $\tau$, while the lumped-capacitance source produced an exponentially decaying pulse of the time constant $\tau$. The rectangular pulse from the transmission line has zeros at frequencies determined by the pulse width ($1/2\tau$), whereas the exponential pulse from the lumped-capacitance source contains no finite zeros in its spectrum. Because a real transmission line does not produce a perfectly rectangular pulse, the zeros of the ideal pulse spectrum will become minimal in a real pulse spectrum. Nevertheless, if a critical circuit or element is resonant at one of the null frequencies, it may not be excited sufficiently to produce the desired response one should acquire for the test.

Noninductive capacitance at high voltages is difficult to obtain. The addition of an inductance to form an RLC network can be used to modify the coaxial line transient shape as shown here. The notch, expanded in the righthand waveform, is caused by the finite rise time restriction in the LC circuit. This notch can be smoothened by using more than one coaxial line and using slightly different line lengths.

The charged transmission line can be used to produce a damped oscillatory waveform if the line is open circuited at one end ($R_s \gg Z_0$) and its characteristic impedance is greater than the load impedance ($R_L < Z_0$). As illustrated, the waveform begins as a square wave oscillation and decays into approximately a sinusoidal wave after propagating a few round trips on the line.

The square pulse that is inherent in the coaxial line storage system can be modified to improve the spectral content. With negligible inductance in the circuit, the storage capacitor energy dumped into the coaxial line produces a square pulse as is shown here. The resistance $Z_o$ in series with $C$ prevents the capacitor from presenting the line with a high-frequency short that would cause an additional transient at four times the line length.

Marx Generator

Generators are readily available which will produce voltages up to the ten's of kilovolts range. Larger voltages (megavolts) are obtainable by using special capacitor charging schemes. In a Marx generator, a bank of capacitors is charged in parallel. When the switches are closed,
the capacitors are discharged in series. The series multiple gaps and their
in-ductances limit the discharge rise time as discussed earlier.

Marx generator design has been improved so that these generators can be
operated to produce waveforms with nano-second rise times. The principle of oper-
ation of the Marx generator can be seen from the circuit diagram illustrated.

Each capacitor in the capacitor stack is charged to the dc power supply
voltage ($V_0$) through the resistors alongside the capacitor stack. To erect the
Marx generator, the switch at the bottom of the stack is closed to connect the
bottom two capacitors in series, causing the voltage across the next switch to in-
crease momentarily to well above its breakdown threshold. The second switch
thus closes and overvoltages the third switch, and so on until all the switches
are closed and the capacitors are connected in series. Thus, for $N$ stages of capac-
itos charged to an initial voltage $V_0$, theoretically a peak voltage of $N V_0$ can
be obtained.

LC Inversion Generator

An alternate method of voltage enhancement is an LC inversion generator.
Here, two charging capacitors are charged with opposing polarities. When the in-
version switch is closed, the voltage on the lower capacitor will vary sinusoidally
at a frequency determined by the LC cir-
cuit. When this voltage has reversed
polarity, the voltage at the output is
twice the charging voltage. Multiple
sections of this generator can be placed
in series to fire a single gap to the load.
The ringing effect in the LC inversion
generator is undesirable for some appli-
cations.

The time required to discharge such
a generator is dependent on the stack
length (number of stages), ionization
times, gap inductance and load impedance
of the gaps, etc. For megavolt range
pulsers, rise times on the order of micro-
seconds are typical.

Fast erection of the stack is ob-
tained by triggering the spark gap switches
and reducing the size and inductance of
the stack by developing high energy den-
sity capacitors and special packaging
concepts. A typical Marx generator self-
triggering erection scheme is illustrated
below (the dc charging circuits
have been left off to emphasize the trans-
ient circuit).
Van de Graaff Generator

Another high voltage supply which has been used is the Van de Graaff generator. Supplies of this type are capable of generating extremely high voltages. Generally, since these generators utilize static charge transfer, the charging time is quite long. Supplies of this type find their main usage in criteria-level simulation of the single-shot type since charging times are too long to be utilized in a repetitive pulse type simulator where several pulses per second are desired.

Peaking and Transfer Capacitors

High-voltage generators that produce voltages in the megavolt range are physically large and usually contain too much inductance to deliver waveforms in the 1 to 10 ns range directly to the load. Consequently, some means of reducing the rise time of the pulse delivered to the load must be incorporated into the high voltage, fast rise time machines. The schemes commonly used for reducing the rise time of the waveform delivered to the load incorporate transfer or peaking capacitors at the output of the generators.

The peaking capacitor is a low value (compared to the erected stack capacitance), high-voltage, low-inductance capacitor that is capable of storing enough energy from the generator to allow the current to build up to the level required by the load. When the generator current has built up, the load is connected and the current is transferred to the load.

The peaking capacitor circuit is shown schematically, where $C_m$ and $L_m$ are the capacitance of the capacitor bank in the high voltage generator, $C_p$ is the peaking capacitor and $R_L$ is the load resistance.

If $V_o$ is the peak voltage of the high voltage generator, the peak current in the load (for a zero rise time pulse) is $V_o/R_L$. The value of $V_o$ is chosen so that when the voltage across it reaches $V_o$, after switch $S_1$ is closed, the current through it is $V_o/R_L$. At this time, switch $S_2$ is closed and the voltage across, and the current through the load immediately become $V_o$ and $V_o/R_L$, respectively. Because the capacitance $C_p$, $R_L$, and the interconnecting conductors contain some inductance, the rise times of the voltage are greater than zero in practice; however, for the purpose of illustrating the principles employed, this stray inductance was neglected.

The advantage of the peaking capacitance method is that it permits a fairly small, high-quality (low inductance) capacitance to be used to form the leading edge of the pulse, with the primary energy storage remaining in the high-voltage generator.

The circuit for a transfer capacitor is identical to that for a peaking capacitor. The difference between the two is that only a portion of the source energy is temporarily stored in a peaking capacitor, while all of the source energy is temporarily stored in a transfer capacitor. The transfer capacitor must be a low inductance device if fast rise times are to be achieved. Because the energy is only stored temporarily, however, leaky high-energy density dielectrics, such as water, can be used to make compact, low inductance transfer capacitors.

Transfer capacitors are used primarily in short-pulse systems in which the total stored energy is relatively small. Their advantage, compared to peaking capacitors, is that they can be used with load impedances that are neither constant, resistive, nor necessarily well defined.
Switches

The switch inductance is the final limiting factor on rise time. The switch design is quite complex. A simple gap in air will fire when the voltage gradient reaches 20 kV/m at 1 atmosphere pressure. This arc will have a length and current that determine its inductance. The arc length (electrode spacing) can be reduced by pressurizing the switch and proper selection of the gas or gas mixture.

Spark-gap switches are often triggered to control the firing time. Two techniques are used. A laser can be used to produce ionization in the gap, or a pulse can be applied to a third electrode in the gap to initiate breakdown. This latter method adds additional circuitry into the active part of the system that must be included in the pulser design.

CW Energy Sources

The elements of a CW energy source are shown here. CW frequencies are selected from a stable source, amplified, in this case by a broadband amplifier, and matched to the radiating element. An alternate method is to use a tuned amplifier as the power amplifier. Generally, commercial equipment is available for CW energies.

Trigger Electrode

MID-PLANE TRIGGER

7.4 ELECTROMAGNETIC PULSE FIELD SIMULATION

The EMP environment is usually defined as an electromagnetic plane wave propagating in free space. While it is not possible to exactly duplicate this environment, illuminating structures can be built which provide a good simulation of the environment over a large enough volume to obtain a valid assessment of a system.

There are two basic types of simulators commonly encountered in EMP testing. These two types are bounded wave or transmission line structures, and radiating
antenna (monopole or dipole) structures. Other types of simulators are usually variations of these two basic types.

Bounded Wave Simulator

One efficient, broad bandwidth illuminator that is commonly used and is simple to construct is a transmission line simulator. This illuminator is a bounded-wave structure that is based upon a strip-line transmission line.

The principle of operation of a transmission line EMP simulator is to guide an electromagnetic wave across a test object situated between the two metallic surfaces of a transmission line. The essential elements of this simulator include an energy source, transition sections, a working volume, and a termination. An electromagnetic wave is generated by the pulse being applied to the transmission line and allowed to propagate to the terminal end. To provide the connection to the pulser and termination, transition sections of constant impedance are utilized. The cross-sectional dimensions of the working volume (i.e., the separation and plate width of the parallel metallic surfaces) must be large enough to provide a specified degree of field uniformity over the test object. A termination is provided to prevent the reflection of the guided wave back into the working volume. This termination is generally achieved by means of a transition section that guides the wave to a geometrically small resistive load whose impedance is equal to the characteristic impedance of the transmission line structure. Thus, for a transmission line simulator, most of the available energy is confined or bound to the space within the line so that large-magnitude fields are easily attainable.

Bounded wave (transmission line) simulators are generally capable of generating EM fields at the EMP specification criteria level. The wave impedance in the simulator is that of free space (377 Ω). Their principle application is for missiles and aircraft in flight since ground effects are not present in these simulators. Also, they have limited interaction volumes, produce only a single polarization (normally vertical), and single angle of arrival. Different polarizations and angles of arrival are achieved by rotating the system under test which again places a restriction on system size that can be conveniently handled.

Let us consider some of the characteristics of transmission line simulators by an example. Shown is a transmission line with a 15 m x 24 m x 12 m high working volume. The line is over a flat ground plane and has transition sections that are 50 m long.

The impedance of the transmission line is a function of the width-to-height ratio which is constant from source to termination.

For an upper plate width of 2a at a height h above a perfect ground plane, the line impedance varies from 180 ohms for a/h = 0.2 to 40 ohms for a/h = 3.5. For our example, if the ground plane is a perfect conductor and the working volume has a ratio of a/h = 1, the impedance of the line would be 89 ohms.

This impedance is for infinite width of the perfect ground plane.
As the width of the lower plate is decreased, the line impedance will increase. Shown is an impedance parameter, \( Z' \), that is proportional to line impedance, \( Z \), and upper plate width-to-height ratio, \( a/h \). As the width of the lower plate \( d \) is decreased for any \( a/h \) ratio, \( Z' \) shows an increase.

For our example with \( a/h = 1 \), as the width of the lower plate \( w \) is reduced to the width of the upper plate \( w/a = 1 \), the line impedance will increase from 89 ohms to 116 ohms. If we were to construct our example line with lower plate width twice the upper plate width \( w/a = 2 \), then the line impedance would be 97 ohms. However, since the earth, which is a conductor, extends beyond the lower plate width, the actual impedance would be less than the indicated 97 ohms. For the presence of a real earth to have negligible effect, the lower plate should be four times the width of the upper plate.

The electromagnetic field orientation and relative magnitudes for a strip-line transmission line can be displayed by a plot of equipotential lines and field lines. The equipotential lines show the magnetic field orientation, and their spacing relates to the electric field magnitude (volts per meter). The field lines on the plot show the electric field orientation, and their spacing relates to the magnetic field magnitude (amps per meter). The electric and magnetic fields are related by the wave impedance which is the free-space impedance of 120\(\pi\) or 377 ohms.

For our example where \( a/h = 1 \) (\( Z = 178 \) ohms which is not the wave impedance), the field is essentially uniform under most of the volume covered by the upper plate.
the 360-ohm line shown, a/h = 0.2, the electric field magnitude just below the upper plate is about 2.8 times the field directly below at the lower plate.

The fields within the working volume have been defined. These fields are essentially a TEM mode. For frequencies higher than the frequency at which the plate spacing, h, is half wavelength, it is possible to maintain higher order modes. However, since the wave is launched at a narrow plate spacing at the beginning of the transition section, only the lowest order transverse mode is launched. This mode travels down the transmission line and is not altered unless some discontinuity converts energy to the higher-order modes.

The magnitude of the field is a function of the applied voltage, \( V_0 \), and plate spacing, \( h \). Thus, in the working volume the electric field is \( V_0/h \) v/m. The magnetic field is \( V_0/n_0 \), where \( n_0 \) is the free-space impedance (377 ohms). Within the source transition the electric field is \( V_0/l_1/h \), where \( l_1 \) is the length of the transition and \( l \) is the distance from the source. The fields in the termination transition are similar. The maximum fields are generated at the source and termination.

As a/h is reduced below unity, the fields at the top center and bottom edge of the working volume relative to the field at the bottom center vary as shown.

The field distortion is greater at the top center of the working volume than at the lower edge. This is indicated by the dashed lines which show the 20% variation points. For a maximum of 20% change in field magnitude at the top, a/h must be greater than 0.7, while the same distortion limit at the edge can be met for a/h = 0.4.

The wavefront in the transition section is spherical as shown. When this wave intercepts the working volume, reflections occur that will cause the field at B to be distorted. Fields at A should be a reproduction of the source signal.
The accompanying figure shows two measured waveforms for a step input to the Alesco transmission line. At A the undistorted waveform. At B the reflected (and delayed) wave causes a distortion of the rise of the wave and alters the maximum amplitude.

It is desirable that the field in the working volume be a plane wave as indicated by the dashed line. However, the wave from the transition section is spherical which means that the time of arrival of the waveform at the top and bottom surfaces differs by \( \Delta t \). The wave appears "tilted." For our example line with a height of 12 meters and a transition length of 50 meters, the time \( \Delta t \) is 5 nsec.

The wave tilt (\( \Delta t \)) is a measure of the time involved in going from the spherical wave to a plane wave in the working volume and is representative of the rise time of the line. A similar distortion occurs when the spherical wave intercepts the discontinuity at the beginning of the working volume at the edges of the upper plate.

The distortion at the mating of the transition section and working volume can be reduced by increasing the length of the transition section.

For the same length transition section, the spherical tilt is reduced. This improvement occurs even when the transition angle, \( \theta \), is held constant as indicated.

Multiple feeds force the spherical and plane wavefronts to be identical at the edges of the transition sections.

So far we have discussed a transmission line that is made of solid conducting plates. Portions of the line can be replaced with parallel wires if the spacing between wires is small compared to the highest-frequency wavelength. This use of spaced wires causes the field within a wire spacing to be distorted and will increase the line impedance. The effect of the parallel wires can be considered as an increase (\( \Delta h \)) in the vertical spacing between solid plates. For example, if the upper plate of our example line were
made of #14 wire on 0.3 meter spacings (0.1 \lambda at 100 MHz), the increase in effective plate spacing would be 0.2 meter. For the 12-meter plate spacing in the example, the effect on the impedance would be small. For small transmission lines, the effect can be appreciable.

\[ \Delta h = \frac{d}{2\pi} \ln \frac{d}{2\pi r} \]

For transmission lines made of parallel wires as shown, the plates are not perfect conducting plates, and at the higher frequencies will radiate energy. This radiation will cause a loss of high-frequency content in the wave and will maintain a spherical wavefront for high frequencies within the working volume. The transmission line can be crudely likened to a vertical rhombic antenna. The length of the line does not affect radiation from the line as long as the length is long compared to the height. However, as \( \lambda/4 \) approaches the plate spacing, the line will start to radiate as a vertical rhombic. For our example, a line with a plate spacing of 12 meters, frequencies above about 6 MHz will radiate, affecting high frequencies in the line.

Transmission lines can also be used to create horizontal electric fields by erecting the plates vertically. Shown here is a concept that permits easy access to the work area. The work area is at the end of the source transition. The line termination is approximated by allowing the transmission line impedance to increase toward the free-space impedance of 377 \( \Omega \).

The field distribution within a horizontal transmission line is altered by the presence of the ground boundary on one side of the line. Shown are the equipotential lines with and without the presence of a perfect ground plane. The presence of the ground greatly alters the field orientation.

This orientation can be improved by the use of wires to alter the field distribution. Shown is the effect of two wires at one-half plate potential. More complex configurations can make additional improvements.
So far we have discussed the fields within a bounded structure (transmission line) without any conducting material (equipment) in the line. If the line dimensions are large compared to the equipment dimensions, then the field distortions caused by the equipment will have little effect on the fields created by the line. However, as is more often the case, the transmission line is made just big enough to contain the maximum dimension of the equipment being tested.

Placing a test object in the working volume can reflect and distort the incident wave. Large reflections directed back into the pulser might be objectionable if they either exceed the reverse voltage rating of the pulser or re-reflect from the pulser back into the working volume.

There will also be a certain amount of distortion in the vicinity of a metallic test object illuminated by a radiated plane wave. Providing the differences in field distortion between radiated plane wave illumination and a wave guided by a transmission line simulator whose cross-sectional dimensions are not significantly different from that of the test object are small, the use of the transmission line simulator is acceptable.

A conductor in a transmission line will alter the field structure in the line. Shown is a transmission line with an infinite cylinder that is 0.6h in diameter (d/h = 0.6). The equipotential lines can be seen to bunch between the cylinder and plates and are spread either side of the cylinder. The field at the upper plate (A in the figure) is enhanced to 2.28 times the undisturbed field in the line. At points B and C the field is 0.74 and 0.99 the undisturbed field, respectively.

The field disturbance due to the cylinder for various d/h ratios is shown here. The maximum disturbance occurs at A. The fields at B near the cylinder are less altered. This enhancement of the field between the cylinder and plates effectively increases the transmission line capacitance and thus alters the line impedance. For a line with a d/h = 0.6 cylinder, the incremental line admittance is altered by 20%.

This loading reduces the peak current at the center of the cylinder as shown here. The reduction is less than 10% for d/h ratios less than 0.6.
The effect of a large object in a transmission line can be illustrated by the example shown here. Modeled is a transmission line constructed over a large rectangular building of height $b$. The transmission line width is the width of the building, and the building length fills the working volume. Shown are the relative magnetic fields for a step input to the line. For a building-to-line height ratio $b/h = 0.83$, the field at the front face and over the building is enhanced with high frequencies, while the high frequencies are attenuated at the back face. For a $b/h$ ratio of 0.57 all fields are a fairly good reproduction of the incident step function.

These results can be explained using a transition section mismatched into a relatively low-impedance line formed by the upper plate and building roof. The resulting reflections give voltages on the line that result in the measured fields.

The peak magnetic field over the building indicates that, for $b/h$ ratios less than 0.6, the transmission line can produce relatively uniform fields.

### Pulsed Radiated Wave Simulator

An alternate method of subjecting a test object or system to a simulated EMP field is to use a radiating structure or antenna. A radiated-wave simulator radiates a free field which is not confined within the boundaries of the simulator structure.

An EMP-radiating simulator has several relative advantages. One is that construction is usually simpler and costs are usually less than those associated with a transmission line simulator. Another important advantage of a radiating simulator is that the space available to place test objects is not limited by the structure's dimensions. The disadvantage of such a simulator is that only a fraction of the stored energy is directed to the test object due to the relatively nondirectional radiation patterns of antennas used on existing simulators. Furthermore, there is geometrical $1/R$ attenuation of the radiated wave amplitude with distance from the source. This geometrical attenuation causes a difficult tradeoff between high field intensities that can be achieved close to the antenna versus the nearly planar field distribution over large areas that can be obtained further away from the antenna.

Pulse radiating simulators are generally of the biconic dipole or inverted conical monopole design. The dipole simulators are of the order of 1000 feet or more in length. Like the long-wire simulators, planarity over larger working volumes is obtained at the expense of field level ($1/R$ falloff). The available polarization from the dipole facilities is predominantly horizontal on the line normal to the dipole axis and through the feed point of the biconic. Angle of arrival is also variable by varying the distance from the simulator.
effects must be considered. The clear
time (time before arrival of the reflected
pulse) is a function of distance from the
antenna, decreasing as the distance in-
creases. These facilities are applicable
to ground based systems ranging from
small vehicles to building size structures
and ships. Aircraft can be tested in a
fly-by mode.

The inverted conical monopole simu-
lators are usually of the order of 100
feet high. Polarization is vertical and
angle of arrival is fixed at grazing. As
with all radiating simulators, planarity
is obtained at a sacrifice of field level.
Large working volumes can be obtained at
reduced field levels. Ground effects are
a loss of the high frequency content with
distance from the simulator. These simu-
lators are used where vertical field
coupling is of interest.

**Biconic Antenna**

The basic radiating antenna is a di-
pole. Shown is a cylindrical electric
dipole of infinite length. The radiated
field is zero in the axial direction (x)
and a maximum normal to the gap. The
magnitude of the radiated field varies as
sin θ.

The radiated field time history de-
pends on the current in the dipole ele-
ments. For a step voltage applied at the
gap, the antenna current will be a con-
stant voltage divided by the antenna
impedance. This impedance increases log-
arithmically with the axial distance (x),
causing the antenna current to decrease.
The resulting radiated field for a step
voltage applied to the antenna is a step
followed by a logarithmic decay. For an
applied voltage with a finite rise time,
the increasing antenna impedance with x
will degrade the radiated rise time.

This feature can be overcome by the
use of a biconic dipole shown here. The
biconic dipole has two cone elements with
a cone angle θ₀.

The biconic antenna impedance is a
function of θ₀ and does not vary with x.
Typically, a 140° biconic has an impedance
of 250 Ω, decreasing to 50 Ω at θ₀ = 67°.
This constant impedance with distance
along the biconic results in an antenna
current that is only dependent upon the
applied voltage.

The fields emitted from a biconic
(or dipole) have electric field compon-
ents that vary as 1/R, 1/R², and 1/R³.
The 1/R fields are the radiated fields
that are a direct function of antenna
current.
The radiated electric field from a biconic is \( E_0 (t) = \frac{6C V(t - \frac{x}{c})}{Z_a R \sin \theta} \). For \( \theta = 90^\circ \) (normal to the biconic), the radiated electric field varies as shown. The radiated magnetic field is related to the electric field \( (E_0) \) by the free-space impedance \( (E_0 = nH_0) \). This radiated field propagates from the biconic on a spherical wavefront. If the biconic antenna is long compared to the applied voltage rise time, then the rise time and peak magnitude are preserved in the radiated field.

The near-field components \( 1/R^2 \) and \( 1/R^3 \) must be considered near the biconic or dipole. The \( 1/R^2 \) component varies as the time integral of antenna current and gradually is about 20% of the \( 1/R \) components. The \( 1/R^3 \) component is even smaller. However, at distances close to the antenna, the magnitudes of the near-field components should be determined so that their contributions to the test object response can be assessed.

For applied voltages with long time durations, a biconic dipole soon becomes very large in diameter. Thus, biconic dipoles are normally used for only the rise time of a simulated EMP, thus limiting the length \( (x) \) of the biconic section.

For longer times, the biconic can be terminated in a cylindrical antenna as shown in the figure. The applied voltage rise time is radiated from the biconic section, and the later time signal is radiated from the cylindrical antenna. In this way, a pulse with a fast rise time and slow decay time (governed by the length of the cylindrical antenna) can be radiated. The applied voltage wavefront traveling along the axis will see the discontinuity in the radiated signal. This mismatch can be minimized by impedance matching the two antennas. Shown in the lower figure is an exponential match between the two antenna sections.

The length of the antenna must be long compared with the applied voltage duration so that reflections at the antenna end occur after the initial pulse duration. Thus, the radiated signal for a biconic-cylindrical antenna combination can duplicate the applied rise time and peak magnitude on the biconic section, followed by a radiated signal that depends upon the applied voltage and cylindrical antenna impedance. When this signal is reflected from the antenna ends, it will be reradiated from the cylindrical antenna. The reflected signal will follow the initial radiated pulse: i.e., if \( x/c \) is larger than the applied signal duration, then the reflected signal will be time separable from the initial signal.

Reflections at the dipole ends can be eliminated by loading the cylindrical section of the antenna. This loading, which can be continuously distributed or distributed as lumped resistors, dissipates the applied signal before the antenna ends. An alternate technique often employed is to terminate the antenna with resistive elements to ground. This approach is valid since the propagation of the low frequencies on a dipole near the earth can be treated as a transmission line over earth and terminated with the effective transmission line characteristic impedance.

### Resistive Loaded Horizontal Dipole Antenna

The biconic terminated dipole antenna described previously represents an exotic design that is capable of radiating a satisfactory simulation of a horizontally polarized EMP waveform. Such a design is required for many testing applications. However, for some applications a less complicated, easy-to-construct design may be adequate. The resistive loaded horizontal dipole shown is such a design.
The resistive loaded antenna is basically a symmetrical, horizontal dipole antenna driven by a step-function voltage source at the terminals. The resistive loading along the dipole elements attenuates the step-function as it is propagated along the elements, so that the reflection from the end of the element is small and the antenna does not ring. The radiated broadside field is thus a fast-rising pulse with a slow decay time, which is determined by the resistive loading. Because the resistive loading is lumped at intervals along the antenna elements, the rate of decay is not perfectly smooth. Furthermore, because the spark gap does not become conductive instantaneously, the applied voltage has a finite rise time that depends on the applied voltage rise time and the impedance characteristics of the first cylindrical section of the antenna.

Long wire dipole simulators are typically sub-criteria level simulators. They are usually in the order of 1000 feet long and, therefore, capable of illuminating larger structures. Planarity of the phase front is obtained at the expense of field level since the fields fall off as 1/R (R being the distance from the antenna). Angle of arrival can be varied also by moving out along the center line of the antenna. Polarization is predominantly horizontal on a line normal to the axis of the antenna passing through the center of the antenna. Ground effects and static fields must be considered in the use of these facilities.

To simulate an EMP, the radiating antenna must radiate at an adequately fast rise time and must be electrically long enough to radiate the entire waveform. One simple approach to eliminating the dipole end effects is by resistive loading of the cylindrical section of the antenna to distribute the end reflection along the entire length of the antenna. This loading, which can be continuously distributed or distributed as lumped resistors, dissipates the applied signal along the antenna and at the antenna ends.

The horizontally polarized resistive loaded dipole antenna is also called a "long wire" antenna and consists of resistively loaded horizontal dipole elements, two high-voltage dc power supplies, and a high-voltage spark-gap switch as illustrated. The two halves of the dipole are separated initially by the spark-gap switch and are slowly charged to opposite dc potentials (through a high charging resistance) from high-voltage dc power supplies until the spark-gap firing voltage is reached. The spark gap then fires, connecting the two oppositely charged halves of the dipole, producing a rapid, transient antenna current that is attenuated by the loading resistors as it propagates out from the spark gap. The resulting transient dipole antenna current is responsible for the radiated electromagnetic fields produced by the antenna.

\[ I_{R1} = \frac{Z_1 - (Z_2 + R_1)}{Z_1 + (Z_2 + R_1)} I_i \]

and a transmitted current \[ I_{T1} \]

\[ I_{T1} = \frac{Z_2}{Z_1 + (Z_2 + R_1)} I_i \]

where \( I_i \) is the current in the first antenna element at \( R_1 \), \( Z_1 \) is the antenna impedance of the first antenna element impedance at \( R_1 \), and \( Z_2 \) is the second antenna element impedance at \( R_1 \). The transmitted current \( I_{T1} \) times the antenna impedance \( Z_2 \) creates a new voltage wavefront \( V_{T1} \) that propagates along the next antenna element. The reflected current causes a voltage wave to propagate back toward the gap.

This process is repeated at each lumped resistance as the wave propagates along the antenna elements. For later times during the waveform - after the time required for the first ground reflection from the gap to reach the particular lumped resistor - the impedances \( Z_1 \) and
Z₀ will be replaced by the single wire impedance over ground established by:

\[ Z'_T = 60 \ln \left( \frac{2h}{r_0} \right) \]

where \( Z'_T \) = terminated transmission line impedance, \( h \) = height of line, and \( r_0 \) = cylinder diameter.

The lumped resistors attenuate the antenna current gradually, so that current changes are relatively small and the current is practically eliminated by the time the current wave reaches the end of the long wire. Generally, 20 lumped resistors will provide a relatively smooth current waveform.

The resistive loaded dipole antenna radiates a field that is determined by the antenna current, which is controlled by the antenna resistors, by the antenna impedance and by the antenna length. The effect of antenna length on the radiated field normal to the antenna at the antenna gap for one synthesized antenna current is shown in the figure in normalized time. Two radiated field features are demonstrated in the figure. First, the reflected current at the ends of the antenna create a reflected field that increases as the antenna length is decreased, thus increasing the synthesized field overshoot. Second, the synthesized field crossover time must be less than \( \frac{1}{c} \) if this overshoot is to be small. Generally, a ratio of antenna electrical length to crossover time of 1.4 will limit the overshoot to less than 20 percent.

The EM fields from a dipole antenna are radiated as a spherical wavefront with the origin at the antenna feed or gap. The electric field is in the plane containing the antenna and orthogonal to the line of sight to the gap. The magnetic field is orthogonal to the electric field and perpendicular to the plane containing the antenna. Both fields are at a maximum in the plane through the gap perpendicular to the antenna axis (\( \theta = 90 \) degrees) and decline to zero in the direction of the antenna axis (\( \theta = 0 \) degrees). The field magnitude is proportional to \( \sin \theta \) between these extremes and to \( 1/R \) from the gap (where \( R \) is the distance from the antenna along the center line).

For a horizontal dipole over the earth, the spherical wavefront will first intercept the earth directly beneath the gap. When the wave comes in contact with the earth, it will spread in a circular pattern along the earth. The magnitude of the E-field at the earth will be constant along a line parallel to the antenna axis. However, the arrival of the field along this line will be delayed away from the gap because of the spherical wavefront arrival along the line. The same phenomena applies along any line parallel to the antenna axis.

When the long-wire antenna is charged, a static electric field exists about the antenna which, at the surface of the ground, is vertically directed. When the spark gap fires, this vertical field begins to collapse as the discharge wavefront propagates down the charged antenna; a gradual change in the vertical field of the antenna results. The charge on the two elements is of opposite polarity, so that the static field of one element tends to cancel the field of the other. However, the cancellation is complete only at the center line, where both elements are equidistant from the observation point. Off the center line, the observation point is closer to one element than the other.

Therefore, the field of the near element is stronger than that of the far element, and the propagation time is shorter from the near element to the observation point than from the far element to the observation point. This difference in propagation produces a slight overshoot in the net field; otherwise the vertical field would have the appearance of a slowly rising step function. The variation of the vertical field strength with the position of the observation point is quite complex, however, because the field strength depends on the difference between two quantities whose magnitudes vary at the inverse cube of the range, and whose times of arrival at the observation point also depend on the range.
The ground reflection (one plus the reflection coefficient) effect with frequency, shown here for a 14° incident angle, alters the field-time history. At short times (high frequencies), the earth appears to be a dielectric. At late times (low frequencies), the earth is a good conductor. The reflection coefficient (R_H) for horizontal polarization is negative (field reversal).

The effect on the electric field very near the ground is shown here. The high frequency rise time is preserved, and the low frequency content is decreased. The reflected wave is of lower magnitude than the incident wave and is reversed in polarity for the horizontally polarized component.

Thus, at a height above the ground, the electric fields add algebraically as shown here. The effect is a distortion of the pulse rise time.

Similar reflections occur for the magnetic field H so that the magnetic field above the surface is also distorted; however, in the case of the magnetic field, there is no phase reversal.
frequency response to several hundred kilohertz (~900 kHz). To minimize reflections on the antenna, and consequently pulse distortion, the antenna is resistively loaded along its entire length, usually with discrete resistive elements, as shown.

**ELECTRIC FIELD ABOVE EARTH**

Because both the horizontal electric field and the vertical magnetic field are operated on by the factor $1 + R_h$, neither of these components has the shape of the incident pulse. At the surface, however, the horizontal electric field induces a current in the soil (displacement current in early time and conduction current in late time) with an associated horizontal magnetic field. This horizontal magnetic field, $H_x$, is related to the total horizontal electric field, $E_x$, through the intrinsic impedance, $\eta_s$, of the soil.

For grazing incidence on a soil of high dielectric constant, this becomes

$$H_x = E_x \frac{\sin \varphi}{\eta_o}$$

Since the dielectric constant of soil is generally large, the horizontal magnetic field at large distances from the antenna will have the same frequency dependence (and, therefore, the same time dependence) as the incident horizontal electric field. Hence, measurement of this component of the magnetic field will provide the incident pulse shape even through the principal components are distorted by the ground and by interference of the direct and reflected waves.

**Vertical Monocone**

Another variation of a pulsed radiating illuminator to provide vertically polarized fields is the inverted vertical monocone antenna. A conic section antenna is utilized, as in the case of the biconic, to provide for the efficient radiation of the high frequency content of the pulse.

Due to construction difficulties and cost factors, the height of these types of antennas is usually limited to about 33 meters. This obviously limits the low frequency response to a few kilohertz (<1 MHz) for all of these configurations. To improve the low frequency characteristics, longer tail on the pulse, one variation which has been employed is to use a terminated transmission line top loading on the antenna. The principal of operation is the low frequencies (<1 MHz) are provided by the fringing fields from the transmission line. The far end of the transmission line is terminated to earth with an impedance equal to the characteristic impedance of the transmission line to minimize reflections. This configuration is illustrated in the figure.
Ground Effects - Vertical Polarization

Radiation from a vertically polarized antenna (inverted monocone or monopole) is in the form of a ground wave. The reflection coefficient for vertically polarized waves at various angles of incidence (angle between the earth's surface and direction of the incident wave) is shown in the figure.

The phase of the reflection coefficient varies from minus 180 degrees at grazing incidence to near zero above the Brewster angle being equal to minus 90 degrees at the Brewster angle. The result is destructive interference between the incident and reflected waves below the Brewster angle and construction interference above.

The ground wave can be divided into a space wave and a surface wave. The space wave consists of a direct and reflected component. When a radiating antenna is far above the ground plane (vertical dipole) the incident wave is plane and the ground wave and the space wave are identical. When the antenna (monocone) is on or near the surface, the incident wave is not plane and the reflected field must contain components in addition to those contained in the space wave. These additional components are the surface wave.

Because of the nature of the reflection coefficient, the direct and reflected fields of the space wave cancel for low angles of incidence for a finite conductivity ground plane. Therefore, the only field produced by an antenna on the surface of the earth (ground plane) is the surface wave which is not cancelled.

The radiation pattern for a vertical antenna on the earth's surface is shown in the following figure. Both the space wave and surface wave relative intensity is shown as a function of the incidence angle.

The magnitude of the electric vector of the reflected wave at grazing incidence ($\psi = 0$) is equal to the magnitude of the incident wave and has a 180 degree phase reversal. The magnitude of the reflection coefficient decreases with angle of incidence until the Brewster angle and then increases again toward unity. At grazing incidence the reflection coefficient is equal to one independent of frequency or ground plane conductivity. Above the Brewster angle the magnitude is a function of frequency and ground plane conductivity. It varies directly with a parameter $x$ given by:

$$x = \frac{\sigma}{\omega \epsilon_{v}} = \frac{18 \times 10^3 \sigma}{f_{\text{MHz}} c}$$

where

$\sigma =$ ground plane conductivity
$f_{\text{MHz}} =$ frequency in megahertz

The surface wave has an attenuation factor associated with it that is directly proportional to the ground plane con-
ductivity and inversely proportional to frequency and distance from the antenna. The attenuation is approximately equal to zero within a few wave lengths of the antenna and increases with distance. This factor is related to ground losses for ground planes with finite conductivity. The result is the high frequencies are attenuated whereas the low frequencies are not at the surface of the earth. Above the surface, the space wave dominates and this effect is not seen. Consequently, at or near the surface of the earth, the rise time deteriorates (is slowed).

These losses associated with the finite conductivity of the ground plane result in a horizontal electric field produced in the ground plane. This further distorts the wave in that the wave-front (E vector) becomes tilted.

These effects of a finite ground can be reduced by providing a high conductivity ground plane for the radiator. This could be of the form of a highly conductive metal mesh, such as copper clad steel mesh.

CW Radiators

The bounded-wave and radiating structures that have been discussed are broadband transient elements. For CW signals, some special forms of radiators can be used.

These radiators typically cover the frequency spectrum from a few MHz to 100-200 MHz due to limitations on the radiating structures. Antenna configurations are commonly logarithmic types. Field strengths are usually to 1 V/m or less in most cases. Both vertical and horizontal polarization is possible.

These facilities can provide coupling response data as a function of frequency. To reconstruct the time response would require measuring both amplitude and phase.

The log periodic antenna is a CW antenna that can be used over a ten-to-one frequency range. The ratio of adjacent element lengths is given by t, and a is the array angle. These two parameters set the number or spacing between elements. Essentially, a log periodic antenna is a series of overlapping dipoles that do not vary their length rapidly. Thus, as the longest dipole decreases in radiation efficiency with increasing frequency, the next element increases. Thus, the phase center of the array moves toward the smaller elements as frequency is increased. Dipole elements are physically attainable for frequencies down to about 1 or 2 MHz. Log periodic antennas for horizontal or vertical polarizations are commercially available above 2 MHz.

For fields below 1 MHz, tuned electrically short antennas can be used. For example, a vertical monopole 100 feet long is resonant at about 2.4 MHz. Below 1 MHz, this antenna is capacitive and will have a current distribution that is approximately linear. The magnitude of the base current, I₀, can be maximized by tuning the antenna capacitance with inductance.

The fields of a vertical monopole are given by:

$$E_\theta = \frac{I_0 h e}{2\pi} \left[ \frac{j\omega}{\sigma} + \frac{1}{j\omega\sigma^3} \right] e^{-jkz \sin \theta}$$

$$H_\phi = \frac{I_0 h e}{2\pi} \left[ \frac{1}{\sigma} + \frac{1}{\sigma^2} \right] e^{-jkz \sin \theta}$$

The bounded-wave and radiating structures that have been discussed are broadband transient elements. For CW signals, some special forms of radiators can be used.
where:

- $I_o$ = Base current in amperes (with factor $\alpha$ omitted)
- $h_e$ = Effective height of monopole in meters
- $\omega$ = $2\pi f$, the signal radian frequency
- $\mu_o$ = $4\pi \times 10^{-7}$, the permeability of free space
- $\epsilon_o$ = $36\pi \times 10^{-9}$, the permittivity of free space
- $k$ = $\omega\sqrt{\mu_o\epsilon_o}$, the phase constant
- $\nu_o$ = $\sqrt{\mu_o/\epsilon_o}$, the intrinsic impedance of free space
- $j$ = $\sqrt{-1}$

and $r$, $\theta$, and $\phi$ are the spherical coordinates with the origin at the antenna base, and the axis of the antenna is the $\theta = 0$ line.

The $1/R$ terms are the radiated far fields. Near the antenna, the so-called near fields, $1/R^2$ and $1/R^3$, must be considered.

The $1/R$ field term predominates after 3 to 5 wavelengths from the monopole. In the far field, $E$ and $H$ relate by the free-space impedance.

Near the monopole, a wavelength or so, $E$ and $H$ are no longer related by the free-space impedance. $H$ decreases with frequency, while $E$ is a relatively constant electrostatic field.

The fields that radiate from a monopole over real earth have an electric field in the direction of propagation ($E_p$). In the far field, the electric field is elliptically polarized with a tilt in the forward direction. Near the monopole, this ellipse is backward tilting. This tilting is caused by the change in time phase between the $E$-field components.

For low frequencies, the influence of the near-field components must also be considered.

### 7.5 DIRECT INJECTION TECHNIQUES

Energy can be imposed on a system without creating electromagnetic fields in free space. Currents and voltages can be indirectly (cable drivers) or directly (direct connection, hard wired) injected into a system. The energy source to supply the current and/or voltage can be any of those described previously in the discussion of energy sources. The energy source and waveform chosen will be dependent on the objectives of the test program. This section will present alternative concepts for coupling the energy source to the subsystem, and/or equipment under test.

**Cable Drivers**

In determining an energy source for driving system or subsystem cables, consideration must be given to the minimal requirements in terms of both amplitude and spectral response. The amplitude of the shield or wire currents should at least be equal to the amplitudes derived from the coupling analysis or coupling measurements scaled to the specified environment criteria. This is true for either shielded cables or unshielded cables.
The spectral content of the energy source is another matter. For unshielded cables, the spectrum should agree with the coupling analysis or measured data. For shielded cables, however, the transfer impedance of the cable will modify the spectrum of the signal seen on the interior wires. The typical transfer impedances for solid shields and braided shields is as shown in the figure.

From the figure it can be seen that solid shields act like a low-pass filter. Braid shields, on the other hand, act like a low-pass filter until the frequencies are high enough to penetrate through the holes in the braid. Based on this typical response, a low frequency driver may be sufficient for solid shield cables but inadequate for braided shield cables. This must be verified, however, since this response must hold true for the cable including the cable connectors.

Direct injection techniques may be employed in either the time of frequency domain as stated earlier for field illumination techniques. To reiterate, if frequency domain measurements are employed, it is essential to measure both the amplitude and phase response if reconstruction of the time history of the pulse is desired.

**Shielded Cable Driving Techniques**

Cable shields can be driven by forming a transmission line between the cable shield and added conductors around the shield. This formed transmission line can be driven at one end with any pulse shape and terminated in its characteristic impedance. One of the simplest concepts for obtaining a uniform current density and characteristic impedance in a cable shield is to make the cable shield as the center conductor of a coaxial transmission line as illustrated.

With this configuration, the characteristic impedance \( Z_0 \) of the transmission line formed by the cable shield, and its concentric current return path is:

\[
Z_0 = \frac{60}{\sqrt{c}} \log \frac{r_o}{r_s}
\]

where

- \( r_o \) = radius of the return path (cylinder)
- \( r_s \) = outside radius of the shield
- \( c \) = dielectric constant of the material between the shield and return path.

As mentioned, the driving energy source can be an exponential pulse (capacitor discharge), a rectangular pulse, a damped sinusoid, etc. The exponential current pulse obtained from the capacitor discharge into a terminated transmission line has the desirable characteristics that (1) it is a fair simulation of the pulse shape that is induced in buried cables by the EMP, and (2) its spectrum is continuous - that is, it contains no dominant zeros or poles where the current spectrum is very small or very large. (For example, the rectangular pulse spectrum contains many zeros, and the lightly damped sinusoid spectrum is dominated by a narrow band). Although the flat bandwidth of the exponential pulse is \( 1/2Z_0 \), \( C \) is the capacitance of the discharge type source) its usable bandwidth is much greater because the spectrum is well behaved even when its magnitude is decreasing as \( 1/f \). The usable spectrum...
is determined by the rise time of the pulse.

The capacitance, voltage, and characteristic impedance of a capacitive discharge source can be manipulated to obtain the desired spectral magnitude, peak current, or bandwidth within the ranges permitted by available capacitors and voltage breakdown limits of the coaxial configuration. The relationships for determining these characteristics of the source are:

\[
\text{Bandwidth} = \frac{1}{2\pi \text{C}Z_0}, \text{ in Hz}
\]

\[
\text{Spectral magnitude} = CV, \text{ in ampere-seconds}
\]

\[
\text{Peak current} = \frac{V}{Z_0}, \text{ in amperes.}
\]

An approximation to the above concept of using a solid cylinder can be obtained by using a cage of wires. The number of wires required and their spacing is dependent on the highest frequency of interest in the source spectrum.

Coaxial cylinders can also be formed from the two outer shields of a double-shielded cable to drive a current in the inner shield. This scheme, as illustrated, is very efficient in terms of the pulse driver requirements because only the current in the inner shield must be simulated and this current is often smaller than the total cable current induced by an incident EM wave. Whether or not this driving technique can be used depends on the characteristics of the shield system and the inner shield current waveform. To apply this technique or any direct injection technique, the designer must have prior knowledge of the inner shield current waveform (from either test or analysis) to determine the coupling between the incident EM wave and the inner shield.

A second variation of the coaxial cylinder coupling geometry, as illustrated, also makes use of the natural environment of the cable system. In this case, the shielded cable is buried in the soil and is insulated from the soil by its plastic jacket. Since the metal shield, plastic jacket, and soil form a natural coaxial geometry, they can be used as the coupling structure for producing current in the shield. If this driving scheme is to be effective, the insulating jacket on the cable must be free of penetrating cuts or abrasions throughout the length of the cable that is to be driven. It will also be necessary to establish a low impedance connection to the soil at the driving point so that an acceptable fraction of the source voltage is applied to the transmission line. Finally, the wave propagating on the transmission line must not be severely attenuated by the soil return path so that it is dissipated before a sufficient length of cable has been excited.
In practice, the required bandwidth of the current pulse spectrum and the voltage limitations of the terminating resistor and capacitor bank require that the characteristic impedance be made as small as possible. The lowest characteristic impedances are available in coaxial transmission lines; however, it is difficult to construct such a line (except in those cases discussed above where the natural geometry of the system can be used), if the test cable is more than about one hundred feet long, particularly if the outer shield of the test cable is not insulated for high voltages. In spite of its very desirable electrical features (i.e., low characteristic impedance and uniform current distribution), this method of forming the transmission line has limited application because of the mechanical problems of drawing long cables through pipes and providing high-voltage insulation between the cable and the pipe.

An alternative to the coaxial line is the parallel-wire transmission line. The characteristic impedance of a parallel-wire line with unequal diameters as illustrated in the figure is:

\[
Z_0 = \frac{120}{(\epsilon_r)^{1/2}} \cosh^{-1} \left[ \frac{4D^2 - d_1^2 - d_2^2}{2d_1d_2} \right]
\]

where \(D\) is the wire spacing, \(d_1\) and \(d_2\) are the wire diameters, and \(\epsilon_r\) is the dielectric constant of the insulating medium. When allowance is made for high-voltage insulation, it is difficult with a single driving conductor to obtain characteristic impedances of less than 100 ohms. It is possible to reduce this impedance by nearly 50 percent, however, by using two conductors in parallel (as illustrated by the second conductor indicated by the dashed line in the following figure) to drive the test cable.

This arrangement also produces a more uniform distribution of the current in the outer shield of the test cable and reduces magnetic coupling to the core of the cable.

It is fairly easy to construct a long, low-impedance uniform test line using the parallel-wire configuration as illustrated here. High voltage lines are used to drive the test cable, and the test cable is used as the low-voltage return for the parallel wire line.
A variation of the parallel-wire driving structure is useful for driving shielded cables with insulating jackets that are routed along a metal structure or laid in metal cable trays as illustrated.
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The configuration has the characteristics of a symmetrical two-wire transmission line, since the ground plane can be replaced by an image conductor to form a two-conductor line having twice the characteristic impedance of the conductor and ground plane. This method of driving the shield is limited to applications where one end of the shield can be removed from the ground and connected to the energy source. In cases where simulation is required, it has the advantage that much of the pulse shaping is accomplished by the system structure, if the cable length and terminations are preserved.

If both ends of the cable shield are grounded to the structure in the system, and it is desired to preserve this transmission line configuration so that the geometry of the system will shape the current waveform, then the current may be injected by means of a current transformer constructed as illustrated in the following figure. The toroidal core can be split and clamped around the cable without disturbing the cable system.

![CURRENT TRANSFORMER TO INJECT CURRENT ON A GROUNDED CABLE SHIELD](image)

The equivalent circuit of an N turn primary and single-turn secondary current transformer referenced to the primary is illustrated below. \( L_1 \) and \( C_1 \) are the primary inductance and stray capacitance, \( R_c \) is the core loss resistance, \( L_c \) is the core leakage inductance, and \( L_2 \) and \( C_2 \) are the secondary inductance and stray capacitance.

![EQUIVALENT CIRCUIT OF A TOROIDAL CORE CURRENT TRANSFORMER](image)

Unshielded Cable Driving Techniques

The current transformer concept can also be used for driving individual or multiple unshielded wires. For unshielded cables, signals can also be injected simultaneously on all or individual wires by small capacitance as is indicated here. The cables are placed within a conducting cylinder that forms the drive side of each coupling capacitance. This scheme is an easy method to loosely couple energy to multiple wires without disrupting the normal circuit operation.
accessible), each conductor in the interconnecting bundle might have to be driven individually. Usually, it is possible to rank the importance of the individual wires in terms of the susceptibility of the circuits served by the wire so that precise simulation is not necessary for every wire in the bundle.

**Direct Injection on Signal-Carrying Conductors**

The injection of the test signal into signal-carrying conductors, such as the core conductors of a shielded cable or the conductors of an unshielded cable or equipment terminals, usually requires a more carefully designed experiment than the injection of test signals into cable shields. Most tests in which the cable shield is driven utilize loose coupling between the driving source and the signal-carrying conductors because the shield usually provides more than 20 dB of isolation. Because of this loose coupling, the system impedances that affect the responses of the signal-carrying conductors are not significantly affected by the driving system and the responses essentially occur from natural excitation of the cable shield. When the test signal is injected directly however, the driving source and coupling-system impedances may alter the system response. Thus, additional effort may be required to evaluate the effect of these differences - that is, to determine the system response had the effects of the injection system.

Direct injection of test signals on signal-carrying conductors of shielded cables also requires a more comprehensive understanding of the interaction of the system with the electromagnetic pulse, inasmuch as the designer must be able to determine (either through analysis or experiment) the EMP signal that couples to and penetrates through the cable shield. For unshielded cables, antennas, and power lines directly exposed to electromagnetic radiation, however, the problem of specifying the pulse shape may be no more difficult than that of specifying the pulse shape for shielded cables. The quality of simulation required (i.e., the analysis needed to justify the quality of simulation used) may also be considerably greater for direct injection into signal-carrying conductors because all pulse shaping and loose coupling characteristics of the shield as
is the case when testing with injection of currents on cable shields.

Direct injection (hard wire connection) of common mode voltages into individual wires of a cable bundle or directly at the equipment terminals can be achieved through an impedance matrix as shown in the following figure.

The impedance matrix should simulate the normal impedances between the conductors and between the conductors and the cable shield or system ground.

This method of driving cable conductors is perhaps the most straightforward and commonly used of all the direct injection methods. It can also be used with unshielded cables that are routed along a metal structure (such as an aircraft wing) or are placed in metal cable trays. With unshielded cables of this type, the current is driven against the metal structure or trays rather than against the shield. One disadvantage of this method is that the cable being driven must be disconnected at one end; hence, the system may not be operating in its normal state during the test.

When one end of the cable is not accessible, another injection method must be used. Such cases arise where disconnecting the cable precludes operating the system in its normal mode - for example, disconnecting the main power leads to inject a signal on these leads precludes operating the system from power supplied through the leads. In these cases, it may be necessary to accept some compromise in the quality of the simulation to perform tests economically. One approach that can be used under certain conditions is illustrated in the figure.

As some suitable junction in the cable system, the energy source is capacitively coupled to the conductors and permitted to drive them with respect to the local ground or chassis. As illustrated in the figure, however, the current injected at this point is divided into two parts, one flowing in each direction from the injection point. Because this method of distributing the current differs radically from the current distribution that would have resulted from the EMP excitation of the system, some care is required in designing a valid test using this approach.

Direct injection at the equipment terminals is often accomplished by driving terminal pairs or between a single terminal and ground. While this form of direct injection does not provide the normal excitation (all cable entries) of the system, it is useful to determine damage thresholds of individual circuits within the equipment or subsystem. This form of testing is applied principally to individual module testing for compliance to an EMP specification.
The basic test set-up is presented in the following figure.

For this approach, the signal source is determined based on the test objectives. For damage threshold testing, the system should be operating at the time of signal injection. The unit should be terminated in the actual load or a simulated load with the same response. For upset testing, the unit under test must be operational. In this case, the terminal loading being the actual load is desirable. If this is not practical, a simulated load may be used. The simulated load should have the same frequency response characteristics of the actual load.

CW measurements are also commonly used to assess system response to an EMP pulse. Usually these tests consist of measuring the pin-to-pin, or pin-to-case impedance as a function of frequency. The basic equipment for this type of test consists of a swept frequency generator and a network analyzer that automatically displays both amplitude and phase of the equipment terminal impedance.

Laboratory Component Tests - Cable Transfer Impedance

Transfer impedance measurements of shielded cables can be made in the laboratory. The shield is driven as a part of a transmission line, in this case a coaxial line. The storage capacitor is discharged through a resistor that equals the coaxial line impedance. The resistor absorbs the reflection that occurs at the far end of the shorted line. The charging capacitor and resistor determine the pulse decay time which is many microseconds. Thus, the driving current contains considerable low frequencies. The reflections that occur in the line are at frequencies that are higher than those of interest for solid shield cables. If braid shields were being measured, the shorted end of the line could be terminated to give a fast, clean pulse rise. A typical test setup is shown in the following figure for testing in the time domain.

The basic construction of the triaxial tester for use in these tests is illustrated in the following figure. This configuration allows for a 1 meter length of cable to be tested which is the normalized length for reporting the data.
Transfer impedance measurements can also be made on a CW basis. If CW is utilized, measurements of both amplitude and phase (complex impedance) must be made at each frequency of interest. A typical test setup for frequency domain measurement of a cable transfer impedance is illustrated in the following figure. In this measurement setup, a swept frequency generator and a network analyzer are utilized to circumvent the tedious point-by-point measurement task, although point-by-point measurement is a suitable alternative.

The lead length connecting the source to the unit under test and the ground lead must be as short as possible so the lead inductance does not cause a significant perturbation of the frequency response.

To determine the pulse damage threshold of a device requires a pulse source with a fast rise time (equivalent to the rate of rise of the EMP transient). The pulse breakdown rating is usually several times the dc rating, so the pulse source should be capable of several kV output voltage. As in the case of the frequency response measurements, the leads on the unit under test must be kept very short (<1/2 inch) or the lead inductance will seriously impair the measurement. A special low inductance fixture is usually required.

Passive Components

Two basic measurements are required on passive circuit components. First, the frequency response of the device must be known in order to model the devices for use in an analytical program. Second, the pulse breakdown characteristics of the device must be determined, that is the damage threshold.

The basic test setup for determining the frequency response of the device is illustrated in the following figure. The figure shows a capacitor under test at the same setup applied for most two terminal devices. Devices such as transformers (four terminal devices) require a modification of the setup.
The test procedure for the low-level frequency domain characterization of filters is the measurement of the S parameters. Based on the typical EMP-induced transients, these measurements should be performed at least over a very wide frequency range. This procedure considers development of scattering parameters by reflectivity measurements. An alternate procedure considers development of scattering parameters by impedance measurement techniques. Both procedures are applicable over the frequency range of interest, generally from 1 kHz to 100 MHz. However, the reflectivity measurements are more appropriate for frequencies above 100 kHz, partly because of equipment availability. Above 10 MHz, the reflectivity measurements can be more accurate and simpler than impedance measurements.

The S parameters reduce to voltage reflection and transmission coefficients when characteristic impedance terminations and source impedances are employed. Therefore, the S-parameters can be easily measured with commercially available test equipment.

One of the standard circuits for measuring S-parameters is shown in the following figure.

By knowing the "S" parameters, the filter response for any waveform and input and output terminations can be determined analytically. This is essential since the loads are not purely resistive over the entire frequency range of interest.

To obtain the damage threshold for filters, the concept illustrated is employed for low or high pass filters. This concept requires a high voltage pulse with a fast rise time. It is not adequate for narrow band pass filters since the energy spectral density in the filter pass band is generally insufficient to produce filter breakdown. In this case, a high-level pulsed HF source would be more appropriate. The test should be conducted for both ports of the filter.

Terminal Protective Devices

Two sets of measurements are required to characterize the performance of terminal protective devices for EMP application. First, a set of quasi-static measurements is required to evaluate the static breakdown, extinguishing voltage, follow current, etc., of the device. A typical test setup is shown for measurement of the static breakdown voltage.
The capacitor is incorporated so the power supply is not damaged due to the short circuit current when the device fires. To determine the extinguishing voltage, a second regulated, rectified source is required.

The second set of measurements relates to the device capability to respond to a transient with a fast rate of rise. In this case, a high voltage pulse generator with a variable rate of rise is required to determine the response time as shown.

Since a short duration pulse is utilized in this approach, the short circuit current is usually not a problem if the pulser is protected (current limited). Again, since a transient is involved, lead lengths must be kept short to eliminate the effects of lead inductance. Usually low inductance fixtures must be fabricated to assure valid test data.

A frequency response measurement is also required to determine the normal insertion loss of these devices. This measurement can be performed by the same approach as for passive devices.

Shielding Measurements

Shielding measurements are required on a variety of enclosure sizes. Ideally, the enclosure would be exposed to plane wave fields in one of the simulator types previously discussed. Many times, however, it is desirable to evaluate the enclosure performance in the laboratory. Standard measurement procedures are available.

Room size enclosures (a few meters on a side) can be evaluated in the low frequency (<1 MHz) region by the large loop test setup illustrated. This procedure, while not providing the shielding effectiveness for plane waves, does excite currents over all faces of the enclosure. This would locate such features as poor seams, door gasketing, etc. This approach can provide for good quality control if the enclosure shielding effectiveness has been certified by plane wave illumination.
Measurements of seam performance, door gasketing performance, or locating apertures, etc., can also be performed using the small loop concept illustrated. This concept measures the shielding effectiveness in the local area of the loop. By probing the enclosure, flaws can be located.

Using a standard fixture, the gasket performance can be documented on a normalized transfer impedance ($Z_{TN}$) given by

$$Z_{TN} = Z_T(\omega) \text{ ohm-meters}$$

where

$$Z_T(\omega) = \frac{V_S(\omega)}{I_S(\omega)} \text{ ohms}$$

$V_S(\omega) = $ coupled voltage across the inner surface of the gasket

$I_S(\omega) = $ sheath current across the external part of the gasket

$\lambda = $ gasket length.

The test setup for performing these measurements requires only standard laboratory instrumentation, plus a well shielded enclosure as illustrated. The pulse source rise time and duration must be selected to provide a spectral content at least as wide as the EMP transient.

The independent determination of gasketing performance is often desirable. To relate the relative performance of various types of gasket materials, a standard fixture, as illustrated, is required.

Evaluating the shielding effectiveness of vents (honeycomb, screens, etc.) is another important aspect of shielding measurements. Again, a standard test fixture is required to obtain relative performance, as illustrated.
A tri-plate line is utilized for greater uniformity of the incident field. Utilizing a tri-plate structure with a narrower center plate reduces fringing of the field at the edges of the line providing a plane wave over the vent being tested.

The setup shown is for the E-field polarization normal to the plane of the vent. For complete assessment of the gasket performance, the other orthogonal polarizations of the E-field should be used. This can be accomplished by the same concept with alternate configurations of the illuminating structure.

**Semiconductor Device Damage Threshold Testing**

Discrete semiconductor device damage thresholds are normally obtained for the b-e junction as discussed in Section IV. The normal procedure is to test the device to destruction using a laboratory pulse generator as a source, as illustrated.

The pulse source should have both a variable amplitude (for step testing) and pulse width so the time dependence (slope of the damage curve) can be obtained. The setup shown is manual operation. A similar setup can be used for evaluating each terminal of an IC.

Current limited pulsers can also be used to advantage. Such pulsers could have the short circuit current limited to a value such that when the semiconductor goes into thermal second breakdown, the current through the device is below that required for destruction of the junction.
If a large number of devices are to be tested, automated test procedures should be considered. Automated test setups for making these measurements are available at the Air Force Weapons Laboratory.

7.6 DIMENSIONAL SCALE MODELING TECHNIQUES

EM scale modeling of systems to determine their responses to transient EM fields is generally limited in the choice of the scaling parameter by available transient energy sources. When these sources are in the form of switch discharged capacitors, they can achieve transient rise times of the order of 10-10 seconds through the use of mercury-wetted reed type relays with contacts under gas pressure in a coaxial geometry as illustrated. The capacitor is charged through the charging resistor and discharged through the coaxial geometry, which is formed by the switch and switch housing. The capacitor can be replaced with coaxial cable to form square output waveforms and the entire system can be designed to operate at the coaxial cable impedance. Energy sources of the type illustrated can be constructed to produce output voltages from 1 to 4 kV. They can be easily converted to repetitive pulses at ac power frequencies, and being single-ended, can drive any scaled field simulator that has a single-ended input (for example, a monopole or parallel-plate transmission line). By utilizing a balun, a long dipole can be used to radiate EM energy at any incidence angle or polarization.

The system for receiving and recording scale model measurement waveforms consists of sensors, a sampling oscilloscope operated in the triggered mode, and an X-Y recorder to display the data. Sampling oscilloscopes can easily have rise time capabilities of 3 x 10-11 seconds. To trigger operation from a repetitive energy source, however, it is necessary to use a delay line in the signal channel to compensate for sweep delays in the oscilloscope. This delay line tends to limit the signal channel rise time to no better than 10-11 seconds.

Electric and magnetic fields and the currents on conductors and conducting surfaces of the models can be measured. Small capacitive probe antennas utilizing anodize as a dielectric such as that illustrated can be used to sense the electric field that is normal to a conducting surface. Such a sensor can have sufficient capacitance to drive a coaxial cable with a low frequency limit that is adequate for observing transient pulse widths of 20 ns. The sensor rise time can be less than 10-11 seconds.

Commercially available probes for measuring current density, J, or magnetic field, B, with a small slot antenna, as illustrated in the following figure, have approximately 3 x 10-10 second rise time so the current measuring capability is the limiting factor in setting the scaling factor if the electromagnetic transient rise time is to be observed. Special small loops can be constructed to improve the current and magnetic field measurement rise time; however, they generally have decreased sensitivity, which limits their application in scale model measurements.
less than 50 will be required if the scale model measurements are to observe this rise time. For large systems, it is desirable to use larger scale factors. Fortunately, such factors can be used because the rise time response of systems is approximately the excitation rise time convolved with the time corresponding to the dimensions of the system that are parallel to the incident field polarization. When using scale factors that give a faster response than the measurement system response rise time, the data should be checked to verify that the rise time is not limited by the measurement system.

When scale modeling transient EM coupling, it is possible to scale the EMP transient waveform and thus obtain response data that can be directly interpreted for the transient response of the full-scale system or for direct injection waveforms. In scale modeling EM field simulators or an entire system to determine the response of the components of the system, it is often convenient to use a short (or impulse-like) transient so that clear times and system responses can be separated. The following figure shows an example of this approach for a modeled monopole. Both the clear time and the multiple reflections on the monopole are directly observed and can be interpreted in travel times on the scaled model.

EM scale modeling of a system entails a scaled construction of the conductive and EM features of that system. The various parts of the system are duplicated in miniature. However, only those features that define the EM characteristics need be properly scaled. Generally, only those features that can have a first-order effect on the interaction of the system with the incident wave must be reproduced in the scale model. Features that have little effect, such as internal conductors and small apertures, do not need to be reproduced; however, if they can be easily scaled, they may improve the fidelity of the model. EM scale modeling thus is used to study the gross features of the system that control the total system response. Secondary energy coupling effects that occur within the system are usually not readily amenable to scaling.

In the construction of EM scale models, EM planes of symmetry can sometimes be utilized to reduce the model size and provide shielding for the instrumentation. Generally, symmetry planes can only be utilized when modeling simulators and very special systems such as missiles or aircraft. The conductive materials used in scale models are commonly copper sheet and wire, tubing, and mesh. Earth is modeled by adding salt to real earth to increase conductivity. Dielectric materials are generally modeled with plastics or wood.

The scale factor selected for modeling an EM response (or coupling) problem depends on the purpose of the modeling test. If the response caused by a 10^{-8} to 10^{-9} second transient rise time is to be investigated, then a scale factor of
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pulse-like) transient and its response to a long, square-wave transient. The square-wave response is the integral of the impulse response and provides a direct measurement of the late-time (low frequency) response characteristics that are not easy to observe from the impulse response. With careful interpretation, almost any transient that excites the scaled system can be used to determine the response characteristics of that system.

Housed beneath the facility is a shielded instrumentation room containing data recording and monitoring instrumentation. In addition to hardwire data links, a multichannel microwave data link is also available.

7.7 SIMULATION FACILITIES

As an aid to the reader, brief descriptions of representative large scale EMP simulators are presented. Tables listing the basic characteristics of these and additional simulators is also provided.

Bounded Wave Simulators

ARES

The Advanced Research EMP Simulation facility is another bounded-wave transmission line simulator. ARES is a DNA facility located on Kirtland Air Force Base, New Mexico. The normal working volume is 40 m high, 30 m long, and 40 m wide. The transition sections are 76 m long. The line impedance is about 100 Ω.

The ARES pulser has a nominal charging voltage of 6 MV and energy storage of 50 kJ. The peak output voltage is 45 MV maximum. The energy source is a coaxial line storage element and a Van de Graaff generator power supply.

Field strengths on the order of approximately 110 kV/m are obtainable in the interaction volume. The pulse rise time is 6 nsec. The pulse width is variable from 100-500 nsec.

The TRESTLE simulator is presently under construction at Kirtland Air Force Base, New Mexico. It is similar in appearance to ARES, but considerably larger. It will produce fields in excess of 50 kV/m over an interaction volume of approximately 80 x 80 x 75 h meters. The unique feature is a trestle for supporting the system under test in the center of the interaction volume.

ALECS

The AFRL-LASL Electromagnetic Calibration and Simulation facility is a bounded-wave transmission line simulator located south of the east-west runway at Kirtland Air Force Base, New Mexico. The working volume is 13 m high, 15 m long, and 24 m wide. The transition sections are 76 m long. The line impedance is 95 Ω.

The electromagnetic pulse is produced by discharging a graded capacitor stack into a short, 41-ohm coaxial transmission line (the peaking capacitor concept) and by discharging this series combination into a transition structure that mates with the ground plane and parallel-wire top plane of the array. The 41-ohm coaxial line provides for the initial, nanosecond rise time of the wave, while the graded capacitor stack provides for the large amount of energy in the remaining portion of the wave. The pulse launching system is energized
by a 2.2 MV Van de Graaff generator prior to discharge. A triggered gap provides about one pulse per minute maximum.

The electromagnetic pulse that is delivered to the working volume has an approximate 1.7 MV peak voltage, a rise time of approximately 6 nsec, and a 150-nsec decay (1/e). An experiment in the working volume will see a peak E-field of up to approximately 125 kV/m.

An underground, shielded room contains diagnostic instrumentation to implement the desired testing programs. Hardwire instrumentation links may be routed from the working volume of the simulator and the instrumentation room.

The ALECS instrumentation system consists of a ten-channel microwave-data system, a hardwire data system, a trace recording system, a timing and firing system, and attendant checkout and monitoring equipment. Most of the above systems are housed in the double-walled, welded-seam, sheet-steel shielded rooms that afford a 120-dB attenuation.

The Transportable Electromagnetic Field Simulator is a bounded-wave transmission line simulator with multiple feeds that is designed to propagate a transient in the vertical downward direction. Five-hundred and seventy-six transition sections, each with a line impedance of 200 Ω are used. Four transitions are paralleled and driven from a 50 Ω cable.

The cables (144 total) are commonly driven from a single switch and capacitor bank. The 144 sections can be configured in a variety of ways to illuminate an area of 40 x 40 meters. A field of 50 kV/m is provided with a 4 nsec rise time and a decay time constant of 350 nsec.

Versions of this simulator are available at the White Sands Missile Range, New Mexico and the Naval Surface Weapons Center/White Oak Laboratory test facility at Patuxent Naval Air Station.

HEMP is another bounded-wave transmission line simulator located at the White Sands Missile Range, New Mexico. This simulator does not have a working volume section. The two transition sections are each 68 m long. The line dimensions where the transition sections meet is 15 m high and 24 m wide. The line impedance is 135 Ω.

The transient source is a 10-stage LC generator that can provide voltages of 50 to 400 kV. At 400 kV, the peak electric field is 26 kV/m with a 3 nsec rise time. The transient decay time constant is about 300 nsec.
SEIGE

The Simulator Induced EMP Ground Environment simulator is a bounded-wave transmission line simulator with multiple feeds or transition sections. This simulator is designed to test a buried system. The working volume is 3 m high and uses the earth for the lower plate. Four 80-Ω transitions drive the line. One version of this simulator is at the Air Force Weapons Laboratory, Kirtland Air Force Base, New Mexico.

Long Wire Dipole Simulators

Sandia Long-Wire

One of the first EMP simulators constructed was the Sandia Long-Wire. This facility, located on Kirtland Air Force Base, New Mexico, was designed and constructed by the Sandia Corporation. This simulator is a horizontal dipole radiator with discrete lumped loading resistors.

The "long-wire" in the Sandia Long-Wire was actually a 6 inch diameter, aluminum irrigation pipe. Fifty sections of this pipe, each 20 feet long, were joined to form a 1,000 foot long-wire antenna. The antenna was supported by telephone poles, 40 feet above the ground.

Two 20 kV, dc-power supplies were connected to a pressurized parallel-plate switch. Each half of the antenna is charged by the 20 kV power supplies, with one side positive and the other negative. The center switch then would break down at a voltage level as determined by the gas pressure and gap separation. The output pulse is approximately that of a double exponential with a rise time of less than 10 nsec, and a decay time (peak to 10 percent) of approximately one microsecond.

The test object (such as a missile) is positioned approximately 100 feet from the antenna and 10 to 20 feet above the ground. Under these circumstances, the system under test would see a peak E-field of approximately 1000 V/m.

Martin-Marietta Long-Wire

The Martin Marietta Long-Wire facility is located at Orlando, Florida. This facility is similar to the Sandia Long-Wire. The antenna is 1000 feet long and 46 feet above the ground. It is powered by two 12.5 kV power supplies, and corona rings are used to minimize corona losses.

The spark gap uses a mixture of 6 percent oxygen and 94 percent nitrogen, under pressure (50 to 5000 psi). By varying the pressure, the spacing of the gap, the charging resistance, and the voltage, it is possible to vary the pulse repetition frequency, the amplitude of the radiated field, and the rise time of the pulse.

The pulse rise times can be varied from 5 to 30 nsec, and the pulse widths can be varied from 100 to 700 nsec. Maximum peak E-field intensity is 1100 V/m at a point 100 feet from the antenna. Pulse repetition rates of 10 per second are possible.
Pulsed Radiating Simulator Facilities

**TEMPS**

The Transportable Electromagnetic Pulse Simulator (TEMPS) is a transportable biconic dipole radiator utilizing two back-to-back Marx generator pulsers. The radiator can be varied in length in 100 meter increments to a maximum of 300 meters. The dipole is resistively terminated to earth. The pulser has an adjustable rise time of 4 to 12 ns and energy content of 60 kJ. The pulse shape is a double exponential with a cross-over at approximately 800 ns. The output field strength at 50 m from the antenna on center line is 60 kV/m maximum, although normal operation is slightly less than this value. The interaction space is ±25 m on a line parallel to the antenna at 50 m for good wave planarity. Included with the system is a complete instrumentation van and data recording system, computer-aided handling and analysis system, and support facilities.

**AESOP**

The Army Electromagnetic Simulator Operations facility (AESOP) is an exact duplicate, in terms of EM characteristics, of the TEMPS. The only difference is the AESOP is a fixed installation. It is operated and maintained by the Harry Diamond Center and is located at the Woodbridge Research Facility, Woodbridge, Virginia.

**EMPRESS**

The Electromagnetic Pulse Radiation Environment Simulator for Ships (EMPRESS) facility is operated by the Naval Surface Weapons Center/White Oak Laboratory and is located at Solomons, Maryland. It is capable of generating both vertically and horizontally polarized EM environments. In the horizontal mode, a 1,300 foot biconic dipole configuration is utilized. Field strengths of 2.2 kV/m can be generated at 300 m. The interaction area, for good wave planarity is approximately 300 m parallel to the antenna axis at a distance of 300 m. The waveform is a double exponential. The pulser is a Marx generator with a 2.5 MV output.

In the vertical mode, an inverted conical monopole 100 feet high is the primary antenna. The monopole is loaded by the 1,300 foot horizontal antenna to produce the low frequency content. The same pulser is used in both the vertical and horizontal configurations. The waveform approximates that from a surface burst with an amplitude of 4 kV/m at 300 m.

**IITRI Crystal Lake Facility**

The IITRI facility is a scaled down version of the EMPRESS. It is a hybrid simulator that uses a 50 foot high vertical conic antenna and a 300 foot horizontal fringing line. This facility is located at Crystal Lake, Illinois on the IITRI property.

It is a sub-threat-level simulator with a peak radiated field up to 100 V/m single shot or 10 V/m on a repetitive basis at 60 pulses per second. Pulse rise time is approximately 10 nsec and the decay time approximately 10³ to 10⁵ nsec.

Essentially uniform fields are generated over an interaction area of 20 meters by 50 meters.
The conical antenna provides the high-frequency, short-time transient and the fringing quasi-static field from the horizontal wire provides the low frequency or late time transient. The two radiators are driven from a common source to provide a vertically polarized test field.

In the horizontal mode, the 300 foot fringing field line is converted to an earth terminated biconic dipole radiator.

The AFWL has a flyable Radiating Electromagnetic Simulator (RES) that is a biconic radiator. The horizontal version is 200 feet long and uses distributed resistive coating on the dipole elements to attenuate the antenna current to minimize reflections. The pulser is a Marx generator with an output voltage of 1.5 MV. The output waveform is a double exponential wave. The low frequency content is limited due to the short physical length of the antenna. Field strengths on the order of 1000 V/m at 500 m are possible. The unique characteristics of this facility are that it is easily transportable, and being airborne, can provide all angles of arrival of the incident pulse.

The Woodbridge Research Facility of the Harry Diamond Center at Woodbridge, Virginia operates and maintains a CW facility for coupling tests. The facility utilizes LPA antennas to provide approximately 0.5 V/m fields over a frequency range of 3-100 MHz. The illuminated test area is approximately 30 x 30 meters at a distance of 240 meters. The transmitter is a 200 watt power amplifier unit. Both vertical and horizontal fields polarizations are available.

Characteristics of Available Simulators

The following tables present data on the existing simulators. Indicated are the technical characteristics, the location, and the operational status.
<table>
<thead>
<tr>
<th>NAME</th>
<th>LOCATION</th>
<th>WAVE-FORM</th>
<th>POL.</th>
<th>MAGNITUDE</th>
<th>INTERACTION VOLUME(z, w, h)</th>
<th>STATUS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BOUNDED WAVE SIMULATORS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALECS</td>
<td>Kirtland AFB, NM</td>
<td>Exo</td>
<td>V</td>
<td>50 kV/m</td>
<td>30x30x10 m</td>
<td>Operational</td>
</tr>
<tr>
<td>ARES</td>
<td>Kirtland AFB, NM</td>
<td>Exo</td>
<td>V</td>
<td>70 kV/m</td>
<td>40x30x30 m</td>
<td>Operational</td>
</tr>
<tr>
<td>TRESTLE</td>
<td>Kirtland AFB, NM</td>
<td>Exo</td>
<td>V</td>
<td>&gt;50 kV/m</td>
<td>80x80x75 m</td>
<td>Under Construction</td>
</tr>
<tr>
<td>TFFS</td>
<td>WSRMR, NM</td>
<td>Exo</td>
<td>V, H</td>
<td>65 kV/m</td>
<td>40x40x10 m</td>
<td>Operational</td>
</tr>
<tr>
<td>TFFS</td>
<td>NSWC/WOL, MD</td>
<td>Exo</td>
<td>V, H</td>
<td>50 kV/m</td>
<td></td>
<td>Modular</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LONG-WIRE DIPOLE SIMULATORS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SANDIA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>~ 10x10x10 m</td>
<td>Unknown</td>
</tr>
<tr>
<td>LONG-WIRE</td>
<td>Kirtland AFB, NM</td>
<td>Exo</td>
<td>H</td>
<td>1 kV/m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHO</td>
<td>Orlando, Fla.</td>
<td>Exo</td>
<td>H</td>
<td>1 kV/m</td>
<td>~ 10x10x10 m</td>
<td>Operational</td>
</tr>
<tr>
<td>LONG-WIRE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RADIATING WAVE SIMULATORS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RES I</td>
<td>Portable, Kirtland AFB</td>
<td>Exo</td>
<td>H</td>
<td>1000 V/m @ 500 m</td>
<td>100 m any</td>
<td>Deactivated</td>
</tr>
<tr>
<td>RES II</td>
<td>Portable, Kirtland AFB</td>
<td>Exo</td>
<td>V</td>
<td>1000 V/m @ 500 m</td>
<td>100 m any</td>
<td>Deactivated</td>
</tr>
<tr>
<td>VPD</td>
<td>Kirtland AFB, NM</td>
<td>Exo</td>
<td>V</td>
<td>3 kV/m @ 200 m</td>
<td>100 m 10°@200 m</td>
<td>Operational</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HPD</td>
<td>Kirtland AFB, NM</td>
<td>Exo</td>
<td>H</td>
<td>*50 kV/m @ 9 m HAC</td>
<td>100 m 10°@200 m</td>
<td>Operational</td>
</tr>
<tr>
<td>HDL</td>
<td>Biconic</td>
<td>Exo</td>
<td>H</td>
<td>15 kV/m @ 100 m</td>
<td>200 m 10°@200 m</td>
<td>Operational</td>
</tr>
<tr>
<td>AESOP</td>
<td>HDL</td>
<td>Exo</td>
<td>H</td>
<td>50 kV/m @ 50 m</td>
<td>200 m 10°@200 m</td>
<td>Operational</td>
</tr>
<tr>
<td>VEMPS</td>
<td>HDL</td>
<td>Exo</td>
<td>V</td>
<td>5 kV/m @ 25 m</td>
<td>100 m grazing</td>
<td>Operational</td>
</tr>
<tr>
<td>EMPRESS</td>
<td>NSWC</td>
<td>Exo</td>
<td>H</td>
<td>2.2 kV/m @ 300 m (16 m HAC)</td>
<td>300 m 8°@300 m</td>
<td>Operational</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Directly below antenna (continued)
7.8 TEST INSTRUMENTATION AND SET-UP

Up to this point, we have discussed testing from the standpoint of generating a simulated EMP environment. The next consideration is monitoring the environment and the diagnostic instrumentation for determining the effects of the environment on the system under test. The primary consideration will be the nature of the instrumentation and the basic problems usually encountered. It will not consider sensor design.

Testing implies experimental observation of the EMP environment and the system response; this means the measurement of transient electromagnetic fields, voltages, and currents. A complete measurement system should include:

1. A signal sensing system
2. A distribution system
3. A recording system
4. A test plan and data reduction and processing system to interpret the data
5. Calibration including overall response characteristics.

Each of these areas will be discussed in subsequent sub-sections.

Signal Sensing

Signal sensing involves both the measurement of the field environment and the induced voltages and currents within the system. Both sensors and probes are required to perform these measurement functions.

Sensors refer to the measurement of electromagnetic fields. These can be in free space to monitor simulator fields, within a conducting medium such as earth, or within equipment racks or buildings.

Probes refer to the measurement of a voltage or current. Current probes measure the total current flow in wires. Voltage probes can be single ended referenced to a common signal line or can be differential.

Sensors

The most commonly used broadband electromagnetic field sensors are electrically small antennas. Such antennas have the directivity characteristics of a small electric or magnetic dipole and an impedance which is predominantly reactive. Short antennas or specially designed capacitors are used for sensing electric fields. Small loops are used for sensing the magnetic fields. The open-circuit voltage and short-circuit current response of electrically short antennas are proportional to either the field or the time derivative of the field as indicated.
The open circuit voltage \( V_0 \) of this type sensor is the capacity weighted average of the potential that each plate would attain separately referenced to a common point. This open circuit voltage is given by:

\[
V_0 = E d
\]

\( V_0 \) = open circuit voltage
\( E \) = electric field intensity
\( d \) = plate separation.

The accepted definition of effective length \( l_e \) of an antenna is given by:

\[
l_e = \frac{V_0}{E} = d
\]

The normal electric field and its associated displacement flux \( D \) induces a surface charge density \( q \) given by:

\[
q = D = \varepsilon E
\]

\( \varepsilon \) = permittivity of the surrounding medium.

The short circuit current \( I_0 \) is the time rate of change of the charge density over the surface area of the plates \( A \):

\[
I_0 = \frac{d}{dt} \int_A q \, dA = \varepsilon \dot{E} A = \varepsilon \dot{E} ab
\]

\( a \) = width of plate
\( b \) = length of plate

providing \( a, b >> d \) and neglecting fringing.

The "effective area" \( A_e \) is defined as the ratio of the short circuit current to the rate of change of displacement flux:

\[
A_e = \frac{I_0}{\dot{D}} = ab
\]

where

\[
\dot{D} = \varepsilon \dot{E}
\]

which, for the case under consideration, is the physical area of one plate, neglecting fringing.

From Thevenin's theorem, the relation between the open circuit voltage and the short circuit current is the source impedance, which for this case is given by: 

\[
Z_s = \frac{V_0}{I_0}
\]
\[ Z_a = \frac{V_a}{I_a} = X_{Ca} \]
\[ Z_a = \text{antenna impedance} \]
\[ X_{Ca} = \text{capacitive reactance of antenna} \]

which, for a sine wave, is:

\[ X_{Ca} = \frac{1}{j\omega C_a} \]

and, therefore

\[ C_a = \frac{\epsilon_a b d}{d} \]

The peak energy per unit volume (\(W_f\)) in the incident field is:

\[ W_f = \frac{1}{2} |E|^2 \]

while the peak energy stored in the antenna (\(W_a\)) is:

\[ W_a = C_a V_o^2 \]

The ratio is the "effective volume" (\(S_e\)) as defined previously:

\[ S_e = \frac{W_a}{W_f} = \frac{\epsilon_e A_e}{\epsilon_a b d} \]

Similar expressions can be derived for other types of electric field sensors based on their geometry. The expressions for the flush antenna, dipole and monopole illustrated, are given in the following table.

<table>
<thead>
<tr>
<th>Type Of Antenna</th>
<th>(A_e)</th>
<th>(S_e)</th>
<th>Capacitance</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitive Plate</td>
<td>(\frac{V_0}{E})</td>
<td>(\frac{1}{\omega D})</td>
<td>(\frac{V_0 I_0}{\omega E})</td>
<td>(\frac{A_e}{\epsilon_a b d})</td>
</tr>
<tr>
<td>Flush Plate</td>
<td>(\frac{\pi b^2}{4\ln\left(\frac{d}{b}\right)})</td>
<td>(\frac{\pi b^2}{4\ln\left(\frac{d}{b}\right)})</td>
<td>(\frac{\pi b^2}{4\ln\left(\frac{d}{b}\right)})</td>
<td>(d &gt;&gt; b &gt;&gt; n)</td>
</tr>
<tr>
<td>Dipole</td>
<td>(l)</td>
<td>(\frac{\pi d^2}{2\ln\left(\frac{d}{b}\right)})</td>
<td>(\frac{\pi d^2}{2\ln\left(\frac{d}{b}\right)})</td>
<td>(l &gt;&gt; d)</td>
</tr>
<tr>
<td>Monopole</td>
<td>(\frac{\pi}{2})</td>
<td>(\frac{\pi b^2}{\ln\left(\frac{d}{b}\right)})</td>
<td>(\frac{\pi b^2}{\ln\left(\frac{d}{b}\right)})</td>
<td>(l &gt;&gt; d)</td>
</tr>
</tbody>
</table>

**PROPERTIES OF SMALL ELECTRIC FIELD SENSORS**
The voltage equivalent circuit of a probe antenna consists of a voltage source, $V_0$, an antenna capacitance, $C_a$, a base capacitance, $C_b$, and a loss element associated with its feed point and support structure. Normally, this term, $G$, can be made small enough to be neglected. The base capacitance and antenna capacitance can be combined and a new effective length, $Z_1$, defined to give a simpler equivalent circuit. This equivalent length, $Z_1$, is the ratio of the voltage divider effect of $C_a$ and $C_b$. Including the voltage divider effect of $C_a$ and $C_b$, additional capacitance in parallel with $C_b$ is often used to shorten frequency or add attenuation to the sensor system.

The capacitive antenna can also be described in terms of a current equivalent circuit as illustrated, when the load is a short-circuit, the current is proportional to the electric field, and the magnitude of the electric field gives an amplitude-frequency response (time derivative). When the load is finite but nonzero, for example the impedance of a coaxial cable, the probe antenna response is proportional to the electric field.

$$V_0 = \frac{\beta A}{\epsilon_0}$$

$\beta = \frac{E}{Ae}$

where $E$ is the electric field, $A$ is the effective area, and $\epsilon_0$ is the permittivity of free space. The magnetic field can also be characterized by parameters similar to those used for probe antennas. According to Faraday's law, the voltage induced in a loop is given by:

$$V_0 = \frac{\epsilon_0}{\mu_0} \frac{\partial B}{\partial t}$$

where $B$ is the magnetic field, and $\mu_0$ is the permeability of free space. The effective area of the loop, $Ae$, must be small compared to the geometric area, $A$, and the sensitivity can be increased by choosing a geometry that provides the maximum antenna capacitance for a given physical dimension.
one tenth wavelength at the highest frequency of interest.

A shorted loop (closed conductor) will have a short circuit current \( I_s \) induced which is sufficient to oppose the incident magnetic field \( H \), assuming no losses. This short circuit current defines the loop effective length \( l_e \) as:

\[
I_s = l_e H = \frac{l_e B}{\mu}
\]

\( \mu = \) permeability of the medium.

Thus a small loop will provide a short circuit current that is proportional to \( B \), or an open circuit voltage proportional to \( B \). The effective length \( l_e \) and the area \( A_0 \) of a small multturn loop are related by the loop impedance parameter (inductance) as follows:

\[
L = n^2 \mu \frac{A^2}{l_e}
\]

\( L = \) loop self inductance

\( n = \) number of turns in the loop.

Illustrated are several geometries that might be used for magnetic field sensors.

An alternate technique is to measure the surface current density \( J \) which is related to the magnetic field \( H \), using a slot in a reference plane structure as illustrated above.

The properties of these antennas are presented in the following table.

<table>
<thead>
<tr>
<th>Antenna Type</th>
<th>Effective Length</th>
<th>Effective Area</th>
<th>Effective Volume</th>
<th>Inductance</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inductive</td>
<td>( \frac{V_0}{H} )</td>
<td>( \frac{V_0}{\omega B} )</td>
<td>( \frac{V_0 l_0}{\omega \mu H^2} )</td>
<td>( \mu A_0 ) ( l_e )</td>
<td>( b &gt;&gt; a )</td>
</tr>
<tr>
<td>Loop</td>
<td>( \frac{\pi b^2}{\ln\left(b/a\right)} )</td>
<td>( \pi b^2 )</td>
<td>( \frac{\pi b^3}{\ln\left(b/a\right)} )</td>
<td>( \mu b \ln\left(b/a\right) )</td>
<td>( b &gt;&gt; a )</td>
</tr>
<tr>
<td>Shielded Loop</td>
<td>( \frac{\pi b^2}{\left[\ln\left(b/a\right) - 2\right]} )</td>
<td>( \pi b^2 )</td>
<td>( \frac{\pi b^4}{\left[\ln\left(b/a\right) - 2\right]} )</td>
<td>( \mu a \left[\ln\left(b/a\right) - 2\right] )</td>
<td>( b &gt;&gt; a )</td>
</tr>
<tr>
<td>Cylinder</td>
<td>( \ell )</td>
<td>( \pi b^2 )</td>
<td>( \ell \pi b^2 )</td>
<td>( \mu \pi b^2/\ell )</td>
<td>( b &gt;&gt; a )</td>
</tr>
<tr>
<td>Slot</td>
<td>( \ell )</td>
<td>( \frac{\left(\frac{T}{2}\right)^2}{\ln\left(\frac{b}{w}\right)} )</td>
<td>( \frac{\left(\frac{T}{2}\right)^3}{\ln\left(\frac{b}{w}\right)} )</td>
<td>( \frac{\mu \left(\frac{T}{2}\right) \ell}{\ln\left(\frac{b}{w}\right)} )</td>
<td>( l &gt; w )</td>
</tr>
</tbody>
</table>

**PROPERTIES OF SMALL MAGNETIC FIELD SENSORS**
The sensitivity of a small loop can be increased by increasing the inductance, L, of the loop. Since the inductance is directly proportional to the number of turns and loop area, but inversely proportional to the length of the magnetic circuit (leakage inductance), it is desirable to maximize the loop area for a given length. An alternate way to increase the inductance is to increase the flux density within the loop. This can be accomplished by using a high permeability core material for the loop. High permeability cores have losses which increase with frequency, so care must be exercised if the frequency range will be restricted.

The Thévenin equivalent circuit for a loop antenna is a voltage source that is a function of the time derivative of the field and an impedance that is the loop inductance plus a loop loss resistance. This circuit is valid for a large load impedance. The impedance of this circuit is a function of frequency as is the voltage source. For frequencies where \( \omega L \gg R + R_L \), the impedance is inductive, giving an output voltage (\( V_o \)) at the shield gap or load. For frequencies where \( \omega L \ll R + R_L \), the output voltage decreases with increasing frequency. Realistically, the load impedance, \( R_L \) (resistive), is finite so that it is large compared to \( \omega L \) at the lower frequencies and small compared to \( \omega L \) at higher frequencies. For frequencies below that for which \( \omega L \approx R + R_L \), the output is responsive to \( R_L \). Above this frequency, the output is responsive to \( B \).

The Norton equivalent circuit for a loop is valid when the load impedance is small (i.e., shorted terminals) compared to \( \omega L \). The output current is directly proportional to \( I_s \) which, in turn, is proportional to \( H \). The frequency for \( \omega L = R \) is the high-frequency cutoff for the loop. The resistance, \( R \), is dependent upon the loop structure, as is the loop inductance, \( L \).

The operation of a shielded loop can be considered as the shield forming a loop that has an open-circuit voltage \( V_o = BA_e \) across the shield gap. This voltage drives the two coaxial cables in series at the shield gap, resulting in \( V_o \) at the loop output terminals.

This model of the shielded loop can be used to determine the maximum allowable size of the loop as an electrically short sensor. Essentially, the electrical length of the shield and the inner conductor must be small. The maximum loop diameter as a function of the upper frequency limit is shown here.
In applications where the electric field vector cannot be made to pass through the loop load, a shielded loop can be used to minimize the electric field response as illustrated.

Sensor Applications

One application of electric and magnetic field sensors is determining the characteristics of the incident fields at the system under test produced by the EMP simulators.

For electromagnetic sources, both electric field and magnetic field time or frequency characteristics must be measured with care and accuracy. In addition, the electromagnetic features (i.e., spatial parameters) must be measured. Direction of propagation, spatial orientation of the electric and magnetic fields, incidence angles, phase fronts, and spatial variations in magnitude must be measured so that the testing source can be related to the EMP threat environment. Unwanted electromagnetic fields must be absent. In many instances, field components will exist in the testing source that are non-existent in the criteria.
Electromagnetic field mapping involves the use of electric and magnetic field sensors that generally have dipole response patterns. By orienting the sensor for maximum response, the electrical characteristics (time, frequency, magnitude, phase) can be measured. Rotation of the sensor for minimum response (sensor null) defines the direction of the field component. Mapping can also be accomplished using sensors that are oriented orthogonally to measure the field components in the three orthogonal directions. This method requires considerable care in interpreting the results, since sensors respond to fields in any orientation except when the field is aligned with the sensor null. For example, for a perfect sensor with zero response in the null and a single electromagnetic field component in one of the orthogonal sensor directions, misalignment of the sensor will give orthogonal components. The error in the major field component would be very small. For real sensors, the nulls are characterized by a 30 to 50 dB drop in signal amplitude. If actual orthogonal fields exist, then the sensor null response contaminates the measurement. For orthogonal fields that are within 20 dB of each other, orthogonal sensors will give reliable data.

The instrumentation that is used to map electromagnetic fields should not significantly distort the fields. This is usually accomplished by making the instrumentation as small as possible. A self-contained mapping system utilizing orthogonal sensors to measure the magnetic fields is illustrated.

The recording oscilloscope and camera and battery power supplies are inside the sensor box. The sensor box provides some EM shielding for the instrumentation. Often an inner instrument shield is also utilized. If the sensor box resonant frequency is above the EM frequencies of interest, this type mapping system will not distort the measured waveforms. Calibration in a parallel plate transmission line will confirm that the measurements are not distorted. Sensor sensitivity as a function of height above ground must also be determined by evaluating the instrumentation in a known EM field.

Use of such an instrumentation box in mapping the fields in a radiating type simulator must involve consideration of ground effects on the field. Near the earth, the horizontal component of the E-field is cancelled whereas the magnetic field horizontal component is enhanced. Measurement of the magnetic field will provide the free field waveform but to obtain the actual EM field near the earth both the magnetic and electric fields must be measured or analytically determined. The following figure shows such an instrumentation box in use with a fiberglass structure to permit mapping at or above the surface of the earth.

Mapping systems can be made small enough that they do not appreciably distort the EM field measurements. A CW facility mapping system to measure electric field magnitude and relative phase and the orientation of the field as a function of height is shown in the following figure. The electric field sensor is a capacitive antenna formed by two hemispheres that contain a preamplifier and fiber optic light transmitter. The receiver is located at ground level. The small size of the sphere and the non-conducting data link and fiberglass supports do not distort the field measure-
ments. Field orientation is determined by rotating the sphere to achieve a minimum response.

The reference side of the probe is usually the ground or shield side of the probe output connector. For single-ended probes, a ground terminal is available near the probe tip. A clip lead from this terminal to the circuit reference will have an impedance that is predominantly inductive.

The reference for the voltage being measured is defined by the location selected to reference the probe.

With care, low-impedance, ten's of nanoseconds rise time voltages can be measured directly. For high-impedance and/or nanosecond rise times, the high-frequency characteristics of the entire circuit, probe -- return path system must be known.

A second application of these sensors is for measurement of internal fields. These same types of sensors can be used in this application.

Voltage Probes

Voltage, at a point within a system, is usually measured with a voltage probe. Commercial probes are available with relatively high input impedances (high resistance, small capacitance) that can have subnanosecond response times. Often voltage probes have attenuation from input to output.

The actual response of any voltage probe is a function of the probe impedances, the equivalent impedance of the voltage source being measured, and the impedance of the circuit used to connect the circuit reference and the probe reference. The equivalent impedance of the voltage being measured is not always easy to define. Generally, voltages should be measured at low impedance locations in circuits so that the probe will not load or alter the voltage.

A differential voltage probe is two single-ended probes connected to give an output that is the difference between the two voltages. The difference is determined as the difference voltage on each probe tip referenced to the probe ground or reference. Thus, the differential probe is a three-terminal network, and if the probe reference is connected to the circuit, an inductive element is again added to the measurement circuit. If a reference lead is not used as an attempt to eliminate this inductive element, then the probe reference and circuit reference will seek their own unknown return path.

Since the probe is a three-terminal network, the voltage to be measured, \( V \), is shown as two voltage sources, \( V_1 \) and \( V_2 \), in a three-terminal network. The
voltage \( V = V_1 - V_2 \).

The probe is designed to respond to the difference \( V_1 - V_2 \). To achieve this, the two single-ended voltage circuits must have identical impedances and responses. Any unbalance in the two halves of the probe will cause a common mode response; i.e., the probe output will have some response to \( V_1 + V_2 \). The common mode rejection ratio (CMRR) is defined as:

\[
CMRR = 20 \log \frac{V_{\text{diff}}}{V_{\text{com}}}
\]

where

\[
V_{\text{diff}} = V_1 - V_2
\]

\[
V_{\text{com}} = V_1 + V_2
\]

Common mode rejection ratios of 40 dB are attainable over wide bandwidths. CMRR's of 70 dB are attainable when carefully measured directly at the probe tip. A CMRR of 70 dB implies that the entire frequency, amplitude, phase characteristics of the probe measurement circuitry are balanced to within 0.03 percent.

Current Probes

Current is usually measured by a current probe which is basically the secondary of a current transformer. The wire carrying the current is the transformer primary. Commercial current probes are made to clamp over a wire or bundle of wires or are made so that the wire must be threaded through the probe.

A current probe has an insertion impedance of a few \( \mu \)H and a few one hundreds of an ohm. This impedance is placed directly in the measurement circuit. In addition, the capacitance from the wire to current probe case adds a shunt capacitance to the measurement circuit.

The current probe, being a transformer, often contains magnetic core material to increase primary to secondary coupling. Core materials saturate and are nonlinear at high current levels. This effect of the core material can affect the time response characteristics as a function of current magnitude.

Probe Applications

Both voltage and current probes are required to define energy source characteristics. This application requires probes that can effectively measure voltage or current over the complete frequency spectrum of interest.

For cable drivers, for example, the source is a current in a cable sheath or bundle of wires. Cable driver characteristics can be determined by measuring the currents in known simple cable configurations. For voltage and current injection sources, it is necessary to know the source impedance and how this impedance interacts with the system being tested. These same simple cables can be used to determine whether the cables and cable driver interact.

Other applications of current and voltage probes are measurements of currents or voltages at the terminals or selected test points internal to the system under test. Care must be exercised in the selection of the probe to be used. The probe circuitry can detrimentally load the circuit being tested. For commercial probes, this loading is minimized and generally will not influence the measurement point. By selection of the proper point to make a measurement, it is often possible to have test points that are not sensitive to reasonable probe loading.
Bulk cable currents generally can be measured with clamp-on probes on existing system cabling. If currents are to be measured within a shielded cable, it is probably necessary to replace the system cable with a special test cable. Such a test cable is shown here with two current probes under the cable shield. Shielding integrity can be determined in the laboratory.

Signal Distribution Systems

So far the discussion has centered on measurement of the fields, voltages and currents. The sensed signals must be transmitted to a recording system. To accomplish this, some form of data transmission link must be provided. Often it is also necessary to condition the signal prior to recording. These factors are combined into a single category – signal distribution. Consequently, signal distribution systems include:

1. Cables such as coax, balanced or twinax, shielded pair.
2. Nonconducting cables such as microwave data links, dielectric waveguide, or fiber optics.
3. Amplifiers either wide bandwidths or frequency selective.
4. Attenuators and signal dividers.
5. Signal conditioning to enhance or depress either high-frequency, short-time or low-frequency, long-time response.

These are discussed in subsequent paragraphs of this section.

Hardwire Data Links

One technique for coupling the sensors and probes to the recording system is via hard wire cable. These cables can be coaxial or twinaxial and single-shielded or multiple-shielded. Most commercial probes terminate in a standard transmission line coaxial cable. The probes are designed for laboratory use and often will respond to electromagnetic energy via coupling into the probe casing. Thus it may be necessary to EMP harden the measurement system before the measurement system can be used in an EMP hardening program.

Shown is a hardened voltage probe intended for use with a recording system that is contained in a shielded container. Additional shielding in the form of braid has been added. This additional shield is connected to the probe at the sensor end.

Another example, as illustrated, is the hardening of a differential voltage probe. A solid shield has been placed around the probe which contains active elements. In order to maintain a good CMRR, the cable has to be shielded with two layers of braid.
A third example is a clamp-on type current probe. This probe has a connector on the probe that is intended to be loaded with 50 ohms. Hardening of this probe involves shielding the probe to electromagnetic fields, selection of a signal cable (RG-55/U), and shielding the signal cable.

Shielding of signal cables is necessary to eliminate response to unwanted electromagnetic energies. These shields or the cable conductors themselves are sensitive to electric fields along the cable. Interference can sometimes be minimized by repositioning of cables. However, cables in electromagnetic fields alter the electromagnetic environment and can alter the system EMP interaction. Ideally, cables should be routed away from other cables and should cross other system cables orthogonally to minimize coupling to the system. Instrument cables should be routed adjacent to conducting skins or cabinets to minimize loop currents in the cables. Cables should never be allowed to dangle across open areas where they can alter the EM environment.

Hardwire cabling systems also exhibit attenuation or delay characteristics which are a function of frequency. Illustrated are the amplitude attenuation characteristics for RG-58/U and RG-8/U coaxial cables. The usable bandwidth (-3 dB points) for these cables are 25 MHz and 150 MHz, respectively. For broadband signals these characteristics must be known and accounted for in the processing of the data or by frequency compensating the cables. Synthesis codes have been developed to equalize the cable response, usually at the expense of increased attenuation as shown by the dashed line. Equalization must be accomplished for both attenuation and phase if good response of the cable is to be achieved.

Nonconducting Data Links

Nonconducting data links can be RF telemetry, dielectric-guided RF, or optical. To be used effectively, the carrier frequency of these data links must be well above (a factor of ten or so) the EMP spectrum. Segmented and loaded (lossy) transmission lines have limited bandwidth and are not commonly used.

RF Telemetry

An RF data link can take many forms. Commercial microwave data links are available that can be altered for broadband transient data transmission. Essentially, such a data link consists of an energy source, modulation from simple single-channel AM to multiple-channel FM-FM, directional antennas (usually a horn), a receiver, and a demodulator. Power in the form of batteries must be supplied at the transmission end of the link. Thus, the physical size of the instrumentation that must be added to the probes can overcome any advantage of the nonconducting data link.
This form of data transmission requires radiation of an RF signal. If the RF signal is within the EMP spectrum, the radiated (simulator) field will interfere with, and may even mask, the telemetered data. Choosing a telemetry frequency far above (ten times the highest frequency in the EMP spectrum), low pass filtering can be employed to eliminate this interference problem.

The radiated RF telemetry signal can also interfere with the measurement of the radiated EMP fields. For example, if the EMP field sensors have a very broad bandwidth, they may respond to the telemetry signal resulting in distortion of the measured EMP fields.

The physical size of the probe end of the data link can be reduced if power is supplied from the receiver end of the link. This may be accomplished by providing the RF power from the receiver end via a second channel (as illustrated) or two way propagation on a signal channel.

Dielectric Waveguide Transmission

The use of dielectric waveguide, illustrated above, eliminates the need for radiating antennas. Energy propagates both within and on the rod surface in a transverse magnetic mode and may extend 1 to 6 inches beyond the surface depending on the frequency and dielectric material. Thus, some protection is required to keep conductors away from the rod. Propagation losses less than 0.1 dB/ft. have been measured at 12, 24 and 48 GHz. Dirt on the rod surface can increase this loss.

Dielectric rod transmission systems have been successfully used at Ku (12 to 18 GHz) and X (8 to 12 GHz) band frequencies with rod sections in excess of 100 feet. Bending of the rod on a 10 foot radius does not noticeably affect system performance.

Optical Transmission

Data can also be transmitted by modulating light. The light-emitting diode offers an easy method to modulate light, its output being directly proportional to the current through it. The transmission link can be lens and mirrors; however, mechanical alignment limits their field application. Light can easily be transmitted using flexible fiber optics. The size of an optical data transmitter can be quite small. Optical links with bandwidths up to 150 MHz are commercially available with relatively low loss.

Signal Conditioning

Amplifiers

Amplifiers for pulse or transient application have a constant gain and linear phase response over a broad range of frequencies defined as the amplifier bandwidth. For linear phase response, the phase delay increases linearly with frequency. This is equivalent to a constant time delay for all frequencies which results in no dispersion or phase distortion of a time waveform. Outside the amplifier bandwidth, amplitude will vary with frequency and phase will deviate from linear phase. This causes pulse distortion in an amplifier.
Both the low-frequency cutoff and high-frequency cutoff characteristics are important. These cutoff frequencies are determined by the RC time constants associated with the amplifier circuit.

The high-frequency response of the amplifier limits the rise time of the output waveform. The rise of the output waveform is exponential. If the time constant \( t_2 \) associated with the high-frequency cutoff is less than five (5) times the rise time \( t_i \) of the input pulse, the error introduced will be less than one (1) percent. The high-frequency response also controls the decay of the pulse, which will also be exponential. Inadequate high-frequency response will result in a reduction in the output pulse amplitude.

The low-frequency response of the amplifier results in a sag in the top of the pulse (output voltage dropping due to charging of the capacitance associated with the output coupling circuit). This effect is seen primarily for long pulses, i.e., where the pulse duration is long compared to the RC time constant of the output circuit. The low-frequency response also results in overshoot at the end of the pulse due to this charging of the coupling capacitance.

In addition to the amplitude response, distortion of the output pulse can also result from non-linear phase delay of the amplifier. The phase delay distortion for the first-distortion terms in the Fourier representation are shown in the figure. The dotted line shows the ideal characteristic (linear phase delay with frequency) and the solid line the sinusoidal deviation from the ideal.

The low-frequency and high-frequency cutoffs do not amply define the response of a broadband amplifier, since the relative amplitude and phase of signal spectral components outside these limits affect the amplifier response. Shown in the figure is the ideal amplifier amplitude response characteristics (dotted line) and the typical pulse response (solid line).
The effect on the output pulse shape for a square wave input pulse is shown in the following figure. Figure (a) shows the distortion due to the amplitude response only, and Figure (b) includes the effects of phase distortion.

**A.) AMPLITUDE RESPONSE**

Amplification of CW signals can take a variety of forms. These can include simple straightforward amplification with bandwidth-limiting filters to reduce noise. Frequency translation can be used but must be done coherently to preserve phase. Detection of amplitude and phase of the signal require coherent detection that can be accomplished with synchronous detectors in phase quadrature.

**Attenuators**

The concept of attenuation is a simple one. If two resistors are connected, as shown on the left, then the output voltage is attenuated by \( R_2/R_1 + R_2 \) from the input voltage. If the resistance values are not too large and frequency is low, this form of attenuation is valid.

However, as frequency is increased, the stray capacitance associated with the output \( C_2 \) will alter the attenuation ratio. Its effect can be compensated by the addition of \( C_1 \) in the compensated attenuator shown. Compensation required to maintain the desired attenuation ratio is given by \( R_1C_1 = R_2C_2 \).

**B.) EFFECTS OF PHASE RESPONSE**

For still higher frequencies, all lumped components have \( R, C, \) and \( L \). In addition, the voltage source will have a source impedance and the load a load impedance. The effects of all these impedances must be considered when designing high frequency broadband attenuators. Any attenuator, no matter how complicated its compensation may be, has some useful limited frequency range or bandwidth.

**Signal Dividers**

Often, between the sensor or probe and data recorder, the signal is distributed either to multiple recorders or to perform other functions, such as triggering an oscilloscope. These functions must be accomplished without distorting the signal channel. Signal energy for triggering can be obtained with a high impedance tap off whose impedance is much larger than the signal channel impedance. Signal distribution is normally accomplished with a signal divider that has an input impedance that matches the signal line impedance and generally will have individual output impedances matching the output line impedances. Passive circuits that have constant input and output impedances have isolation between input and output in the form of loss or signal attenuation.
For broadband applications, \( f_c \) must be well outside the signal spectrum. In addition, the effects of source and load impedances and distributed impedances will limit the useful frequency range of a true integrating or differentiating circuit.

Impedance mismatches cause reflections in the signal channel. For CW, the reflections result in a voltage standing-wave ratio (VSWR). A VSWR of 1.5, which is considered adequate for some applications, corresponds to a voltage reflection of 20 percent. As indicated here, a 20 percent reflection can result in considerable distortion of a transient.

One technique that is useful to define and locate reflections in a signal channel is time-domain reflectometry. Commercial TDR's are readily available with subnanosecond accuracies.

Other forms of special filters may be used either to enhance a frequency or frequency band or to attenuate a discrete frequency or frequency band (notch filter). Such techniques should be used with caution since phase as well as amplitude are altered over a frequency range that is the filter bandwidth.

**Differentiators and Integrators**

Sometimes it is desirable to distort the signal spectrum intentionally. Differentiation of the signal will enhance the high-frequency response or result in a signal that is the time derivative. Differentiation can improve time definition. A differentiator has an amplitude response that is directly proportional to frequency. A single-stage high-pass filter shown in the upper part of the figure has an amplitude response variation of 6 dB per octave below the cutoff frequency, \( f_c \). Thus, for frequencies below \( f_c \), the output is the differential of the input. Similarly, a low-pass filter with 6 dB per octave roll off will integrate all frequencies above \( f_c \).

Signal Display and Recording

Recording of transients in the time domain is normally done using an oscilloscope and film. A single recording or multiple recordings to extend dynamic range may be used. Transient recording can be digital or a simple peak magnitude recording.

CW is usually recorded on chart recorders that can be simple time-amplitude recordings of x-y plots. Often the recording of a meter deflection will suffice.
Oscilloscope/Camera Recording

In spite of recent developments in alternative recording techniques, the best instrument for recording a transient is still the oscilloscope-camera combination. Oscilloscopes are normally specified as to bandwidth, deflection sensitivity, sweep time, and writing rate. These parameters define an oscilloscope but do not define its capability to display transient data.

For the display of transient data, it is convenient to define the oscilloscope capabilities in terms of the display spot size. The time response of the oscilloscope depends upon sensitivity in volts per spot width and the slewing rate in deflection per unit time. Slew rate depends on oscilloscope writing rate and upon the volts per second capability of the amplifiers. Resolution is defined in the number of tracewidths that can be displayed. The tracewidth is the minimum width of the trace of an oscilloscope.

A single oscilloscope recording is very limited in its amplitude and time dynamic range. Usually, to record transients associated with EMP hardness testing, more than one recording of each waveform is required. The recording dynamic range sets a time-amplitude window that can be recorded. Four such typical windows are shown here as the solid lines. The upper end of each line represents the full-scale deflection voltage and the sweep length. The lower end of each line is the voltage and time resolution for the particular oscilloscope settings.

The dashed line represents a rapid sweep recording that has been initiated at a later time by a delayed trigger. This technique permits good time definition at latter times in the transient waveform.

Typically, the vertical deflection is limited to about 200 tracewidths. This number of tracewidths limits the dynamic range to a maximum of 46 dB, providing that a change of one tracewidth is observable in data reduction.

The recorded bandwidth is determined by the number of tracewidths along the time axis, typically 300, and the sweep duration. A theoretical limit of definition five times this minimum sampling rate is desirable; i.e., 10 tracewidths per cycle. Thus, for an oscilloscope with 300 tracewidths per sweep, a sweep speed can be selected to display 30 cycles of the highest frequency to be displayed. This length of sweep will display one cycle of a frequency that is 1/30 of the highest frequency, which is the lowest measurable frequency that is recorded. Thus, 300 tracewidths limit the recorded bandwidth to a maximum of 30 to 1.

A 150-MHz oscilloscope set to record 150 MHz will not display frequencies below about 5 MHz. If the sweep speed is set to record 10 kHz, then the maximum observable frequency is less than 1 MHz, even though the oscilloscope is capable of responding to 150 MHz.

Typical Oscilloscope Display

A single oscilloscope recording is very limited in its amplitude and time dynamic range. Usually, to record transients associated with EMP hardness testing, more than one recording of each waveform is required. The recording dynamic range sets a time-amplitude window that can be recorded. Four such typical windows are shown here as the solid lines. The upper end of each line represents the full-scale deflection voltage and the sweep length. The lower end of each line is the voltage and time resolution for the particular oscilloscope settings.

The dashed line represents a rapid sweep recording that has been initiated at a later time by a delayed trigger. This technique permits good time definition at latter times in the transient waveform.
To display a waveform on an oscilloscope requires that the oscilloscope sweep and the waveform be aligned in time by triggering the sweep at a known time with respect to the waveform. Triggering can be derived from the waveform, thus starting the sweep after the waveform onset. It is important to realize that, if the oscilloscope sweep is nonlinear, it is probably nonlinear at the sweep onset. Thus, with self-triggering, the initial portion of the waveform is lost and may possibly be distorted.

**Self-Triggering**

![Diagram of self-triggering](image)

This problem can be overcome by adding delay to the signal channel that is not in the trigger circuit. Many oscilloscopes have internal delay for this purpose. However, the signal distortion characteristics of broadband delay lines must be included in the overall measurement system response. Delay of a few tens of nanoseconds can be obtained using good coaxial cable.

**An alternate method of aligning the waveform and oscilloscope trace is to provide an independent trigger to initiate the sweep prior to the waveform. For repetitive pulse applications, this trigger source can be the waveform itself with delay in the trigger channel that is slightly less than the period between pulses.**

For transient recording, the trigger can be derived from the fields that impinge on the system or from the sensed simulator field. Either of these methods can contaminate the measurement itself. Extreme care must be used to ensure that there are no unwanted EMF penetrations into the measurement system.

The recording of a waveform or transient on film is dependent upon many factors. Trace recording is ideally line photography, so that overexposure of the film seems to be desirable. However, the oscilloscope trace has a Gaussian distribution that will cause the trace to broaden as trace intensity is increased. The effects of high intensity are not always obvious to the eye since the eye responds logarithmically over a million-to-one range, while film responds linearly over a 100-to-one range.

Most oscilloscope cameras will have at least an f 1.9 lens with a slight image reduction (magnification = 0.85). The most common phosphor for the oscilloscope is P-31, which is optimized for visual use. Other phosphors, P-11 for example, are better matched to films that are sensitive generally to blues.
The film writing speed is a function of many factors. These factors include:

- Oscilloscope tube phosphor
- Development time
- Film speed
- Lens f number (speed)
- Film pre-processing

The increase in writing speed that can be obtained by proper choice of these factors is shown in the figure.

![Writing Speed Improvement Diagram]

The exact form of film and camera that is used will depend upon the data interpretation process that is used with the test program. Polaroid cameras and film give an instant permanent record. The recording can be viewed to determine if it is readable and if additional records are required. This feature eliminates the recording of useless data. The disadvantage of Polaroid film is that it is difficult to use in machine processing including viewers and only a single copy (print) is available. Polaroid does make a negative film intended for use in making slides; however, the speed of this film limits its usefulness in transient recording.

The Polaroid camera is essentially a framing camera where the film can be positioned for multiple exposures if desired. Framing cameras exist for standard films, usually 4 x 5 inches.

For measurements that are repeated many times, a stepping camera is useful. Stepping cameras are usually 35 mm and automatically stepped one frame at a time. The film is continuous.

Continuous motion cameras can be used similar to a stepping camera, providing the film motion distortion during the oscilloscope sweep is not objectionable.

The improvement in sensitivity that is possible by using CW and narrowband filters can be utilized to display repetitive pulse measurements. Current state-of-the-art sampling techniques have been utilized with standard oscilloscopes to display sine waves about 10 GHz and repetitive pulse rise times in the tens of picoseconds (10-12 seconds).

Sampling is a process wherein a narrow-time gate is used to measure and store the input signal that occurs at the time of the sample. By moving the sample gate along the waveform on subsequent repeated waveforms, the entire waveform is sampled, stored, and displayed. Sampling at each point on the waveform is normally a single sample; however, multiple samples are possible so that averaging can be used to improve signal-to-noise ratios.

**Analog/Digital Recording**

Analog recording of a transient can be accomplished on tape recorders or on magnetic discs. Bandwidths of ten's of megahertz are feasible. However, tape or magnetic recorders have poor signal-to-noise ratios, limiting their dynamic range to about 30 dB. Linearity through playback can be adequate with proper calibration. The overload characteristics of tape usually demonstrate poor recovery.

Various methods are available to record transient waveforms in digital form. The building blocks are available in various forms so that particular systems can be assembled for specific applications.

Generally, digital recording involves analog storage to permit waveform sampling, analog-to-digital conversion of amplitude, conversion of the time scale, intermediate or temporary storage between the time and amplitude conversion processes, and finally, storage of the digital information. The most common version of digital recording is shown in the upper diagram. The analog signal is stored in some manner so that time samples can be determined (usually at a nonreal time) and then each sample is digitized and stored. The time conversion permits the analog-to-digital conversion to be accomplished at a lower bit rate.

An alternate approach is shown in the lower diagram where the analog-to-digital conversion is accomplished first. Time conversion is then accomplished on the digital data. This technique is
generally limited in bandwidth by the analog-to-digital sampling rates, or more correctly, bit rates.

Recording of amplitude, phase, and frequency for CW measurements can be accomplished in a variety of ways since the recording bandwidth for a single data point is very small. Oscilloscopes can be used to display CW data but generally are not used due to the film processing and reading.

The most common form of CW recorder is a pen-chart recorder. These recorders are available in many forms with the writing mechanism being ink, electric, thermal, optical, or impact. Recording bandwidths in the ten's of hertz are easily attainable and adequate. Chart recorders can be single-channel or multiple-channel.

X-Y recorders can be used to display CW data in a form that is more acceptable for human interpretation. An X-Y recorder is essentially a special-purpose chart recorder.

The normally slow data rate for CW data allows the use of simple analog-to-digital converters. The incremental digital tape recorder is well suited to stepped low-data rate data recording. The recording of CW data in digital form is useful if further machine processing warrants its use, since machine processing will be required to provide a visual display that chart recording will give directly.

Data Processing

Raw recorded data is useless unless it can be displayed in a meaningful way. Good data processing unifies a set of disjoint raw data points into a picture of how the system responds to electrical transients. There are many reasons for processing raw data.

Among these reasons are:

- To expand the dynamic range of a single recording by the proper recombination of multiple recordings.
- To indicate trends or determine specific responses
- To alter the data format, such as conversion from the time domain to the frequency domain, etc.
Calibration

Proper calibration necessitates a complete understanding of the response characteristics of the entire measurement system. For transient recordings, the transient or pulse response of the system must be measured and documented; and for CW measurements, the frequency vs. amplitude and sometimes vs. phase must be measured and documented. These calibrations must be periodically verified.

Calibration signals should be included with the data to be certain that recorded amplitudes, times, and frequencies are correct. Calibrations should be an integral part of the entire data measurement procedure including the data reduction system. Recorded data is useless unless the relationship between the signal being sensed and the tabulated or displayed data is known.

Calibrations determine overall response characteristics, relate inputs to outputs, and provide scale factors for the data. In practice, measurement systems calibrations are accomplished in three steps: in-the-field measurement system calibration, data record calibrations and data processing calibration.

Calibration, ideally, should only have to be performed at the onset of the test program. This would be acceptable if the simulator output, and the measurement system response did not change with time. In some cases, changes have been seen to occur from shot to shot. Therefore, periodic checks are required. The frequency at which the calibration must be repeated is a function of the performance of the energy source and the measurement system. This repeatability of data must be determined prior to the actual test program.

Factors which cause instrumentation system calibration to change include:

- Carelessness resulting in damage to the instruments or telemetry links.
- Misalignment or improper connection of telemetry links.
- Temperature effects.
- Aging of components or batteries used in remote units.
- Rerouting of cabling and changing length of telemetry cables.
- Replacement of signal wires or components.

Where machine processing is required, the necessary programs must be available. Some of the more commonly used are indicated. Special programs may have to be developed depending on the type of data, data format, or information output desired from the data. A great many special programs exist but are not listed since they generally are not applicable.

Mathematical Tools

- Time Domain Conversion
- Statistical
- Circuit Analysis
- Special-Purpose
Many of these factors are long-term maintenance problems. Others, such as battery charge conditions, may change over short periods on the order of 2 to 4 hours. Again, depending on the known performance characteristics and condition of the system, the frequency of calibration checks can be established.

Measurement System Calibration

The measurement of the in-the-field system performance involves exposing the measurement system to a known signal and recording the resulting output signal. For probes, known voltages and currents can be directly coupled to the probes. For a field sensor measurement system, the entire system must be exposed to a known electromagnetic field. This often is done using a transmission line simulator as discussed earlier. If a probe measurement system is to be used in the presence of large simulated EMP electromagnetic fields, then that system response to the incident fields must be known.

The impulse response or CW amplitude and phase response can be used to define system measurement characteristics since, for linear systems, the impulse response is the inverse Fourier transform of the CW amplitude and phase response. If the CW response is to be used to unfold time history recordings, response data is required to define amplitudes that are down at least 40 dB from the maximum or mid-band response. Phase must be defined at each frequency. Phase measurements must be made at a minimum of five frequencies per cycle of system phase response (0 < \( \phi \) < \( \pi \) radians). Both the phase and amplitude must be measured at all frequencies.

The accurate measurement of phase using an oscilloscope to record the data is difficult. Determination of the zero crossing or specified amplitude level on successive cycles from the oscillograms can easily result in errors due to manual data reduction. Also, low-level CW signal response cannot be used to determine measurement system overload response which is a function of signal amplitude and is a nonlinear process.

Pulse or transient measurements can be used to determine system response. The step function response and/or impulse response can be measured, providing sufficient care and accuracy are used to make the measurements. A step function input must rise in a time that is at least an order of magnitude faster than the response rise time of the measurement system, and must remain at constant amplitude for a time that is long compared to the longest observable time limit of the system determined from the system low-frequency response. An impulse must have a total duration that does not exceed \( 1/10 \) the measurement time response or rise time. These requirements on the waveform used to determine system response means that the waveform spectrum exceeds the measurement system bandwidth. Observation of these input waveforms requires the use of even wider bandwidth oscilloscopes. For repetitive pulses, wider bandwidths can usually be recorded using such techniques as a sampling oscilloscope.

The system transient response measurement demands that multiple records of the measurement system output be made with a wide range of amplitudes and time bases so that the output time history can be accurately defined. Definition of the measurement system pulse response means that the system time response is defined for all times, both fast rise times and long decay times. The response must be measured at a sufficient number of time points so that straight lines between the points still define the waveform. Often, over 1000 points are required to define each waveform accurately.

The time response of a system can be measured using any other input waveform, provided the waveshape is accurately known and its spectrum is well known over a bandwidth that exceeds the measurement system bandwidth. The response of a system can never be defined by a testing spectrum that only partially covers the system bandwidth.

Repetitive pulses with known spectral notches or amplitude zeros should not be used to determine system response because of the obvious problems associated with division by a vanishingly small number.

Data Recording System Calibration

An in-the-field measurement system designed to record waveforms whose response is well known is useless if the system produces unmarked, unlabeled photographs or charts. Data calibrations must accompany each record so that each point of the record can be assigned a value that can be related to the sensed signal using the known measurement system response. Most receiving and recording systems will have nonlinearities which must be calibrated even though the system may be reasonably linear in the region in which it is intended to be used.

Waveform calibrations required include a standard time waveform. A CW
signal is often used for a time reference. CW frequencies that are above the normal system bandwidth must be used to adequately quantify short times. Frequency can be accurately measured to determine time.

Amplitude calibrations can take the form of volts-per-unit deflection or can be applied at the measurement system sensor or probe to give directly the sensed parameter-per-unit deflection. If a fast-rise, flat-topped pulse is used for waveform calibration, care must be exercised to select an amplitude point on the calibration waveform where the system loss is well known to calibrate the data display in terms of volts/division or other parameters since pulse distortion may be present. A CW signal within the system response bandwidth can be used to alleviate this problem. However, a single frequency does not verify that the waveform system response is unaltered. It seems desirable to use some combination of pulse and CW for calibrations.

Regardless of the type of amplitude calibration that is used, more than one amplitude is required to check for nonlinearities. Just as important, it is necessary to know zero level for all readings since amplitude is a linear measurement from some reference (zero) to the point on the waveform.

Waveforms that have both rapid and long-time variations are often recorded on multiple records. The assembling of these records into a single waveform record requires that overlapping features of the individual records be matched -- usually in time. Waveform features that are well defined can be used but often do not exist where wanted. Thus, some common time reference is desirable for multiple recordings. Trace intensity modulation can be used for this function. A calibrated waveform also requires labels to define the measurement parameters that are not a part of the measurement system. These housekeeping parameters are test point location, date of measurement and other parameters that relate the data to the EMP hardness test plan. Often included are measurement system parameters, such as control settings, that can be used to verify the calibrations or sometimes in place of waveform calibrations. The redundancy in housekeeping records can resolve human errors in the data.

Data Processing System Calibration

Knowing the in-the-field measurement system response characteristics and having well marked and calibrated data records are necessary but are not sufficient to a good test program. The response characteristics of the data processing system must be known since processing translates the recorded data into a meaningful format.

Even the simple processing that is involved in hand plotting of data will alter the dynamic range and reading sensitivity.

Processing calibrations must be made for time base translation, time-to-frequency translation, for frequency trans-
lation, frequency-to-time translation, and for amplitude translation. Linearity, dynamic range, and sensitivity must be determined.

Data processing is an information filter and, as such, can only lose information. Information is lost in processing and for amplitude translation. Linearity, orientation, dynamic range, and sensitivity must be determined. Predicted worst-case orientations should always be experimentally verified.

The operation modes of the system can also affect its response. Therefore, verification of predicted worst-case operational modes is required. Generally, to determine the worst-case operational mode involves functional testing or damage testing.

Critical point testing is the experimental determination or verification of the critical points in the system. Two types of tests are used. One is an internal mapping of signals at the various entry points to determine those areas within the system that give maximum response to EMP fields. Initially, such mapping can be accomplished with quick looks at the data to rank-order the observations. This rank-ordering can often be done with a visual observation.

The other procedure for locating critical points is to test portions of the system in the laboratory and observe damage or upset. The mating of these two experimental approaches defines the system critical points.

Point-of-entry testing provides information and definition of the coupled signals to critical portions of the system. Component damage and impact testing is commonly accomplished or based upon the energy content in a square pulse. Because many components are sensitive to waveform power-spectra and polarity reversals, it is preferable to use waveforms which more accurately approximate the actual signals measured during the point-of-entry testing.

Test Point Accessibility

The critical points in a system that must be monitored in a test program are often internal to the system in a package that has limited space and access. Thus, to make measurements at these locations, some modifications must be made to the system. The use of circuit extenders is one technique employed for voltage measurements at hard-to-get-at critical points. However, the addition of extenders requires space that is not always available.

Limited space in a system often requires that the recording instrumentation be remote from the measurement point. With or without the use of adaptors, it is often necessary to cable the measured data to a location that is accessible...
during testing. Such a location could be
a connector panel that is located in an
individual equipment case or cabinet or
can be on the external surface of the
system. The routing of the cables and
the shielding integrity of the connector
panel should be accomplished in such a
way as to minimize their effects on sys-
tem performance during testing.

The recording system or nonconduc-
ting data transmission system can be at-
tached to a cable connector panel by
using a shielded enclosure as illustrated.
The instrumentation box and system shields
are constructed as one continuous shield
with the system and instrument areas sepa-
rated by the connector panel. The instru-
ment box can also be used to contain a
dielectric rod or microwave data trans-
mission system.

Sometimes space within the system
can be found for the measurement system
by removal of some noncritical portion
of the system. The most obvious place
to find space is in some non-electro-
magnetic portion of the system such as
a rocket motor bottle, for example.

At times it may be necessary to re-
place a portion of the system with dummy
circuits so that instrumentation space
can be found. The dummy circuits should
terminate all wires that enter the cir-
cuit in their operating impedances. Par-
ticular care should be given to the
circuit cases and ground circuits to en-
sure that the effects of the dummy cir-
cuits on the system performance are
minimum. By replacing different portions
of the system with dummy circuits, all
parts of the system can be tested.

SHI: JED INSTRUMENT ENCLOSURE

An alternate method to adding an
instrumentation enclosure is to add space
to the internal part of the system. Shown,
in concept, is the addition of a section
to a missile to contain test instrumen-
tation. The section is added where the
extensions to system cabling are a mini-
mum (one cabl shown). The test section
can contain a test section
by keeping
the system smaller small compared to the
total system size, the effects upon the
EMP hardness or coupling to the system
can be minimized.
The alterations to the system to provide for test instrumentation also apply to modifications required for functional testing. For functional testing some operational mode must be simulated. If this mode is the in-flight performance of a missile, for example, some test hardware must be provided to simulate in-flight response of the missile. This type of simulation can either be mechanical or electrical and can require its own instrumentation to verify proper performance during test. This added "test set" must not be susceptible to EMP or alter the susceptibility of the system under test.

If the system under test is a portion of a larger system, then functional performance can only be checked by providing the missing portions of the system or their functional equivalents. A functional programmer is often required to provide the proper stimuli to test the system. This programmer can be remote to the system under test or it can be added to the system that is being tested.

**Precautions**

The use of electronic equipment to make an EMP hardness or susceptibility measurement may alter the system susceptibility to EMP. If the measurement equipment is comparable in size to the system being tested, then the response in all likelihood is grossly affected by the measurement system. If the measurement equipment can be made small enough not to alter the electromagnetic fields and does not influence the system measurement point, then reliable measurements can be attained. Nonconducting transmission lines are often used to minimize equipment located in the vicinity of the system under test. The additional complexity and costs of using nonconducting transmission paths is not always warranted. Often, it is possible to use larger, simpler equipment if sufficient care is applied to how the equipment is positioned.

A measurement system can alter the measurement in several ways. First, the measurement equipment can be susceptible to the simulated EMP environment. This can be determined experimentally by observing the equipment in the environment. If the system is a probe measurement, then the lack of a response with no signal applied at the probe is verification that the measurement equipment is not susceptible to electromagnetic fields. For sensor systems, this test is usually accomplished with the sensor removed and replaced with its electrical equivalent. If the measurement equipment responds to the electromagnetic field, then shielding and other EMP hardening design practices must be applied to the equipment.

The susceptibility of the measurement system to EM energy is an indication of the capture of energy that exists in all conducting materials that are immersed in an EM field. Shielding restricts this captured energy to the outer surface of the equipment. The captured energy on the shield can be induced into the system being tested. However, this energy can be limited to the ground or reference side of the measured signal by using doubly shielded cable and instrumentation as illustrated.

The measurement system can also form unwanted ground loops that are coupled directly to the measurement point. These loops always exist but can be minimized by using very short leads from the probe to the point being measured. Remember, a voltage measurement requires two points to make the measurement and a differential measurement requires three points. The probe reference should be directly tied to the signal reference for single-ended measurements. If the signal refer-
ence is sufficiently stable so that the addition of other equipment references do not alter the signal reference, then the measurement recording equipment grounds and frames should be well bonded to this signal reference. Often the addition of the reference side (frame) of an oscilloscope, for example, will introduce unwanted currents into the signal reference. In this case, it is desirable to float the measurement equipment. Floating minimizes the capacitive coupling as well as ground loops from the measurement equipment reference to the system being tested.

Grounding of multiple instrumentation boxes should be at a common (single) point in the instrumentation system. Often, this is accomplished by the shields on the instrumentation cables. If these instrumentation cables do not all enter or exit the box at a single entry point, additional currents can flow over the box resulting in increased pickup internally. In some instances, multipoint grounding is unavoidable. In this case, the ground loops formed should be of minimal area. This can be achieved by grounding the instrumentation boxes with very short bonding straps and running the instrumentation cables in very close proximity to the grounding structure. To check for ground loop pickup, a grounding scheme or system which can be slightly altered with no discernible change in the data implies that the grounding system is not picking up unwanted signals.

Bonds and ground leads should be as low impedance as is feasible (i.e., large diameter, short length) to minimize the voltage drop in the reference side of the measurement.

Ground loops can also be caused through the test equipment power leads. The use of self-contained power sources is often warranted.

Probably the first EMP test performed upon a system will be to determine the effects of the test instrumentation and system test modifications upon the EMP susceptibility of the system. The techniques that are used for such tests are not easy to describe since many factors can alter the EMP susceptibility of a system. However, two general conceptual approaches are helpful to determine if the test results from the system and test equipment together are giving meaningful results.

Incremental addition is adding the instrumentation and modifications one at a time in as small an increment as possible to determine if any noticeable effect upon the system can be observed. This procedure then defines the effects of each addition on the system response.

An alternate approach is substitution. Substitution involves making test observations with and without the other instrumentation or modification of the system. Example, observe one test point while connecting or disconnecting other probes or grounding points.

Either of these two concepts requires that some initial instrumentation be added to the system to make the first observation. This instrumentation can be less complicated than the final instrumentation and, consequently, smaller in size. For example, instrumentation to make broadband time waveform recordings is much more complicated and larger than single-frequency-peak-reading instrumentation. Thus, if warranted, the effects of final instrumentation on the system can be investigated using CW, even though the instrumentation is designed for use with EMP-type measurements.

For data collection by any probe or sensor that is balanced (i.e., current probes, differential voltage probes, loop sensors, and balanced dipole sensors) unwanted pickup can be determined by making two data recordings, one of which is with the probe or sensor reversed. The reversal should result in a repeated signal magnitude with a polarity reversal for time waveforms or a 180° phase reversal for CW. Interference or pickup will show as the difference between the two data recordings. Often the magnitude of the interference is determined in data reduction so that some data should always be recorded with probes reversed, even though no appreciable interference is noticeable.
Quality Assurance Testing

Quality assurance testing encompasses a wide variety of testing techniques. At the component level, components can be checked to confirm that they perform as required prior to their inclusion in a final system. The actual testing technique used will depend upon the component and system. This form of quality assurance testing requires that the entire system has been tested so that the system specifications can be related to measurements on individual components. These measured characteristics at the component level can then be used to develop specifications for quality control. This same approach can be applied to equipments and subsystems.

At the system level, quality assurance tests consist of tests to monitor the EM response and hardness of the system, and tests that can be performed to ensure system hardness over the system’s intended life cycle. Quality assurance monitoring of a system will generally require some form of energy source to introduce a monitor signal into the system. Ideally, this source would be the simulated threat. Because of the complexity inherent in providing this threat, however, another source that can be related to the system hardness is often used.

One possible quality control test source could be a CW source that radiates at a few discrete frequencies. The resulting coupling to critical points could be determined using sensitive narrowband receivers while the system is active. For some installations, the CW source could be existing radio signals.

Quality control can be built into a system to test critical portions of the system. For example, cable drivers can be included or control wires added to conduits that are used to inject signals into critical cables.

The relationship between the system threat response using an EMP simulator and the quality assurance response using a simplified, non-threat waveform must be established during the system hardness testing. Knowing this relationship defines the quality control criteria for the monitor testing.

Some additional tests can be conducted during an initial test program that can replace future monitoring. These tests are generally confined to items that are suspected of showing deterioration with time. For example, if an access hatch can make a questionable RF seal, then a worst-case condition can be established for testing by leaving the hatch loose or open. If hardness is still maintained, then quality assurance to check the RF seal is not required. An open hatch may be unrealistic. However, the worst condition that the RF seal can possibly attain would be simulated for worst-case testing.

This concept during the system testing phase can eliminate many potential quality control measurements.

It should be emphasized that most systems are not static and will undergo modifications. The effect of these modifications can change the EMP hardness of the system and can be detected with a good quality assurance measurement program.

7.9 TEST PLANNING

Previous sections of this chapter have discussed the simulation techniques, the characteristics of EMP simulators and instrumentation necessary and available for performing an empirical susceptibility assessment of a system. This section will discuss the need for an
organized system test plan, the overall test planning and scheduling, and the constituent parts of the detailed test plan. The discussion will be directed toward a system level test in a large scale simulator since this level of test planning is generally the most complex.

Pre-Test Planning

Pre-test planning is an absolute necessity in any test program. The time spent in the pre-test planning will be recovered many times over during the actual conduct of the test program. It must be recognized that testing at the system level is but one phase of the overall hardiness assurance program. The other phases of analysis, design, and laboratory testing all impact the test program. Therefore, test planning to coordinate phases should be initiated at the onset of the program.

A well thought-out test program will result in a minimum expenditure of time and cost for the system level test. Further, well defined test objectives will insure that the proper tests are conducted. The results of the system analysis and a bench testing program are additional important required inputs to the test plan since these inputs can, if properly executed, reduce the time required at the simulator facility.

System level testing requires bringing together several personnel teams. These teams include:

- Simulator operations team
- Instrumentation operations team
- Data processing team
- System operations team

To efficiently coordinate these teams in terms of preparing for and conducting the test with a minimum of lost time requires a well thought-out plan. The plan must spell out the who, what, when and where for each step of the test program.

A typical complex weapons system test takes about one (1) year to plan and organize. It is an iterative process which is usually conducted in three (3) stages. These stages are defined as: (1) General Program Plan, (2) General Test Plan, and (3) Detailed Test Plan. The stages (plans) have increasing levels of detail. Each stage is subjected to review and discussion. The objective of the review process is to marry the system with the appropriate facilities (simulator and instrumentation) to meet the objectives of the test.

General Program Plan

The first step in preparing for a system level test is the formation of a general program plan.

The general program plan must contain, as a minimum:

- General statement of the test objective
- Qualitative description of the system
- General description of threat criteria
- General description of the proposed tests
- Proposed test schedule
- Priority of proposed tests
- Organizations to be involved in the tests.

The general program plan must present a concise statement of the purpose of the test program. Often, it will include a list of primary objectives and a list of secondary objectives that are to be achieved. Probably the most abused statement in the objectives of past test programs was: "To prove that the system could survive the EMP from a nuclear detonation." Since above ground nuclear testing is banned, it is impossible to prove that systems can survive their real use environment. Tests provide information which can be used in an analysis which estimates the survivability of the system in anticipated real environment.

The statement of the test objectives must be more specific. Example test objectives might be:

- To validate the EM coupling analysis for a structure
- To validate analytic predictions and estimates for coupling to deliberate antennas or to interior cables
- To aid the understanding of possible upset modes on major subsystems
- To verify that EMP hardening designs are sufficient for pro-
Having a well defined set of test objectives, a test program can be outlined for achieving these objectives.

A qualitative physical and functional description of the system to be tested must also be provided in the general program plan. The physical description must include the size of the structure(s) comprising the system, interconnection (configuration) of the structures, typical deployment, and identification of deliberate coupling sources. The functional description of the system must identify the operational modes and configurations of the system and the mission critical subsystems. In addition, the functional description should identify those functions that must be monitored to evaluate system performance before, during and after the tests.

The threat criteria should be identified in general terms. These threat criteria should be redefined in terms of the desired test environment criteria. The test environment criteria should define the test waveform, angles of arrival, polarization(s), initial test level and incremental steps desired, maximum field strength desired, and the relatability of the test environment to the threat criteria. The requirements for field illumination, direct drive, or combination thereof should be stated.

A general description of the proposed tests and the priority assigned to the various tests should be defined. At this stage, the test description need only identify the type of test, i.e., skin current or current density on the structure, interior cable sheath, bulk core, and/or individual wire currents, interior E and H fields, etc. Test points need not be identified at this stage, but the total number of data points for each test should be estimated. In addition, the number of system orientations, configurations, and operational modes to be tested should be identified. This will enable the total number of data points to be estimated.

The proposed test schedule should be identified. Estimates, based on test priority, of the time to be allocated to each test phase should be stated. The total time the system will be available for test and when it will be available should be specified.

The final aspect of the general program plan is identification of those contractors and government agencies who will take part in the tests. The responsibility of each group should be established. In addition, the support to be provided by each group, in terms of manpower, logistic, and instrumentation support should be discussed. Lead personnel who will constitute the test working group representatives from the various contractors and agencies should be identified. Administrative personnel who will work out administrative details, funding of the support groups, and logistics supply should also be identified.

Based on the data supplied in this plan, a test working group can be established to work out the ability of the participating organizations to support the test. Modifications to the test plan, presentation of alternative test plans, presentation of contingency test plans, and establishment of final test schedules can be prepared. This general program plan should be submitted approximately six to ten months prior to the anticipated test date.

**General Test Plan**

The general test plan is the second iteration in the overall test planning process. It is a more detailed statement of the tests to be performed, and a complete technical description of the system to be tested. It should include, as a minimum, the following:

- Precise statement of the objectives of each test to be performed
- Description of the test approach to be utilized to meet the test objectives
- Environment levels and orientations for each test, i.e., simulator requirements
- Complete technical and functional description of the system (test model)
- Instrumentation requirements
- Data reduction and processing requirements

A precise statement of the objectives of each test to be performed must be prepared. It should identify the reason for the test, the data to be obtained, and the use that will be made of these data.

The test approach to obtain the data identified in the test objective must be specified. The test approach selected will depend on the size and complexity of the system to be tested, constraints
such as whether destructive testing is permissible, availability of environment simulators to produce the environment required, and availability of instrumentation to measure the expected signal levels. The test approach may utilize any of the test concepts discussed earlier in Section VII. The test working group will direct the test approach based on the general program plan and information on available simulators.

A description of the environment characteristics for each test objective to be accomplished must be defined. This description must include field polarization, field level(s), angle(s) of arrival, volumetric coverage required, general waveform characteristics (rise time and fall time or c folding time). Requirements for field mapping in the vicinity of the test system, and monitoring of shots should be defined.

A complete functional description of the system must be presented. This should include operational modes, identification of mission critical elements, and functional checks to evaluate system performance. Special safety precautions should also be specified if damage or upset of an operating system can result in potential hazards to the test personnel. If these safety measures require special equipment such as shrouds for laser systems, safety goggles, safety blocks, etc., these should be identified.

The technical description must be sufficiently detailed to provide the required information for placing the current and voltage probes. This may involve equipment location plan and perspective drawings, circuit block diagrams and schematics, identification of desired test points, and means of access to test points. If special break-out boxes or equipment modifications are required, these should be specified. If these additions or modifications can effect the system response, they should be included, if possible, in the pre-test analysis of the system. Constructional features, especially for EN shielded portions of the system, should be provided. Many times, photos can be used to great advantage to present this information.

The results of the pre-test analysis and any in-house laboratory testing are an indispensable aid in determining the test instrumentation requirements. The test instrumentation requirements should be specified in as much detail as possible. If standard commercial probes, sensors, data links, and signal conditioning equipment are to be utilized, specification by commercial part number may be adequate. However, since there is usually more than one type of commercial, or government instrumentation that are equivalent, it is often a good idea to include the data sheet information to describe the instrumentation. The general information necessary on probes is bandwidth, sensitivity, input and output impedance, dynamic range, common mode rejection ratio if applicable, shielding requirements if applicable, and physical characteristics (primarily size, required diameter for current probes, etc.)

Required bandwidth of data telemetry and data recording systems must also be specified. Gain requirements, dynamic range, and levels to be recorded can be determined from expected signal levels and sensitivity of recording equipment. Data recording requirements also include time base or sweep rates for time or frequency waveforms. Requirements for multiple recordings per test channel should also be specified. The need for custom designed or modified instrumentation requirements should be indicated including specifications, circuit diagrams and fabrication drawings. This applies also to break-out boxes for attaching current and voltage probes.

Data reduction and processing requirements should be described. If quick-look data is desired, it should be indicated in the test plan. Other data processing requirements might include digitization of data, time-to-frequency transforms, computer analysis and print-out of peak amplitudes and dominant resonant ring frequencies, scaling to threat criteria if low-level simulators are used, etc.

The general test plan should be distributed to all participating organizations approximately four (4) to six (6) months prior to the test date.

**Detailed Test Plan**

The detailed test plan represents documentation for the performance of the test. The results of the review of the general program plan and the test plan by a test working group and an administrative group must be reflected in the final document. As a minimum, it
must contain the following information:

- Specific objectives of the overall test program and each phase of the test program.
- Detailed description of the test model noting all differences (including modifications incorporated for test instrumentation purposes) from the standard model.
- Complete description of the test environments, and simulator characteristics for each phase of the test program.
- Supporting drawings and diagrams of the system, instrumentation, component wiring diagrams, functional diagrams, etc.
- Functional procedures for system performance checkout and evaluation during/after each phase of the test program.
- Complete description of the system configuration, orientation, and operational modes for each phase of the test program.
- Detailed description of all instrumentation including purpose and characteristics of each probe and sensor.
- Detailed test and calibration procedures.
- Complete description of all data to be obtained for each phase of the test program.
- Complete description of the data flow and reduction procedures to be used during and after the tests.
- Detailed schedule that specifies day-by-day measurements and documentation delivery requirements.
- List and format of all logs and summary documents to be generated on the test program and the organization responsible for preparation and submittal of the document.

Administrative information must also be submitted concurrently with the technical description. This information may be supplied as a part of the detailed test plan or as a separate document. This information identifies the responsibility and authority of each organization participating in the test program. As a minimum, it should include the following information:

- Each organization’s relationship and authority.
- Security and safety requirements.
- Logistics.
- Support for providing support in the area of:
  a. equipment and instrumentation.
  b. administrative and test personnel.

The detailed test plan elaborates on the general test plan. The revisions to the general test plan required as a result of the reviews and meetings associated with the test planning function, and any new material in these areas, must be incorporated into the detailed test plan.

In addition to the material included in the general test plan, are detailed tests and calibration procedures. These procedures should be step-by-step technician oriented instructions for instrumentation setup. Means of identifying data quality (such as noise determination shots and probe reversal) should be documented. The instructions should specify how often noise checks and calibration must be repeated.

These step-by-step procedures generally do not have to be documented for the simulator operations team. Simulator operations procedures are well established in most cases and specially trained personnel familiar with these procedures are the only persons authorized to operate the large scale simulators.

A typical organization chart for a test program to be conducted at the Air Force Weapons Laboratory (AFWL) is illustrated.
The Test Director is usually from the prime contractor's organization if the objective of the tests is to provide design information. If the tests are certification type tests, he may be a representative from the System Project Office (SPO). The Test Conductor is usually from the organization responsible for the simulator and instrumentation facilities. The remaining groups can be drawn from any of the organizations participating in the test program. The mix of these groups will depend greatly on the nature of the test program and system under test. The authority and responsibilities of each individual or group must be identified to result in an efficient, orderly test program.

The number of test support personnel from each of the participating organizations must be identified. Detailed job functions for each group, and in some cases, individuals, must be prepared. In this way, coverage for all initial test functions is assured.

Security and safety requirements must also be identified as well as the cognizant person in charge of these activities. Generally, one person from the prime contractor and one from the testing organization is given responsibility for these duties. Security requirements include classification of hardware, classification of data, and physical security to protect the system from tampering. Safety requirements include potential shock hazards, personnel safety during checkout if potentially hazardous systems are involved, protection of fuel subsystems if vehicles are fueled, removal or safing of ordnance, etc. If required, protective devices and their suppliers must be specified.

A cognizant individual or group should also be identified for all logistic functions, especially if non-durable provisions are necessary. This includes fuel for operating the system, film for instrumentation cameras, documentary photography, special targets for weapons systems, etc.

The detailed test plan must be submitted between one (1) and two (2) months prior to commencement of the tests.

Detailed Test Plan Outline

An outline showing some of the important tasks to be performed in the overall test program is provided here for guidance and to indicate the salient features of a test program. Every test program will not necessarily contain all elements listed.

Detailed Test Plan

(Typical Outline)
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8.1 INTRODUCTION

Hardening of a system against the EMP resulting from a nuclear weapon detonation is a complex problem. Previous chapters have discussed the environment generation, the potential effects on systems, system protection, and the analytical and experimental tools available to perform a hardness assessment of the system and verify the hardness design. The available knowledge, and the present capability in each of these areas is limited and a degree of uncertainty, still, and probably always will, exist.

EMP hardening is a system problem, that is, the approach and hardening implementation are highly system dependent. Further, hardness assurance is a total system life problem which must be considered during the hardening design phases. The design must be cost effective; this results in additional considerations (tradeoffs) of cost, performance, operational considerations, logistics and maintenance, and field modifications.

The state-of-the-technology in EMP hardening is not sufficiently advanced to provide detailed hardness standards and specifications. There is no single standard plan for EMP hardening. Each system manager must consider the EMP hardening in the light of his system peculiarities, needs, feasibility, time and cost, facilities and contractors.

8.2 GENERAL APPROACH TO EMP HARDENING

EMP hardening must be considered from the onset of the program through the operation/maintenance phase of the program as illustrated. At program onset, the threat scenario and the system mission must be considered. These inputs provide preliminary information for determining what portions of the system must be hardened and the total hardening requirements. Usually, because no detail is available on the system, this implies performing a "worst case" analysis. Each of the threats identified in the threat scenario defines an environment the system must withstand which, along with the defined operational modes of the system, identifies a set of initial system design criteria.

Design criteria for protection from EM effects other than EMP should be identified at this time. Cost effective hardening for any EM environment requires maximizing performance at the minimum cost. If costs can be shared, the costs for the entire EM hardening effort are minimized. These cost savings occur both in the design and production phases of the program. Further, it is desirable to minimize the system complexity by insuring redundant hardening for the various EM disciplines is eliminated. Redundant hardening generally results in unnecessary components which will have an adverse effect on system reliability and maintainability.

The resulting EM control plan will identify the concepts by which hardening is to be achieved. It will provide, for example, the grounding philosophy (single or multipoint, etc.), the cabling philosophy (wire vs. chassis signal and power returns, cable shielding, etc.), the shielding approach (overall envelope versus shielded equipment bays, etc.), to name a few. These concepts are translated into a set of design criteria to be applied at the system level and the subsystem/equipment levels, referred to as "allocation of the hardening requirements." A second output is a hardening design plan which stipulates certain aspects of the system and subsystem designs which must be controlled very tightly to achieve compatibility. Thirdly, it defines how the system/subsystem designs are to be verified to minimize the need for redesign. This verification will be performed on prototype portions of the system since the complete system is usually not available. They are generally laboratory type tests at the component level up to the subsystem level and are usually direct injection or cable driver tests. The results of these subsystem/equipment/component tests or analyses are inputs to the design evaluation task. System considerations are also inputs to the design evaluation. The various elements of the design are conditionally verified at this time.

During the prototype development phase, verified designs are implemented at the system level. At this time, system costs in a suitable simulator are
planned. These tests should be designed to define the worst case system configuration (environment and coupling). Diagnostic tests should be conducted to verify the predictive analysis with regard to anticipated cable currents and terminal voltages and currents. If a threat criteria level simulator is available, damage or upset verification tests can also be performed. Numerical analysis plays a role during this phase to relate the test waveform to the threat, scale system responses to the specification criteria, relate test data from EMI and TEMPEST tests, assess system performance, etc.

During the prototype development phase, the production control plan and the hardness continuation plan should be prepared. The production control plan must provide for controls at all levels, component through final system. Procurement specifications must be prepared which include parts control specifications and incoming inspection and control. Detailed production drawings, test fixtures, specifications, and production line monitoring procedures must be prepared for in-house fabricated portions of the system. Final assembly and monitoring of the elements of the system and system level certification tests must also be specified.

The hardness continuation plan must provide the necessary inputs for the user (system operator, depot, field maintenance, etc.) to maintain the EM hardening designed and built into the system. It must specify maintenance procedures and schedules for the EM hardening elements.

Where parts control is essential to the hardening level, a list of approved parts containing sufficient detail to assure correct replacement must be prepared. Procedures and schedules must be identified for all levels of maintenance. Operational procedures critical to the EM hardening level should be thoroughly described.

The final aspect of hardness continuation is the control of retrofit or future modifications of the system. An EM control program is as essential in this phase of the system life cycle as the original system design. If system modification controls are not specified in the same degree of detail, the overall system hardening can be compromised.

The discussion above is only a general outline of hardness considerations throughout program development. Real programs must be tailored to meet the specific needs, facilities, scheduling, and resources of the specific system under development.
8.3 THREAT/ENVIRONMENT CRITERIA DEFINITION

For either planned or existing systems, the EMP environments must be developed in context of the performance and mission requirements of the system. The weapon threat, detonation circumstances, system configuration, system operational requirements, etc., must be identified.

From this matrix and available data on the weapons effects (blast, thermal, shock, radiation, EMP, etc.), as a function of range from the burst point, all environments can be specified.

System Mission

In addition to specifying the threat scenario, the system mission and operational requirements must be specified. The operational requirements include whether the system must function through the event or only post event. This strongly impacts whether upset is a serious problem or not.

Further, it is necessary to specify the type of critical system elements (i.e., manned or unmanned, employment of digital computers or equipments, operating levels, etc.), and the system configuration (size, coupling structures, etc.). This system definition has a major impact on the required hardening design.

Nuclear Hardening Requirements

With a knowledge of the threat scenario and the system mission and operational requirements, the hardening specifications can be developed. The concept of "balanced hardness" must be employed.

To implement "balanced hardening" all nuclear weapons threats and survivability criteria must be considered. For example, if unprotected personnel are required for operation of the system, the survivability of the crew to radiation is usually the limiting factor on system survivability. Any one of the weapons effects can be the limiting criteria, and it makes no sense to harden a system to levels of EMP, etc., if it cannot be expected to survive some other nuclear weapon effect.

Information is available in the form of examples of other systems design and survivability criteria to help in this type of tradeoff study. These environmental tradeoff studies must be performed for each potential circumstance identified in the previous matrix. Specifications derived in this manner usually identify the worst case EMP that the system must survive for a near-surface burst and, in addition, usually include the high altitude burst case as a second set of EMP criteria. The high altitude burst case is usually included since, for most systems (i.e., surface and near surface systems), there are no other nuclear weapons effects associated with this burst location.
8.4 SUSCEPTIBILITY/VULNERABILITY ASSESSMENT

Assessment of the susceptibility and/or vulnerability of a system must begin with a detailed technical description of the system, identification and estimate of the EM coupling to the system, and an evaluation of the effects of the coupled energy on critical elements of the system. To perform this assessment requires adequate mathematical and experimental tools, and system models for analysis which are sufficiently detailed to be consistent with the various uncertainties of the problem.

System Description

The description of the system may vary from design concepts to detailed technical characteristics depending on the phase of development of the system. If the system is in the conceptual design phase, far less detailed information will be available than if the system is already operational.

A physical description of the system is essential to performing the coupling analysis. This must include the layout of the system (number of elements comprising the system, inter-connection of these elements, etc.), and the physical size and shape of these system elements. In addition, any deliberate antennas must be identified. Characteristics of importance are size of the antenna (length, diameter, etc.), operating frequency, type (aperture, parabolic dish and feed, whip, dipole, long wire, etc.), and location (height above ground, supporting structure, etc.). In the case of new systems design, this information may have to be based on experience and the required performance characteristics. If options are available, each of these options should be described. Whenever possible, an attempt should be made to identify ports of entry for EM energy into the system. These may include such things as known apertures, hatches, access ports, ventilation ducts, and cable penetrations.

For existing systems, the problem of describing the system is greatly simplified. In this case, detailed drawings and technical specifications are available. Further, an actual system installation is available for scrutiny to identify ports of entry in the form of apertures or penetrations. Often experimental data are available on the technical performance characteristics of the system. Data may also be available on the EM response aspects of the system which can provide excellent guidance to its EMP susceptibility characteristics.

Detailed circuit characterization of the critical elements of the system, especially interface circuits, is also required to perform an in-depth S/V assessment. Even if detailed circuit drawings and technical specifications are available for the system, the response characteristics and exact values of the circuit components are not adequately described. Often these component characteristics can only be obtained through a measurement program. In the case of systems which are in the conceptual design phase, the component characteristics and values can be estimated based on data sheet information, by measurements on typical or generic type components, or from existing data bases. The type of component data required includes frequency response characteristics and damage constants for both passive and active components.

Electrical Overstress Assessment

The elements of an electrical over-stress assessment are illustrated in the following figure. The source factors are defined by the EM coupling to the system. These factors depend on the coupling source pick-up and represent the driving function for the terminal voltages and currents.

![Diagram of elements of an electrical over-stress assessment](image)

The packaging factors are also system dependent. These factors include the metallic enclosure structure and cable termination at the points of penetration into the system.

The circuit factors include all passive components which determine the circuit response (transfer function) and determine the energy, voltage and/or
current applied to the active component in the circuit. These factors must include the stray effects which can significantly alter the circuit response at high frequencies.

The device factors are those that are associated with the active devices in the circuit. Of primary importance are those devices which interface directly with the coupling sources.

There are several approaches to performing an S/V assessment. These approaches vary in the level of detail of either the analytical, experimental or combined evaluation. At the extremes are: (1) a "worst case" analysis, and (2) a "rigorous" analysis.

"Worst Case" Analysis

A "worst case" analysis is generally employed to obtain a first cut (or ballpark) estimate of the system susceptibility and vulnerability. It usually utilizes simplified geometric coupling structures, a simplified environment waveshape, and a simplified electrical model of the terminal device impedance.

This type of quick-look analysis is particularly useful to determine whether or not a potential EMP problem exists. If a problem is apparent, this approach provides a high safety margin hardening criteria. Also, worst case waveforms for laboratory tests can be identified prior to full scale tests. Early isolation of potential problems enables design changes in circuit layouts, system groupings, etc., and provides a framework for a more complete analytical approach as required.

The quick-look energy comparison approach involves seven major steps:

1. Establishment of performance requirements:
   The first step is to determine the mission and performance requirements of the system and the significance of EMP-induced malfunctions.

2. Identification of susceptible components:
   The second step is to identify components susceptible to EMP degradation. In many cases, the degradation threshold is specified in terms of the minimum joule energy required to cause a malfunction. This often must be determined empirically on representative components.

3. Determination of representative EMP collectors:
   This is best done by actual visual inspection of the system, if available, or examination of the blueprints and system layout. For new systems, conceptual designs must be used. Simplified geometric models of the coupling structures must be developed. Effective height and source impedance must be estimated.

4. Development of simplified waveforms:
   From the specified nuclear weapon threats simplified EMP waveforms can be developed.

5. Development of simplified circuit impedance:
   Impedance match between coupling sources and circuit under study determines energy transfer.

6. Calculation of the worst-case energy:
   Based on the worst-case orientations of the typical EMP collectors, the maximum possible energy collected is developed.

7. Comparison of the worst-case energy and minimum degradation:
   As the final step in this worst-case type of quick-look analysis, the maximum possible collected energy is compared with the minimum energy required to degrade the various components. If the total energy available exceeds the minimum degradation energy, then a more detailed study, analysis and testing should be considered. A fair presentation is to depict the results on a logarithmic chart which indicates the wide range of energies available and associated uncertainties with the degradation thresholds.

Detailed Vulnerability Analysis

A detailed (rigorous) vulnerability assessment requires development of analytical models which define the response of the system. There are two generic approaches which can be applied: (1) the circuit inherent hardness estimate, and (2) the circuit vulnerability estimate. The circuit inherent hardness approach utilizes component failure data or cir-
cuit upset data and translates these de- 
vice terminal voltages and/or currents to 
circuit terminal voltages and currents re- 
quired to produce the response through 
the circuit transfer function. These "failure" 
terminal voltages and currents are then 
compared to the coupled voltages 
and currents to determine the margin of 
safety or protection requirements.

The circuit vulnerability estimate 
begins with the source (coupling esti- 
mate) in terms of an open circuit voltage 
and equivalent source impedance as the 
driving function. These data are translated 
via the circuit transfer function to de- 
termine the device terminal voltages and 
currents which are then compared to the 
failures or upset thresholds.

**GENERIC APPROACH FOR DETERMINING CIRCUIT** 
**SPECIFICATION VULNERABILITY INHERENT HARDNESS**

![Circuit Diagram]

The accuracy of either approach is 
dependent on how well the system can be 
modeled. The variables associated with 
the analysis are the coupled waveform, the 
complex impedance of the passive elements, 
the complex impedance of the active ele- 
ments, the active element response (dam- 
age or upset model), the complex source 
impedance and, if experimental techniques 
were utilized to measure these data, the 
waveform used.

As stated previously, simple geo-
metric models are usually employed for 
determining coupling to the structure. 
Simple models can be used to obtain ex-
terior skin currents, cable sheath cur-
rents, and antenna currents. The time 
domain response waveforms are usually of 
the form of damped sinusoids or a combi-
ation of damped sinusoids depending on 
the coupling element resonances. Shield-
ing estimates to obtain shield currents 
or unshielded wire currents on internal 
cables can also be performed using simple 
models. Terminal voltages and currents 
are determined utilizing the transfer 
impedance of the shielded cables. Compu-
ter codes (analyses) are available to de-
termine the source impedance for coaxial 
or multicore cables. Lumped parameter 
circuit models have been developed 
for simple antennas which are directly 
usable in circuit analysis codes to pro-
vide the terminal voltages and currents. 
For existing systems, these terminal 
voltages and currents can also be obtained 
experimentally.

To perform an analytical assessment, 
models of the passive elements in the 
circuit must be developed which charac-
terize element response for normal and ex-
treme signal levels. High signal response 
models are required which will predict 
failure as a function of electrical over-
stress amplitude and duration. These 
models will predict the effectiveness of 
the passive components in protecting the 
active devices. The model topology must 
be simple enough to permit cost effective 
analysis but must include all parasitic 
R's, L's, and C's which significantly 
affect the circuit response. These model 
parameters usually must be measured ex-
perimentally.

Damage and response data have been 
documented from test programs for carbon 
composition, wire wound, metal film, and 
metal oxide resistors. The only analyti-
cal damage assessment model currently 
available is based on a multiple linear 
regression analysis based on the test 
data. Subsequent work indicates a physi-
ical assessment model is achievable.

Well documented test data is avail-
able for both electrostatic and electro-
lytic capacitors. Response models have 
been formulated for electrolytics but 
simplified parameterization procedures 
are incomplete. The only assessment model 
available is an empirical model which re-
lates the transient breakdown voltage to 
the rated dc breakdown voltage.

Damage in inductors has not usually 
been a consideration. Response models 
have been empirically derived using net-
work analyzers. It must be remembered 
that inductors behave as capacitors at 
high frequencies.

Damage and response models are also 
required for active devices in the cir-
cuit. Generic circuit response models 
for semiconductor components are avail-
able in most cases. These are equivalent circuit models which include the parasitic elements and current and voltage generators. They are large signal models, that is, the non-linear characteristics are included in the model.

Methods for obtaining damage models for use in vulnerability assessment for semiconductors include:

- Destructive testing
- Existing data banks (SUPER SAP II)
- Specification sheet data
- Non-destructive measurements
- Generic component category for which data exists.

These methods are documented in the handbooks.

Having developed correct models, a reasonably accurate assessment of system vulnerability can be obtained. The more accurate the model, the better the assessment. The most practical and cost effective approach is a combination of analysis and test methods. Care must be exercised in the combined approach since empirical component failure data are most often obtained using simplified driving waveforms, a square wave being the most common. As a result, there is not a direct correspondence to the actual or predicted waveforms. Conversion factors must be developed based on a convolution integral solution. Conversion factors have been documented in the handbooks.
Criteria level testing, 1-5; 7-3, 7-4
Current probes, 7-61, 7-62
CW energy sources, 7-15
CW simulation, 7-30, 7-31
CW testing, 7-6, 7-7

**Damage, Cable**, 5-25, 5-26
capacitor, 5-22 to 5-24
current, 5-17 to 5-17
definitions, 5-2-3
detonators, 5-24
inductors, 5-24
levels, 5-13, 5-14; 5-19 to 5-22; 5-23, 5-24
mechanisms, 5-5, 5-17, 5-22, 5-24, 5-25
protection, 6-1
protective devices, 5-24, 5-25
resistor, 5-17 to 5-22
semiconductors, 5-6 to 5-17
squeibs, 5-24
system, 1-10; 1-11; 5-4, 5-5
Damping, 6-4; 6-6, 6-7
Data Processing, 7-71, 7-72
Data Recording, 7-67 to 7-71
camera, 7-68 to 7-70
peak, 7-71
scan converter, 7-71
tape, analog, 7-70
tape, digital, 7-70, 7-71
transmission, 6-7, 6-8; 7-62, 7-63

**Debris, 1-1**
Degradation, 1-6 to 1-8; 5-1 to 5-29
definition, 2-6; 5-1
history, 5-2; 5-3
history, 5-2
Deposition Region, 1-3, 1-4; 3-2
Detonator Failure, 5-24
Detailed Test Plan, 7-83 to 7-85
Device Characteristics, 5-13 to 5-14; 5-19 to 5-22; 5-23, 5-24
response, 8-4, 8-5
Dielectric, Breakdown, 5-5, 5-7
waveguide, 6-7, 6-8; 6-23; 7-64
Digital Recording, 7-70, 7-71
Diodes, Gas, 6-30, 6-31
semiconductor, 6-31, 6-32
Direct Injection on Signal Carrying Conductors, 7-36 to 7-38
Direct Injection, Testing, 7-9; 7-31 to 7-38
Dust, 1-1

**Earth Effects, Horizontal**, 3-11, 3-12; 4-5
vertical, 3-11, 3-12; 4-5; 4-16, 4-17, 4-45, 4-46, 4-46, 7-29, 7-30
Electric, Field, 2-3
field sensor, 7-53 to 7-55; 7-58 to 7-60
induction, 4-4
shielding, 4-12, 4-13
Electromagnetic, Induction, 4-4, 4-5
interaction, 4-1 to 4-16
power flow, 2-4, 2-5
principles, 2-2

**EMP, Air Burst**, 3-7, 3-8
**EMP, Amplitude**, 1-1 to 4-3
characteristics, 1-1, 1-3, 1-4; 2-5, 2-6; 3-5; 3-7; 3-8; 3-11
coupling, 1-6; 4-4, 4-5
definition, 1-1
ergy, 3-5
generation, 1-2 to 1-4; 3-5 to 3-11
high altitude, 1-1; 3-1; 3-8 to 3-11
history, 1-1, 1-5
interaction, 4-1 to 4-16
internal, 3-1; 3-12, 3-13
introduction, 1-1; 3-1, 3-2
near surface, 1-1 to 1-4; 3-1; 3-6
system generated, 3-1; 3-12, 3-13
state-of-the-art, 1-16; 1-19, 1-20; 2-1
test waveform, 4-3, 4-4; 5-5

**EMPRESS, 7-49**
Energy, Collection, 1-6; 1-8; 4-21, 4-22; 4-29
damage levels, 5-13, 5-14; 5-19 to 5-22;
5-23, 5-24
electron levels, 3-1
electrons, 7-10 to 7-15
set levels, 5-26 to 5-28
Environment, 1-1; 1-3, 1-4; 1-8; 1-10; 3-5; 3-7;
3-8; 3-11; 3-6
Equipment Characteristics, 1-6 to 1-8; 2-6, 2-7
Exoatmospheric Burst, 1-1 to 1-4; 3-1; 3-8 to 3-11
Resistor, Construction, 5-18
Failure modes, 5-17
Failure thresholds, 5-19 to 5-22
RF Telemetry, 7-63, 7-64

Sandia long wire simulator, 1-5, 7-48
Scale Modeling, 7-8, 7-9; 7-44 to 7-46
Seam, in Shields, 4-15, 4-16
Semiconductor, Circuit Model, 4-29
device testing, 7-7, 7-8
failure, 5-6 to 5-17
Shielded Cable Driver, 7-32 to 7-35
Shielding, Analysis, 4-41 to 4-43
apertures, 4-15, 4-16; 4-44, 6-10, 6-11;
6-13 to 6-15
bonds, 6-11 to 6-13
cable, 4-8; 6-23 to 6-27
diffusion, 6-9, 6-10
effectiveness, 4-10, 4-11; 6-9
electric field, 4-12, 4-13
gaskets, 6-11 to 6-13
lumped circuit, 4-42, 4-43
magnetic field, 4-13, 4-14
materials, 6-9
penetrations, 6-15 to 6-17
scattering theory, 4-41, 4-42
seams, 4-15, 4-16; 6-10, 6-11
tests, 7-10; 7-41 to 7-43
SIEGE Simulator, 7-48
Signal, Amplification, 7-64 to 7-66
attenuation, 7-66
cable, 6-23 to 6-27; 7-62, 7-63
differentiator, 7-67
display, 7-67 to 7-70
distribution, 7-62 to 7-64
dividers, 7-66, 7-67
integrator, 7-67
nonconducting transmission line, 7-63, 7-64
recording, 7-67 to 7-71
sensing, 7-52 to 7-62
Siilicon Diodes, 6-31, 6-32
Simulation, Bounded Wave, 7-16 to 7-22
biconic antenna, 7-16 to 7-22
CW, 7-30, 7-31
direct injection, 7-31 to 7-38
long wire, 7-24 to 7-27
philosophy, 1-15, 7-1
radiated, 7-22 to 7-30
resistive loaded dipole, 7-24 to 7-27
requirements, 7-2, 7-1
vertical moncone, 7-28
Simulation Facilities, ALECS, 7-46, 7-47
ARES, 1-15, 7-46
AESOP, 7-49
EMPRESS, 7-49
HDL/CW, 7-50
HEMP, 7-47
ITRI Crystal Lake, 7-49, 7-50
Martin-Marietta Long Wire, 7-48
RES, 7-50
Sandia Long Wire, 1-5, 7-48
SIEGE, 7-48
TEFS, 7-47
TEMPS, 7-49
TRESTLE, 7-46
WSMR, 7-50
Simulators, Characteristics of, 7-50 to 7-52
Singularity Expansion Method, 4-18
Spark Gaps, 6-30, 6-31
Specifications, 6-4, 8-1
Spectral Limiting, 6-27 to 6-30
Spectrum, EMP, 1-3, 1-4; 3-7; 3-10, 3-11; 4-3
Subcritical Level Testing, 7-4 to 7-6
Surface, Breakdown, 5-5, 5-7
transfer impedance, 4-8, 4-9, 4-36 to 4-38;
7-38, 7-39
Susceptibility, Assessment, 1-8; 5-4,
5-5; 2-1; 6-1
Switching, 7-15
Synergistic Effects, 5-17
System Analysis, Aspects, 6-4 to 6-7
characteristics, 1-6 to 1-8; 1-20; 2-6, 2-7;
5-4, 5-5
description, 8-3, 8-4
failure, 5-4, 5-5
hardening, 6-2, 6-3
mission, 8-3
response, 5-4, 5-5
trends, 5-3, 5-4
upset, 5-28

TEFS, 7-47
TEMPS, 7-49
Test, Concepts, 7-3 to 7-10
instrumentation, 7-52 to 7-71
limits of, 1-20
passive component, 7-39, 7-40
planning, 7-29 to 7-33
precautions, 7-77, 7-78
pulse duration, 5-5
purpose of, 1-15; 7-1, 7-2
quality control, 7-79
requirements, 7-75
scale model, 7-44 to 7-46
semiconductor, 7-43, 7-44
setup, 7-75 to 7-78
shielding, 7-41 to 7-43
techniques, 7-75 to 7-78
terminal protective device, 7-40, 7-41
Testing, 1-14; 1-19, 1-20; 7-1 to 7-85
Thermal, Effects, 1-1, 1-4
effects—components, 5-5
failure model, 5-9 to 5-12
Threat Scenario, 1-1; 1-8; 3-1, 3-2; 7-2; 8-3
Thyristors, 6-32
Trends, System, 5-3, 5-4
TRESTLE, 7-46
Trade-off studies, 8-1, 8-2
Transfer Capacitor, 7-24
Transient Energy Sources, 7-10 to 7-15
Transmission, Cable, 6-23 to 6-27; 7-62, 7-63
data, 6-7, 6-8; 6-23; 7-62 to 7-64
optical, 6-7, 6-8; 7-4
RF, 6-7, 6-8; 6-23
waveguide, 6-7, 6-8; 6-23
Unshielded Cabinet Dryers, 7-35, 7-36
Upset, Definition, 1-11, 2-6
levels, 5-26 to 5-28
protection, 6-2; 6-35, 6-36

Van de Graaff Generator, 7-14
Varistors, 6-32
Vertical Monocone, 7-28
Violations/Fixes, 6-4, 6-7
Voltage Probes, 7-60, 7-61
Vulnerability, Analysis, 8-5 to 8-7
assessment, 8-4 to 8-7
definition, 2-7, 3-1

Waveguide, Dielectric, 6-7, 6-8; 6-23
optical, 6-7, 6-8
Wave, Plane, 4-1, 4-2
Weapons Effects, 1-1, 1-6, 3-1
White Paper, 1-18
Worst Case Analysis, 8-5
WSMR, 7-50
Wunsch Model, 5-11, 5-12

Zener Diode Protection, 6-31; 6-32
Zoning, 6-4, 6-5