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ON BOUNDS FOR COMPLEMENTARY TREES IN A GRAPH

By

Ilan Adler

Consider the undirected network \( G = (N, \alpha) \) where \( |N| = n + 1 \) \( (n \geq 3) \), \( \alpha = \{\alpha_1, \ldots, \alpha_n, \bar{\alpha}_1, \ldots, \bar{\alpha}_n\} \) and there are no loops or repeated arcs. The pairs of arcs \( \alpha_i, \bar{\alpha}_i \) \( (i = 1, \ldots, n) \) are called complementary arcs.

Let \( \mathcal{N}(n) \) denotes the class of all networks that have the form of \( G \).

**Definition:** Let \( T \) be a spanning tree of \( G \) \( (G \in \mathcal{N}(n) \) for some \( n, n \geq 3) \) if \( \alpha_i \in T \) iff \( \alpha_i \notin T \) \( i = 1, \ldots, n \) then \( T \) is called a complementary tree of \( G \).

G. B. Dantzig in [1] proved that if there exists one complementary tree in \( G \), \( G \in \mathcal{N}(n) \) \( (n \geq 3) \), then there exists at least two. The proof is by means of an algorithm which finds a different complementary tree from a given one. This algorithm is described in the first part of this report (Theorem 1). In the second part we show (using basically the same algorithm) that if an arc belongs to one complementary tree then it belongs to at least two (Theorem 2). This in turn implies that if there exists one complementary tree (in a given network which belongs to \( \mathcal{N}(n) \) \( (n \geq 3) \)) there exists at least four (Theorem 3). Let denote by \( \mathcal{N}(n) \) the class of all networks \( G \) such that \( G \in \mathcal{N}(n) \) and \( G \) has at least one complementary tree; by \( C_G \) the number of complementary trees in \( G \) \( (G \in \mathcal{N}(n)) \), and let \( C(n) = \min(C_G | G \in \mathcal{N}(n)) \).

Using these notations Theorem 1 implies \( C(n) \geq 2 \) while Theorem 3
Implies $C(n) \geq 4$. In the last part three examples are provided to show that $C(3) = 4$, $C(4) \leq 6$ and $C(n) \leq 8$ for $n \geq 5$.

**Theorem 1:** (Dantzig) $C(n) \geq 2$ $(n \geq 3)$ i.e., if there exists one complementary tree in $G$ $(G \cap H(n))$, there exists at least two.

The general idea in proving this theorem is to pass from one complementary tree to the other by a sequence of "adjacent" or ("neighboring") trees which are "almost" complementary.

**Definition:** Two trees are said to be **adjacent** or **neighbors** if they differ by one arc.

**Definition:** An almost complementary tree $T$ of $G$ is a spanning tree of $G$ such that for some $i_n$ and $i_{n-1}$:

1. $a_{ij} \in T$ iff $\overline{a_{ij}} \notin T$ $j = 1 \ldots n-2$
2. $a_{i_n}, a_{i_{n-1}} \in T$

Less formally, an almost complementary tree is a spanning tree in which each set of arcs $a_i, \overline{a_i}$ furnishes exactly one arc with the exception of one "special" set which furnishes two and one other set which furnishes none.

The procedure for generating a sequence of adjacent almost-complementary trees starting from a given complementary tree and ending in a different one is as follows:

**Step 1:** Arbitrarily order the nodes in $G$ (e.g., assign, arbitrarily, the first $n+1$ natural numbers to the nodes of $G$).

**Step 2:** Orient each arc $(i,j)$ of $G$ as a directed arc from $i$ to $j$ if $i < j$ and from $j$ to $i$ if $j < i$. 

Step 3: Assign the (arbitrary) flow values $a_{ij}$ to all arcs $(i,j)$ in $G$ such that $a_{ij} > 0$ if $(i,j)$ belongs to the given complementary tree, $a_{ij} = 0$ otherwise (and $a_{ji} = -a_{ij}$).

The first four steps determine the following network flow problem:

Find $x_{ij} > 0$ such that

$$\sum_{i \in U_j} x_{ij} - \sum_{k \in V_j} x_{jk} = b_j \quad i = 1, 2, \ldots, n+1$$

where

$$b_j = \sum_{i} a_{ij} \quad j = 1, \ldots, n+1$$

$$U_j = \{ j \mid (i,j) \text{ is directed arc of } G \}$$

$$V_j = \{ j \mid (j,k) \text{ is directed arc of } G \}$$

It is well known that the arcs $(i,j)$ corresponding to basic variables form a tree. If the feasible basic solutions of the network flow problem are non-degenerate and bounded then a new feasible solution from given another one can be obtained by increasing sufficiently the flow $x_{ij}$ on a directed out-of-tree arc $(i,j)$ while adjusting the flows on basic arcs. The arc dropping out of the cycle will then correspond to the unique basic variable whose value decreased to zero. For the network flow problem defined above boundness results from Steps 1 and 2 and non-degeneracy can be guaranteed by assigning (in Step 3) $n$ different powers of $a > 0$ to the $n$ arc flows of the starting complementary tree.

Step 4: Add to the starting complementary tree any out-of-the-tree arc
arc say $\overline{a_i}$ (assume $a_i$ is in the tree).

**Step 5:** Drop arc of the current tree and determine the new flow values as in the simplex algorithm. If arc dropped is $a_i$ or $\overline{a_i}$ then the tree is complementary, terminate; if not go to Step 6.

**Step 6:** Introduce as incoming arc the complement of the arc dropped. Go to Step 5.

It is shown in [1] that the algorithm terminates in finite number of steps and that the complementary tree we arrive at is different from the starting one.

Notice that the orientation of arcs and the assignment of flow values are arbitrary. In Theorems 2 and 3 it is shown that choosing the directions and the flows in a more specific way can extend the result of Theorem 1.

**Theorem 2:** If $T_0 = \{a_1, \ldots, a_n\}$ is a C.T. (complementary tree) of $G$ then for every $i$ ($1 \leq i \leq n$) there exists a C.T. (say $T_i$) such that $a_i \in T_i$ and $T_i \neq T_o$.

**Proof:** Given $T_0$ and $a_i$ (the arc we want to keep in the second complementary tree) use the same algorithm as in Theorem 1 with the following changes:

Replace Steps 1 and 3 by 1a and 3a respectively.

**Step 1a:** Index the end nodes of $a_i$ by $n$ and $n+1$, index all other nodes, arbitrarily, by $1, 2, \ldots, n-1$.  
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Step 3a: Assign to $a_1$ the flow value $M$ where $M$ is a positive constant which is greater than any finite number with which it will be compared during the steps of the algorithm. Assign arbitrary positive flow values to all other arcs in $T_o$ and 0 for all out of $T_o$ arcs.

This modification is within the framework of Steps 1 and 3, it just gives more specific directions to execute these steps, hence it does not effect the proof given in [1], that a different C.T. $T^*$ is obtained in a finite number of iterations. Let us denote the $i^{th}$ A.C.T. (almost complementary tree) in this path by $\overline{T_i}$, thus the path has the form:

$$T_o \rightarrow \overline{T_1} \rightarrow \overline{T_2} \cdots \rightarrow \overline{T_m} = T^*$$

Induction assumption: $a_1 \in \overline{T_k}$, the flow value of $a_1$ is $M_k$ where $M_k$ is greater than any finite number with which it will be compared and all other flow values (of arcs in $\overline{T_k}$) are not a function of $M$.

The induction assumption is trivially true for $k = 0$. Assume the induction assumption is true for some $k$ ($0 \leq k \leq m-1$). Let us introduce the next out-of-tree arc in accordance with the algorithm. This arc together with some arcs in $\overline{T_k}$ form a cycle. If $a_1$ is not contained in this cycle then clearly the induction assumption holds for $\overline{T_{k+1}}$.

If $a_1$ is contained in this cycle then either the flow on $a_1$ is increasing or decreasing with increasing flow on the out-of-tree arc. In the first case $a_1$ remains in the next tree and its flow value increases. In the second case Steps 1a and 2 guarantee that there is at least one other arc of $\overline{T_k}$ which its flow value decreases while the
flow value on the out-of-tree arc increases (Steps 1a and 2 imply that all arcs with end point \( n \) have the same direction as \( a_i \), but a cycle which includes \( a_i \) must include at least one other arc with end point in \( n \)). By the simplex method the arc with the smallest flow value, among those in the cycle, which have opposite direction from the out-of-tree arc drops. By the induction assumption and the above argument \( a_i \) remains in the next A.C.T., and its flow value changes by a small amount relative to \( M_k \). In both cases the flow value of any arc can increase by at most the flow value of the arc which is dropped hence the induction assumption holds for \( k+1 \).

\[ a_i \in \overline{a}_k \quad k = 1, 2, \ldots, m \quad \text{so} \quad a_i \in \overline{a}_m = T^* \], letting \( T_1 = T^* \) completes the proof.

**Theorem 3:** \( c(n) \geq 4 \) \((n \geq 3)\). i.e., if there exists one complementary tree in \( G \) (\( G \cap \overline{G} \)), then there exists at least four.

**Proof:** Let \( T_1 = \{a_1, \ldots, a_n\} \) be a C.T. of \( G \), then by Theorem 2 there exists a C.T. \( T_2 \) such that \( a_1 \in T_2 \) and \( T_2 \neq T_1 \). \( T_1 \neq T_2 \) implies that there is at least one index \( k \) (\( 2 \leq k \leq n \)) such that \( \overline{a}_k \in T_2 \). Starting now with \( T_1 \) and \( a_k \) as the arc to be kept in the C.T. we get, by using the modified algorithm another C.T. (say \( T_3 \)) such that \( a_k \in T_3 \) and \( T_3 \neq T_1 \). Implied the same technique for \( T_2 \) and \( \overline{a}_k \) we get a C.T. \( T_4 \) such that \( \overline{a}_k \in T_4 \) and \( T_4 \neq T_2 \). Clearly also \( T_4 \neq T_1, T_2, T_3 \) and \( T_4 \neq T_5 \).

\[ T_1, T_2, T_3, T_4 \] are C.T.'s and no two of them are identical.

So far we found a lower bound for \( c(n) \). Next we try to provide some upper bounds. In the following three examples it is shown that
c(3) = 4, c(4) ≤ 6 and c(n) ≤ 8 for n ≥ 5 (Examples 1, 2 and 3 respectively).

**Example 1:**

- Complementary trees: \{a_1, a_2, a_3\}; \{a_1, a_2, a_3\}; \{a_1, a_2, a_3\}; \{a_1, a_2, a_3\}.

**Example 2:**

- Complementary trees: \{a_1, a_2, a_3, a_4\}; \{a_1, a_2, a_3, a_4\}; \{a_1, a_2, a_3, a_4\}; \{a_1, a_2, a_3, a_4\}; \{a_1, a_2, a_3, a_4\}; \{a_1, a_2, a_3, a_4\}.
Example 3:

complementary trees:

\[
\begin{align*}
\{a_1, a_2, a_3, a_4, a_5, \ldots, a_{n-1}, a_n\}; & \quad \{a_1, \overline{a_2}, a_3, a_4, a_5, \ldots, a_{n-1}, \overline{a_n}\} \\
\{a_1, a_2, a_3, a_4, a_5, \ldots, a_{n-1}, a_n\}; & \quad \{a_1, a_2, a_3, a_4, a_5, \ldots, a_{n-1}, a_n\} \\
\{a_1, a_2, a_3, a_4, a_5, \ldots, a_{n-1}, a_n\}; & \quad \{a_1, a_2, a_3, a_4, a_5, \ldots, a_{n-1}, a_n\} \\
\{a_1, a_2, a_3, a_4, a_5, \ldots, a_{n-1}, a_n\}; & \quad \{a_1, a_2, a_3, a_4, a_5, \ldots, a_{n-1}, a_n\}
\end{align*}
\]
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Consider the undirected network $G = (N, a)$ where $|N| = n+1, a = (a_1, \ldots, a_n)$, $a_1, \ldots, a_n \geq 3$, and there are no loops or repeated arcs. Let $\mathcal{G}(n)$ denote the class of all networks that have the form of $G$.

A complementary tree of $G$ (Gen(n) for some $n \geq 3$) is a spanning tree of $G$ with the property that $a_i, c \notin T$ if $a_i, c \notin T$.

It was shown elsewhere (Dantzig [1]) that if there exits one complementary tree in $G$ (Gen(n)) then there exists at least two. The proof there is by means of an algorithm which finds a different complementary tree from a given one. It is shown in this paper that using an extended form of Dantzig's algorithm can lead to a stronger result: if there exists one complementary tree in $G$ (Gen(n)) then there exists at least four. Also some examples are provided to establish an upper bound on the smallest number of complementary trees in a network $G$(Gen (n)) which has at least one complementary tree.
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