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1. Introduction.

Mapping has always been a favorite tool of geologists so that, with the increased accessibility of computers, it is scarcely surprising that geologists should now be very interested in studying spatial distributions mathematically. Their aim is to use some mathematical model to smooth or contour a net of data points, or to interpolate between them or to calculate some average over the area. (Two recent general references with substantial bibliographies are [1], [2].)

There are a number of possible methods, each with advocates, and some controversy has arisen. In the U.S., the most popular methods have assumed that

\[ \text{value at data point} = \text{value of deterministic function} + \text{random error} \]

and consequent application of the least squares techniques. In South Africa and France [3], the preference seems to be for

\[ \text{value at data point} = \text{value at a point on a random function} \]

and application of moving averages. In actual fact, these two models are not really distinct. It seems useful, without attempting to say what should be used, to try to explain the theoretical background of these methods, because this is not available in an elementary exposition. At the outset it should be said that this area requires considerable statistical research; it has so far been mainly the preserve of very theoretical workers. What little there is in the literature by way of applications has been written
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by geophysicists, perhaps the earth sciences as a whole will help to create
a new class of statistical methods (see some of the references in [4]).

2. Conceptual Problems.

Let us restrict discussion to the two dimensional problem. Thus
suppose we have a quantity \( y \) measured at points \((x_1, x_2)\) in the plane,
distributed over some region \( R \). Geometrically, we have points (with
coordinates in three dimensions) \((x_1, x_2, y)\). Through this cloud of points
we desire to put a smooth surface. It is hoped that this surface will show
how \( y \) would vary with position \((x_1, x_2)\) if there were no local or small scale
variation the effect of large scale disturbances is supposed to be incor-
porated into the smooth surface, which may be called to trend surface.
Thus

\[
\text{observable surface} = \text{trend surface} + \text{variation surface}
\]

The separation into two parts is made on the vague basis of "large" and
"small" scale variation. Our interest may be in either part. The trend
surface seems appropriate for interpolation and averages, the second for
the detection of anomalies, e.g., discrete core bodies. It is clear that,
unless we can introduce more prior knowledge of the particular phenomenon under
study, or have a bright idea about the mechanism after a first look at the
data, any analysis must be quite empirical. It follows that one cannot say
any method is "best".

In section 3, we will discuss some specific mechanisms which might
account realistically for some geological distributions. Here we will
continue with a more general analysis of (3). If (3) is compared with (1), we
notice that the two parts are assumed to be of a different nature. The trend
is assumed to be a deterministic function and the variation to be random or
stochastic. If (3) in compared with (2), there is no distinction but
"random" appears again.
We therefore discuss first how randomness might enter. In the first place, \( y \) will usually be measured with error, i.e., if the site is revisited, sampled and the sample measured, a different value would be obtained. This is well understood and so can be ignored for the moment. Suppose now that our interest is only in the region \( R \) that was sampled at a finite number of points - we will later consider the case where region \( R \) itself has been chosen because it is typical of many similar area, i.e., our interest is in the population from which \( R \) was somehow chosen. There are infinitely many hypothetical surfaces passing near a finite number of points. Some will be more credible geologically than others. It is a standard tactic in science to deal statistically with an infinite hypothetical populations. Explicitly, we must define the class of admissible surfaces and suppose our particular case is a randomly chosen member of the class. Apart then from measurement errors, it is in this way that "randomness" enters when attention is confined to one area.

The population of admissible surfaces may be defined in several ways, corresponding to (1) to (2). We will return to this in a moment.

If the region \( R \) itself has been chosen as typical of many other regions, even complete knowledge of the surface over \( R \) would be insufficient for conclusions about the other regions. It is necessary to define again a class of admissible surfaces and to regard the surface over \( R \) as a randomly drawn member of the class if we are to use statistical arguments.

To define a class of admissible surfaces, we are guided by scientific plausibility and mathematical and computational convenience. The older method is that of (1) and the commonest choices for the deterministic function
are (i) an algebraic polynomial in \( x_1 \) and \( x_2 \) (ii) a trigonometric polynomial, i.e., the first few terms of a two-dimensional Fourier series. It is usually implicit in papers on this basis that the choice of function, the highest degree terms used, etc., should make the "random error" have zero mean, be uncorrelated and have constant variance. For example, the most thorough study in the algebraic polynomial case - Fraser Grant [4] - makes this quite explicit. His methods may be repeated using trigonometric polynomials, or any other set of functions. In detail, they depend strongly on having observations on a regular grid.

However, the model (1) method does not have this requirement and so has appealed to geologists - but the "error" should be studied if the model is to be checked at all with reality.

The "errors" referred to in the last paragraph should be thought of as the heights of a random surface \( e(x_1, x_2) \) above the observing points - because we might have used other observing points. If \( P' = (x_1', x_2') \), \( P'' = (x_1'', x_2'') \) are any two observing points, the above assumptions read

\[
E(e(x_1', x_2')) = 0, \quad E(e^2(x_1', x_2')) = \sigma^2, \quad E(e(x_1', x_2') e(x_1'', x_2'')) = 0. \tag{4}
\]

Clearly the last assumption is unreasonable - \( P' \) and \( P'' \) are close together and reasonable if they are far apart - for this is the way we expect spatial correlation to behave. We are supposing that \( e(x_1, x_2) \) describes small scale disturbances only. It would be preferable if we could do an analysis which replaced the last two assumptions of (4) by

\[
E(e(P') e(P'')) = c(P', P'') \tag{5}
\]
where the covariance function $c(P', P'')$ decreased as $P''$ moved away from $P'$.

If we assume that

$$c(P', P'') = c_1(P' - P'')$$

(6)
i.e., that $c(P', P'')$ depends only on the vector $(x_1'' - x_1', x_2'' - x_2')$ the error function is said to be a homogeneous random function. If we assume more, namely that

$$c(P', P'') = c_2(r)$$

(7)

where

$$r = \sqrt{(x_1' - x_1'')^2 + (x_2' - x_2'')^2}$$

the error function is an isotropic random function, because the covariance now depends on the length but not the direction of the vector separating $P'$ and $P''$. In neither case does the average depend on the absolute position of $P'$ and $P''$. These are the generalizations to two dimensions of the notion of stationarity, now common in time series analysis - which is the one dimensional equivalent of our problem.

The spectral methods of time series analysis are now familiar, particularly to geologists who have followed computer applications of the Kansas group. The weakness of the model (1) work has come from ignoring the two dimensional time series aspect of the error model implied in model (1).

Having come this far, one sees that it may be unnatural to separate the observable surface into a deterministic and a random function. For the small and large scale disturbance notions find a natural definition in spectral terms - high and low frequencies. And there is no more an unnatural
division between the two. It may be better to define the class of admissible functions in terms of averages over the class, to assume homogeneity or isotropy and to base the analysis on this assumption. We cannot, in this short paper, explain how the analysis would then go, except to note that moving averages appear naturally. It is not too different from the trigonometric equivalent of Fraser Grant's method. Thus it is very awkward without regularly spaced data. Also the general weak assumptions made imply that one should have a considerable number of data points. This is one form of model (2). We hope to deal with methods based on this model in detail at a later date. The reader will find a list of relevant references at the end of the paper [6].

Matheron [5] advocates another version of model (2). He does not assume that the averages are independent of the absolute position but that the averages of changes are. Explicitly, he considers random surfaces \( f(x_1, x_2) \) such that, for all \((x_1, x_2), (h_1, h_2)\)

\[
\frac{1}{2} E[(f(x_1 + h_1, x_2 + h_2) - f(x_1, x_2))^2] = \gamma(h)
\]

where

\[
h = \sqrt{h_1^2 + h_2^2}
\]

This is not the same as saying that

\[
e(x_1, x_2) = f(x_1, x_2) - f(0, 0)
\]

is an isotropic random function because (8) does not allow the calculation of \(e(P', P'')\) when \(P'\) and \(P''\) are distinct. The extensive literature [5]
generated by Matheron and his co-workers, particularly Serra has only recently come to our attention. At the time of writing it is not clear how assumption (8), even with a particular choice for the function $\gamma(h)$, is made to support a method of analysis. Matheron however endorse the use of moving average methods which he attributes to Krige. In fact he uses "Kriging" to describe the act of taking moving averages. Matheron claims his methods do not require regularly spaced data points.

To conclude this section, we return to measurement errors. If they are present, one must add to the random surfaces discussed above a random surface which is isotropic and in which the spatial correlation falls off very rapidly, i.e., the equivalent to the white-noise of time series analysis.

3. Some mechanistic models.

There are two relatively simple ways of building probabilistic mechanisms that may have application to trend surface work, i.e., generate classes of random functions of geological pertinence. The key paper, with a large bibliography, is Whittle [6]. The tract by Matern [7] is also a basic course.

An example of the first method would be the following construction. Suppose ore bodies are initially distributed randomly in the plane with different sizes and that, after a given time, their "influence" is felt at neighboring points. For example, their contents may diffuse outwards from their initial positions which we might approximate by points. If the medium is homogeneous, $\tau(w,r)$ could stand for the concentration at a point, a vector $r$ away from a body of mass $w$. If masses $w_i$ fell at positions $B_i$ then a measurement at $x, y$ (free of measurement error, will yield

$$y(x, y) = \sum \tau(w_i, x - B_i)$$

(10)
since for the i-th mass, \( r = x - R_i \). The sum in \((10)\) is over all the masses. If the masses are distributed over the whole plane by a Poisson process so that the mean number in area \( A \) is \( \lambda A \) and if the probability of a mass lying in \((w, w, +dw)\) is \( f(w) \, dw \) independently of its position, the stochastic properties of \((10)\) may be worked out easily. In particular, the process is homogeneous. If \( \phi(w, r) \) depends only on the length of \( r \), it is also isotropic. If it is relevant, then interesting problems arise because now the data should enable us to estimate \( \lambda \) and \( f(w) \).

This model could also be used for linear reefs - one would then distribute lines rather than points. Another generalization would arise if the Poisson distribution is inadequate and has to be replaced.

The statistical treatment of data on these models is in its infancy. Models of type \((10)\) are called moving average representations.

Another class of models is suggested by classical mathematical physics in which the mathematical description usually has the form

\[
\begin{align*}
 y(x) &= 0, \quad x \text{ inside } R, \\
 y(x) &= e(x), \quad x \text{ on } S
\end{align*}
\]

(11)

where \( S \) is the boundary of \( R \) and where \( L \) is a linear operator. For example, if \( y = \) temperature at equilibrium, \( L = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} \). In usual practical cases, the temperature distribution over the boundary determines the interior temperature distribution. Thus

\[
y(x) = \int_S b(x, x') \phi(x') \, dx'
\]

(12)
where \( b(x, y') \) is related to the Green's function of the problem and is determined uniquely by \( \Omega \) and \( \Omega' \). Thus if \( v(x') \) is a random function on \( \Omega \), \( v(x) \) in a random function in the interior. It will be seen that (12) is again a moving average representation like (10). It is merely obtained in a different way. Fluid flow is described similarly as it seems this approach should be relevant for some problems.

A much more difficult situation may be relevant to many geological problems. Above we have been talking about boundary value problems in an isotropic medium but with random boundary values. The converse situation -- a medium whose properties vary randomly and simple boundary conditions -- is much harder to formulate and deal with.
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Some Comments on "Les variables régionalisées et leur estimation"

Daniel et Cie, 1969, by G. Matheron.

There have been many publications by Matheron and his colleagues. The central reference is the above book of 305 pages of mathematics. This book is not easy reading and has no point of contact with the usual literature - in fact, it has no references at all, except to textbooks on stochastic processes. It seems worthwhile therefore to attempt a survey of its contents. Since it develops a great deal of formalism, we try only to describe in our own words and notation the essential problem Matheron tackles and his methods - also we give references to key sources in the English statistical literature. This may understate the range and depth of the book. If so, we hope it provokes someone else to translate his methods at greater length.

Let $f(x)$ be a function of $x = (x_1, x_2, ..., x_n)$, a point in $n$ dimensional Euclidean space. We would like to estimate

$$Q = \int f(x) \, dx,$$  \hspace{1cm} (1)

where $dx = dx_1 ... dx_n$, given some information on $f(x)$. To fix ideas, $f(x)$ might be the density of a metal at a point $x$ in $n = 3$ space. Then $Q$ is the total quantity of metal; the integral makes sense because $f(x)$ is usually zero outside some region $R$. One other example is important. Suppose $k_R(x)$ is 0 for $x$ outside $R$ and unity for $x$ in $R$. Then

$$V = \int k_R(x) \, dx,$$  \hspace{1cm} (2)

is the volume of the region $R$. Again, given information on the values of
To evaluate (1) when \( f(x) = 0 \) outside a region \( R \), and when the functional form of \( f(x) \) is given in a matter of integration, numerical integration if the form of \( f(x) \) is complicated, one divides \( R \) into \( N \) subregions \( R_i \) with volumes \( V_1 \), evaluates \( f(x) \) at a typical point \( x_i \) in each \( R_i \) and forms

$$\beta = \sum_{i=1}^{N} f(x_i) V_i \quad (4)$$

Numerical methods approximate \( f \) locally by simpler functions, but the final formula will have a form like (4). The error made is simply \( Q-B \), and books on numerical integration suggest ways of estimating this value one's knowledge of the formula for \( f(x) \). This is all classical mathematics. If nothing is known about \( f(x) \) except its values at \( x_1, \ldots, x_M \), nothing can be said about the error \( Q-B \).

Two examples show an interesting result (Atkin (1932), Yates (1941), Kendall (1942)). In one dimension the use of points equally spaced \( h \) units apart reveals the following facts:

$$\int_0^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(nh)^2} h \, dx \approx \int_0^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(x+h)^2} x \, dx = 1 \quad (5)$$

very well even for \( h \) as large as two, while

$$\int_0^\infty \frac{h}{\pi(1-(nh)^2)} \, dx \approx \int_0^\infty \frac{dx}{\pi(1+(x+h)^2)} = 1$$

much more poorly for similar values of \( h \). As Kendall showed, the reason for the difference in the behavior is that the characteristic function (Fourier transform), \( e^{-t^2} \) of \( (1+x^2)^{-1} \) decreases at a slower rate than the characteristic function, \( e^{-t^2/2} \), of \( e^{-x^2/2} \) as \( |t| \to \infty \).
Survey sampling is an essential part of statistical theory and practice. In particular, the methods of stratified and systematic sampling have been widely discussed. These methods are usually set up for a finite population of \( N \) objects or units \( y_1, y_2, \ldots, y_N \), from which a sample of unit \( y_i \) is measured by \( y_i \). The main interest here comes from a sample of the units. If the units can be put in either into strata so that the within-strata variation is less than the between-strata variation, selecting one of the units at random from each stratum (stratified sampling) has merit, after the objects have a natural order (say that of their subscripts) and it is easier to take every \( k \)-th unit. If the first unit is drawn at random from \( y_1, y_2, \ldots, y_N \), we have a systematic sampling procedure. A comparison of these methods and the relation of the latter to harmonic analyses is known—see Cochran (1960), Hansen (1963).

Peston (1962) reconceived the problem and methods of Kendall by choosing \( n \) at random (say \( (n) \)) in the sequence \( (0, 1, \ldots, \nu) \), i.e., he considered random order by systematic sampling. Thus, generally in the dimension, \( R = \sum f(x) \, dx \) is approximated by

\[
R(0) = \int_0^\infty f(\sigma \, h) \, d\sigma = E(0),
\]

a random variable since \( \sigma \) is a random variable. Immediately

\[
E(0) = \int_0^\infty f(\sigma \, h) \, d\sigma = \int_0^\infty f(x) \, dx = \int_0^\infty f(x) \, dx,
\]

where

\[
E(\sigma) = \int_0^\infty d\, \sigma \int_0^\infty f(\sigma \, h) \, d\, \sigma = \int_0^\infty f(\sigma \, h) \, d\, \sigma = \int_0^\infty f(x) \, dx,
\]
so that \( \hat{B}(u) \) is an unbiased estimator of \( \hat{Q} \). Also,

\[
\text{var} (\hat{B}(u)) = \text{R} (R'(u)) \cdot |R(u)|^2
\]

where, after several manipulations,

\[
R (R'(u)) = \int_{-\infty}^{\infty} f(x) f(x+uh) \, dx
\]

and

\[
\text{var}[\hat{B}(u)] = \frac{1}{m} \cdot \left| \frac{R'(u)}{|R(u)|} \right|^2
\]

where the sum in (9) is from \(-\infty\) to \(\infty\) excluding \(m = 0\), and

\[
\phi(t) = \int_{-\infty}^{\infty} f(x) \, dx
\]

is the Fourier transform of \(f(x)\). The error in \(\hat{B}(u)\) will be smaller on the average the smaller \(m\) is. For fixed \(h\), this means \(|\phi(t)|\) tending to zero faster as \(|t|\to\infty\). The behavior of (4) and (5) can now be predicted. If \(n\) is not taken as a random variable, Kendall showed how to get similar results by noticing that \(\hat{B}(u)\) and the error \(R(u)\) are periodic functions of \(u\), the period being \(h\), and so representable as Fourier Series.
Finally, the variance of \( \mathbb{E}(y) \) would also be known if we knew

\[
\gamma(y) = \int f(x) f(x+y) \, dx
\]

(11)

for every \( y \) - because then we could evaluate (8). Matheron calls (11) the covariancegram of \( f(x) \). He has given the n-dimensional version of the above results, the only changes required are notational. He also defines the

\[
\gamma(y) = \frac{1}{n} \int \left| f(x+y) - f(x) \right|^2 \, dx
\]

(12)

Thus

\[
\gamma(y) = \frac{1}{n} \int \left( f^2(x+y) - 2 f(x+y) f(x) + f^2(x) \right) \, dx
\]

(13)

\[- \nu(0) = \nu(y) \]

However, there are functions for which (11) is infinite but for which (12) is not - this is the reason why Matheron prefers (12). We will return later to these questions and to the key question of choosing a form for \( g(y) \) or \( \gamma(y) \) in practice.

Sampling methods for solving mathematical problems (we have just seen an example) are now called Monte Carlo methods and are very well known - see, e.g., the book by Hammersley and Handscomb (1964). They all depend on statistical theory. The above method is by no means the only, or the best, way of evaluating integrals by sampling.
Certain geometrical problems are closely related to the above.

For example Kendall (1948) considered estimating the area of a region $R$ by counting the number of lattice points which fall in it when the lattice is positioned at random. The theory is as above using the function $k_R(x)$ defined for equation (2). Such problems are of great mathematical interest and can be traced through books and papers on Integral Geometry or Geometrical Probability - see e.g., Kendall and Moran (1963), Moran (1969). Matheron calls

$$K(h) = \int k_R(x) k_R(x+h) \, dx$$  \hspace{1cm} (14)

the geometric covariogram.

So far we have here regarded $f(x)$ as an ordinary function - the only stochastic element has been the sampling process. But workers in many fields including geology have considered the case where $f(x)$ is a random function with certain properties - the reason why and the basic references have been given in the body of the paper.

In this case even a complete knowledge of $f(x)$ so that (1) may be evaluated is not enough. The value of $Q$ obtained is just one possible value out of an ensemble whose average, $E(Q)$, we seek. But

$$E(Q) = \int E(f(x)) \, dx,$$

$$= \int m(x) \, dx,$$  \hspace{1cm} (15)

where

$$E(f(x)) = m(x)$$  \hspace{1cm} (16)

Since $\text{var}(Q) = E(Q^2) - E(Q)^2$, we need

$$E(Q^2) = E \int f(x) \cdot f(x') \, dx \, dx'$$.
But setting $x' = x + y$, we have

$$E(Q^2) = E \int \left( \left( f(x) f(x+y) \right) dx \right) dy,$$

and using (11),

$$E(Q^2) = \int E \kappa(y) dy.$$ 

This should be compared with (8),

$$E(S^2(0)) = \int_\infty^\infty g(mh).$$

The relationship is closer than one might have thought. In this approach we usually ask whether our understanding of the problem suggests a form to assume for, not $E(p(y))$ but,

$$\text{cov}(f(x), f(x+y)) = E(f(x) f(x+y)),$$

called the covariance function. Equivalently one might try to specify a new version of (12)

$$E(y(y)) = \frac{1}{2} E \left[ f(x+y) - f(x) \right]^2$$

which, if known, implies the value of (20) when that exists.

To estimate $E(Q)$, given only $f(x)$ at $x_1, \ldots, x_n$, we might consider the estimator

$$\Gamma = \lambda_1 f(x_1) + \ldots + \lambda_n f(x_n)$$

(22)
where the \( \lambda_i \)'s are to be chosen to minimize

\[
E(R - Q)^2 = \text{mean square error of } R
\]  

But

\[
E(R - Q)^2 = \int \int ((f(x) f(x')) \, dx \, dx'
\]

\[= 2 \sum \lambda_i \int E(f(x_i) f(x)) \, dx
\]

\[+ \sum \lambda_i \lambda_j E(f(x_i) f(x_j))
\]

Hence

\[
\frac{\partial E(R - Q)^2}{\partial \lambda_i} = -2 \int f(x_i) f(x) \, dx
\]

\[+ 2 \sum \lambda_j f(x_i) f(x_j)
\]

\[= 0 \quad \text{for } i = 1, \ldots, n
\]

is a set of "normal" equations for the \( \lambda_1, \ldots, \lambda_n \). They may be solved if the covariance function (20) is known. Matheron calls this method Kriging.

There is some literature on how best to choose the points \( x_i \) in \( V \), where the random function is observed so that

\[
\bar{R} = \frac{1}{N} \sum_{i=1}^{N} f(x_i)
\]

"best" approximates

\[
\frac{1}{V} \int_{V} f(x) \, dx
\]
Hajek (1959) has a result justifying equal spacing when $V$ is an interval.

Koelab, Hajek and Kabrzycki (1959) have studied the planar case.

So far we have considered only the estimation of the integral (1) -

$$I = \int p(x) f(x) \, dx$$

this seems to be the only problem attacked in the book although the

estimation of

$$\hat{f}(x) = c_1 f(x_1) + \ldots + c_n f(x_n)$$

where $p(x)$ is known, is considered. If $p(x) = \delta(x-x_0)$, the Dirac delta

function, $f = f(x_0)$. Thus in particular (26) raises the problem of

estimation $\hat{f}(\cdot)$ at unobserved points. This problem is considered in our first

reference to katheren's works. His approach seems to be the following.

Suppose $f(\cdot)$ is observed at $x_1, \ldots, x_n$ and required at $x_0$. Write

$$\hat{f}(x_0) = c_1 f(x_1) + \ldots + c_n f(x_n)$$

and choose $c_1, \ldots, c_n$ so that

$$\sum (\hat{f}(x_c) - f(x_c))^2 = \text{minimum}.$$ 

This least squares problem may be solved if one knows the covariance function

(26). The coefficients are clearly dependent on $x_0$, so that (27) is a kind of

moving average. katheren also calls this kriging.

All the above theory can be rewritten with $f(\cdot)$ vector valued

and katheren does this.

Thus all the above theory is quite simple and not novel. Its

application is seen always to involve the choice of a function - the variogram,

demi-variogram or covariance. It is difficult to see just what katheren would

recommend, and why! Should one be in willing to accept the challenge to put
Matheron’s work into the English literature, this is the point that needs most attention. It is clear that he favors functions which are isotropic. Even given this restriction, the estimation of the above functions from data is non-trivial and this does not seem to be attempted.

References.
The methods for analyzing data in one dimension (usually time) are highly developed. However, in several dimensions, most applied workers only use one class of methods -- that in which the data is assumed to be the sum of a deterministic trend and an uncorrelated random error. The more general model with a spatially correlated error has been neglected in most fields -- oceanography is a conspicuous exception. This neglect is partly due to the lack of expositions for the applied workers. However, the manner in which much geological data is now collected does make this application difficult.
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