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Page 5, line 7
Replace \( h(p) = h^*(p) \geq h^*(p) \) by \( h(p) = h^*_p(p) \geq h^*_p(p) \)

Page 7, line 9
Replace \( \phi \) by \( (6.21) \) of by \( (6.1.2) \) of

Page 8, line 6
Replace \( A_i = (c_{2i-1}, c_{2i}) \) by \( A_i = (c_{2i-1}, c_{2i}) \)

Page 10, line 10
Replace \( h^*[h^1(p), h^2(p)] \) by \( h^*[h^1(p), h^2(p)] \)

Page 11, line 10
Replace \( \psi[\sigma_t(w_{11}(x), ..., w_{1s}(x))], ..., \sigma_t(w_{t1}(x), ..., w_{ts}(x)) \)
by \( \psi[\sigma_t(w_{11}(x), ..., w_{1s}(x))], ..., \sigma_t(w_{t1}(x), ..., w_{ts}(x)) \)

Page 12, line 15
Replace functions \( w_{ij}(x) \) by functions \( v_{ij}(x) \)

Page 12, line 17
Replace \( \phi(x) = \psi_k[x_1k(x), ..., x_{\tau_k}k] \), \( k = 0, ..., k^* \)
by \( \phi(x) = \psi_k[x_1k(x), ..., x_{\tau_k}k] \), \( k = 0, ..., k^* \)
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ABSTRACT

Esary and Proschan show that a lower bound to the system reliability can be found by enumerating all min cut sets in the coherent structure, connecting the components in each min cut set in parallel and joining each of these parallel subsystems in series where replicated components are replaced by identical yet independently operating components. A module of a coherent structure is a subset of the basic components of the system which can be treated as a component of the system due to their substructure topology.

In this paper, it is shown that a lower bound estimate of system reliability can be derived by decomposing the coherent structure about its modules and applying the Esary-Proschan lower bound procedure to each module and then to the resultant coherent structure where each module has been replaced by a single component whose reliability is the Esary-Proschan lower bound to that module.

This estimate of system reliability is sharper than the estimate of system reliability obtained by utilizing the Esary-Proschan procedure on the total system directly. Furthermore, this estimate is computationally more efficient than applying the Esary-Proschan procedure to the total system directly since the min cut sets need only be enumerated for each module. Applications of this result are given and analogous results for an upper bound to system reliability are stated.
1.0 INTRODUCTION

A coherent structure \( (C, \phi) \) is made up of a set of components \( C = \{c_i\}_{i=1}^n \) which exist in one of two states—working or failed. Let \( x_i \) be a binary variable which designates the states of component \( i \); \( x_i = 1 \) if the component works and \( 0 \) if failed. Similarly, define the structure function \( \phi(x) = \phi(x_1, \ldots, x_n) \) to be \( 1 \) if the system is working and \( 0 \) otherwise. For the structure to be coherent, the following two conditions must be satisfied:

1. Each component \( c_i \) must be essential; that is to say, there exists a realization of the other components \( c_j, j \neq i \), such that \( \phi(1_i, x) = 1 \) and \( \phi(0_i, x) = 0 \) where \( (i, x) = (x_1, \ldots, x_{i-1}, 1_i, x_{i+1}, \ldots, x_n) \).

2. If \( x_i \leq y_i \) for each \( i \), then \( \phi(x) \leq \phi(y) \). This condition implies that the state of the system is not degraded by changing a component from a failed condition to a working condition.

From (1) and (2) it immediately follows that \( \phi(1) = 1 \) and \( \phi(0) = 0 \).

The state of any component in \( (C, \phi) \) is assumed random with \( P(X_1 = 1) = p_1 \) and stochastically independent of any other component. The reliability function \( h(p) \) is defined to be \( E(\phi(X)) = P(\phi(X) = 1) \). To further characterize the reliability function \( h(p) \), the following definitions are needed.

Throughout this paper a vector \((p_1, \ldots, p_n)\) is denoted as \( p \) and a scalar function of several variables is designated as \( \phi(x) \) or \( h(p) \).
\[ A \cup B = A + B - AB. \]

- \[ y < x \Rightarrow y_1 \leq x_1 \quad \forall i \text{ and } y_i < x_i \text{ for some } i. \]

- **Path Vector of** \((C, \phi)\): Vector \(x\) such that \(\phi(x) = 1\).

- **Cut Vector of** \((C, \phi)\): Vector \(x\) such that \(\phi(x) = 0\).

- **Path Set**: \(\{c_i \mid x_i = 1 \text{ and } \phi(x) = 1\}\).

- **Cut Set**: \(\{c_i \mid x_i = 0 \text{ and } \phi(x) = 0\}\).

- **Min Path Vector**: Vector \(x\) such that \(\phi(x) = 1\) and for all \(y < x\), \(\phi(y) = 0\).

- **Min Cut Vector**: Vector \(x\) such that \(\phi(x) = 0\) and for all \(y > x\), \(\phi(y) = 1\).

- **Min Path Set**: \(B = \{c_i \mid x_i = 1 \text{ and } x \text{ is a min path vector}\}\).

- **Min Path Structure Function**: \(\eta(x) = \prod_{c_i \in B} x_i\) where \(B\) is a min path set.

- **Min Cut Set**: \(A = \{c_i \mid x_i = 0 \text{ and } x \text{ is a min cut vector}\}\).

- **Min Cut Structure Function**: \(\mu(x) = \bigvee_{c_i \in A} x_i\) where \(A\) is a min cut set.

Birnbaum, Esary, and Saunders [3] show that if \(B_1, \ldots, B_r\) comprise the min path sets of \((C, \phi)\) and \(\eta_i(x)\) comprise the min path structure functions, \(i = 1, \ldots, r\),

\[
h(p) = E\left[\bigvee_{i=1}^{r} \eta_i(X)\right]
\]  
(1)

and if \(A_1, A_2, \ldots, A_s\) are the min cut sets of \((C, \phi)\) and \(\mu_j(X)\) make up the min cut structure functions, \(j = 1, 2, \ldots, s\),

\[
h(p) = E\left[\bigvee_{j=1}^{s} \mu_j(X)\right]
\]  
(2)

A method for evaluating (1) and (2) has been proposed by Birnbaum, Esary, and Saunders [3].
A module of a system can be thought of as "a subset of the basic components of the system which are organized into some substructure of their own and which affect the system only through the performance of their substructure. Rephrasing, a module is an assembly of components which can itself be treated as a component of the system." The coherent system \((A, x_A)\) is a module of \((C, \psi)\) if

- \(A \subseteq C\) and \(A\) is not empty.
- \(\phi(x) = \psi(x_A(x^A), x^{A'})\) for all binary vectors \(x = (x^A, x^{A'})\)

where \(A'\) is the complement of \(A\) and \([c_A \cup A', \psi]\) is a coherent system. In the above definition, all components making up set \(A\) in the coherent structure \((C, \psi)\) have been replaced by a single component \(c_A\) in the coherent system \([c_A \cup A', \psi]\), and the state of \(c_A\) is given by \(x_A\), the structure function of the module \((A, x_A)\). More generally, the coherent system \((C, \psi)\) can be decomposed into modules \((A_i, x_{A_i})\), \(i = 1,2, \ldots, t\), such that \(\bigcup_{k=1}^{t} A_k = C\) and \(A_k \cap A_l = \emptyset\), the empty set, for \(k \neq l\). Replacing each module \((A_i, x_{A_i})\) by a single component \(M_i\) and denoting the state of \(M_i\) as \(x_{A_i}\), the state of module \((A_i, x_{A_i})\), a new coherent structure \([M, \psi]\) is formed where \(M = (M_1, M_2, \ldots, M_t)\) and

\[
\psi = \psi(x_{A_1}, x_{A_2}, \ldots, x_{A_t}).
\]

This reduction is called the modular decomposition of a coherent structure.

Since the computation of \(h(p)\) is difficult, a method to approximate \(h(p)\) is desired. Esary and Proschan [5] describe such a procedure. The Esary-Proshran lower bound procedure computes a lower bound on \(h(p)\) by enumerating all \(\min\) cut sets of \((C, \psi)\), connecting the components of each \(\min\) cut set in parallel and joining each of these parallel subsystems in series where the replicated components

\[^{\dagger}\text{Birnbaum and Esary [2].}\]
are replaced by identical but independent operating components. In this paper, the modular decomposition of a coherent structure is utilized together with the Esary-Proschan lower bound procedure to obtain the Lower Bound Modular Decomposition Theorem.

The Lower Bound Modular Decomposition Theorem shows that by decomposing a coherent structure into modules and using the Esary-Proschan lower bound procedure on \([M, \phi]\) (where the reliability of \(M_1\) is defined to be the Esary-Proschan lower bound to \((A_1, X_{A_1})\), the lower bound on \(h(p)\) thus found is no worse than applying the Esary-Proschan lower bound procedure to \((C, \phi)\) directly.

In general, the modular decomposition of a coherent structure is not unique. Hence, the question arises as to which modular decomposition to use. This question is discussed in Section 3.0 by refining the modular decomposition of a coherent structure to include the possibility of decomposing each module further. Finally, in Section 4.0, analogous results are stated for an upper bound on \(h(p)\).

The following notation is utilized in this paper:

- Reliability of the coherent structure \((C, \phi)\): \(h(p) = h_c(p) = h_\phi(p)\)
- Esary-Proschan lower bound to \((C, \phi)\): \(h^*(p) = h^c_\phi(p) = h^*_\phi(p)\)
2.0 LOWER BOUND MODULAR DECOMPOSITION THEOREM

Let \( \mu_j(x) , j = 1, 2, \ldots, s \) be the min cut structure functions of the coherent structure \((C, \phi)\). Thus, \( \phi(x) = \Pi_{j=1}^{s} \mu_j(x) \). The Esary-Proschan lower bound to \((C, \phi)\) is

\[
h^*(p) = \Pi_{j=1}^{s} P(\mu_j(x) = 1) = \Pi_{j=1}^{s} \mu_j(p)
\]

Esary and Proschan [5] show that

\[
h(p) = h^*(p) \geq h^*(p)
\]

Lemma 1:

If \( \chi_1(x), \ldots, \chi_t(x) \) are disjoint coherent structure functions and

\[
\phi(x) = \bigvee_{i=1}^{t} \chi_i(x)
\]

then

\[
\bigvee_{i=1}^{t} h^*(p) = \bigvee_{i=1}^{t} \chi_i = h^*(p).
\]

Proof:

Let \( \lambda_{i1}(x), \ldots, \lambda_{im_i}(x) \) be the min cut structure functions of \( \chi_i(x) \).

Then, \( \chi_i(x) = \Pi_{i=1}^{m_i} \lambda_{i1}(x) \). From (3)

\[
h^*(\chi_i) = \Pi_{i=1}^{m_i} P(\lambda_{i1}(x) = 1) = \Pi_{i=1}^{m_i} \lambda_{i1}(p)
\]

Let \( \lambda_{i1} = \lambda_{i1}(x) \) be independent binary variables, \( I = 1, 2, \ldots, m_i \), \( i = 1, 2, \ldots, t \). Thus, \( P(\lambda_{i1} = 1) = P(\lambda_{i1}(x) = 1) = q_{i1} \). Let \( \chi^*_i(\lambda) = \Pi_{i=1}^{m_i} \lambda_{i1} \)

so that

\[
h^*(\chi_i) = h^*(q)
\]
Furthermore, let \( \phi^*(\Lambda) = \bigvee_{i=1}^{t} \chi^*_i(\Lambda) \). Since \( \chi^*_i(x) \), \( i = 1, 2, \ldots, t \), are disjoint binary functions, \( \chi^*_i(\Lambda) \) are disjoint binary functions and

\[
\phi^*(q) = \bigvee_{i=1}^{t} \phi^*_i(\Lambda) = 1 = \bigvee_{i=1}^{t} \phi^*_i(\Lambda) = 1 = \bigvee_{i=1}^{t} \phi^*_i(q) = \bigvee_{i=1}^{t} \phi^*_i(p) \tag{7}
\]

If \( \mu_j(x) \), \( j = 1, 2, \ldots, s \), are the min cut structure functions of \( \phi(x) \), then by Theorem 4.1 of Birnbaum and Esary [2] for min cut sets, it can be concluded that

\[
\mu_j(x) = \bigvee_{i=1}^{t} \lambda^*_i(x) \tag{8}
\]

for some \( \lambda^*_1(x), \lambda^*_2(x), \ldots, \lambda^*_t(x) \). If we let \( \mu^*_i(\Lambda) = \bigvee_{i=1}^{t} \lambda^*_i \),

\[ j = 1, 2, \ldots, s \], where \( \lambda^*_i(x) = \Lambda^*_i \), in the corresponding expression of (7),

\[
h_{\mu^*_j}(p) = h_{\mu^*_j}(q) \tag{9}
\]

Thus, by (8), (9), and Theorem 4.1 of Birnbaum and Esary [2], \( \mu^*_i(\Lambda) \), \( \mu^*_2(\Lambda), \ldots, \mu^*_s(\Lambda) \) are the min cut structure functions of \( \phi^*(\Lambda) \). Then,

\[
h_{\phi^*_i}(q) = \bigoplus_{j=1}^{s} h_{\mu^*_j}(q) = \bigoplus_{j=1}^{s} h_{\mu^*_j}(p) = h_{\phi^*}(p) \tag{10}
\]

But, by (7) and (10)

\[
\bigvee_{i=1}^{t} \chi^*_i(p) = \bigvee_{i=1}^{t} \chi^*_i(q) = \bigvee_{i=1}^{t} \chi^*_i(p) = h^*_\phi(p) \tag{11}
\]

which proves the lemma.  //
Let \( h = \left[ h_1 \right] \) and \( \bar{h} = \left[ h^* \right] \).

**Theorem 2: Lower Bound Modular Decomposition Theorem**

If \( \chi_1(x), \chi_2(x), \ldots, \chi_t(x) \) are disjoint coherent structure functions, then

\[
\begin{align*}
\phi(p) &= h_\chi \geq \max \left\{ h^*_\chi, \hat{h}^*_\chi \right\} \\
\phi(p) &= \min \left\{ h^*_\chi, \hat{h}^*_\chi \right\} \\
&\geq \hat{h}^*_\phi(p) \\
&\geq \hat{h}^*_\phi(p)
\end{align*}
\]

**Proof:**

Recall that \( \psi = \psi(\chi_{A_1}, \chi_{A_2}, \ldots, \chi_{A_s}) \) so that \( \phi(p) = h_\chi \) by (6.21) of Birnbaum and Esary [2]. Since \( h_{\chi_1}(p) \geq h^*_{\chi_1}(p) \) by (4) and \( h_{\hat{u}_1, \hat{u}_2, \ldots, \hat{u}_t} \) is monotone in \( \hat{u}_i \) for each \( i, h_{\phi(p)} \geq h^*_{\phi(p)} \) and \( h^*_\chi \geq \hat{h}^*_\chi \). By (4),

\[
\phi(p) \geq h^*_\chi \quad \text{and} \quad \phi(p) \geq h^*_{\psi(h^*_\chi)} \quad \text{. If we can show} \quad h^*_\phi(h^*_\chi) > h^*_\phi(p) \quad \text{, we have established the theorem.}
\]

Let \( \phi_j(x) = \xi_j(\chi_{A_1}(x), \ldots, \chi_{A_t}(x)), j = 1, 2, \ldots, s \), be the min cut structure functions of the coherent structure \([M, \psi]\) where \( \phi(x) = \psi(\chi_{A_1}(x), \ldots, \chi_{A_t}(x)) \).

Let \( u_{l}\phi(x), l = 1, 2, \ldots, K_j \), be the min cut structure functions of \( \phi_j(x) \). It is easy to see that \( u_{l}\phi(x) \) are the min cut structure functions of \( \phi(x) \), \( l = 1, 2, \ldots, K_j, j = 1, 2, \ldots, s \). By Lemma 1,

\[
h_{\xi_j} \hat{h^*}_\chi = h^*_\phi(p) = \sum_{l=1}^{K_j} u_{l}\phi(x)
\]
Hence,

\[
\begin{align*}
    h^* &= \prod_{j=1}^{s} h_j^n (p) = \prod_{j=1}^{s} h_j^n (p) \\
    &= \prod_{j=1}^{s} h_j^n (p) = h^*(p)
\end{align*}
\]

(14)

This proves the theorem. //

Example 1:

Let the coherent structure \((C, \phi)\) be given as in Figure 1.

Let \((A_i, x_i)\) be the modular decomposition of \((C, \phi)\) where \(A_i = (C_{2i-1}, C_{2i})\), \(i = 1, 2, 3, 4, 5\). Then,

\[
    h_\phi(p) = h_\psi[h^*_x] = h_\psi[h^*_x] = h^*(p)
\]

(15)

The coherent structure which generates \(h^*_x\), \(h^*[h^*_x]\) and \(h^*_\phi(p)\) is given in Figure 2.
The method suggested by the Lower Bound Modular Decomposition Theorem has two inherent advantages over the Esary-Proshchan procedure:

1. It is a more accurate estimate of $h_{\Phi}(p)$.
2. It requires the enumeration of all min cut sets over a set of coherent structures with less components. Since the work required to enumerate all min cut sets of a coherent structure increases exponentially with the number of components in the structure, this enumeration can be carried out more efficiently.

To illustrate the accuracy of the approximations to system reliability obtained by utilizing the Lower Bound Modular Decomposition Theorem as opposed to the Esary-Proshchan procedure applied directly to the coherent structure, consider the following example.

**Example 2:**

Figure 3 illustrates the coherent structure under consideration.
Define \((A_i, x_i), i=1,2\), to be the modular decomposition of \((C, \phi)\) where the modular sets are \(A_1 = \{1,2,3,4,5\}\) and \(A_2 = \{6,7,8,9,10\}\). Applying the Lower Bound Modular Decomposition Theorem, we find that,

\[
h_\phi(p) = h^*_\psi[h_1^*(p), h_2^*(p)] \\
\geq h^*_\psi[h_1^*(p), h_2^*(p)] \\
= h^*_\psi[h_1^*(p), h_2^*(p)] \\
\geq h^*_\psi(p)
\]  

Assuming each component to have the same reliability, we obtain the following table (Figure 4).

<table>
<thead>
<tr>
<th>Component Reliability</th>
<th>(h_\phi(p))</th>
<th>(h_\psi[h_1^<em>(p), h_2^</em>(p)])</th>
<th>(h^*_\phi(p))</th>
</tr>
</thead>
<tbody>
<tr>
<td>.99</td>
<td>.999999996</td>
<td>.999999996</td>
<td>.999999996</td>
</tr>
<tr>
<td>.95</td>
<td>.99997275</td>
<td>.99997251</td>
<td>.99997243</td>
</tr>
<tr>
<td>.90</td>
<td>.99953689</td>
<td>.99952217</td>
<td>.99951609</td>
</tr>
<tr>
<td>.75</td>
<td>.98077010</td>
<td>.97799376</td>
<td>.97584785</td>
</tr>
<tr>
<td>.50</td>
<td>.75</td>
<td>.67585658</td>
<td>.56262773</td>
</tr>
<tr>
<td>.25</td>
<td>.25811386</td>
<td>.12385429</td>
<td>.011416517</td>
</tr>
<tr>
<td>.10</td>
<td>.042576889</td>
<td>.00529541</td>
<td>.533 \times 10^{-6}</td>
</tr>
<tr>
<td>.01</td>
<td>.40 \times 10^{-3}</td>
<td>.698 \times 10^{-6}</td>
<td>.941 \times 10^{-21}</td>
</tr>
</tbody>
</table>

**FIGURE 4**
3.0 EXTENSIONS

Since the modular decomposition of a coherent structure is not necessarily unique, the question arises as to which modular decomposition to utilize. Insight into this question is given by the results of this section.

Let \( w_{ij}(x) \), \( j=1,2, \ldots, s_1 \), \( i=1,2, \ldots, t \) be disjoint coherent structure functions and \( \sigma_i(w) \), \( i=1,2, \ldots, t \) be disjoint coherent structure functions such that \( \chi_i(x) = \sigma_i(w_{11}(x),w_{12}(x), \ldots, w_{is_1}(x)) \). Let \( \theta(w) \) be the coherent structure function defined by \( \theta(w) = \psi(\sigma_1(w), \ldots, \sigma_t(w)) \). Then

\[
\theta(x) = \psi(\chi_1(x), \ldots, \chi_t(x))
\]

\[
= \psi[\sigma_1(w_{11}(x), \ldots, w_{is_1}(x)), \ldots, \sigma_t(w_{t1}(x), \ldots, w_{ts_t}(x))]
\]

(16)

\[
= \theta(w_{11}(x), \ldots, w_{ts_t}(x))
\]

Thus, \( \chi_1(x), \ldots, \chi_t(x) \) define the coherent structure functions of a modular decomposition of \((C, \psi)\) while \( w_{11}(x), \ldots, w_{is_1}(x) \) define the coherent structure functions of a modular decomposition of the coherent structure defined by \( \chi_1(x) \). Let \( h_1 = [h_{11}, \ldots, h_{is_1}] \) and \( h^* = [h^*_{11}, \ldots, h^*_{is_1}] \), \( i=1,2, \ldots, t \).

Theorem 3:

(a) \( h^*_{w_i} h_{\chi} \geq h^*_{\theta} h_{w_1, w_2, \ldots, w_t} \)

(b) \( h^*_{w_i} h_{\chi} \leq h^*_{\theta} h_{w_1, w_2, \ldots, w_t} \)

(17)
Proof:

(a) \( w_{ij}(x), j=1,2, \ldots, s_j, i=1,2, \ldots, r \), are independent binary random variables. Let \( q_{ij} = P[w_{ij}(x) = 1], j=1,2, \ldots, s_j, i=1,2, \ldots, r \). By the Lower Bound Modular Decomposition Theorem,

\[
\psi[\sigma_1(q), \ldots, \sigma_r(q)] \geq h^*(q) \tag{18}
\]

Now,

\[
\psi[h(x)] = \psi[\sigma_1(q), \ldots, \sigma_r(q)] \geq h^*(q) = \psi[h_{\omega_1}, \ldots, h_{\omega_t}] \tag{19}
\]

(b) By the Lower Bound Modular Decomposition Theorem

\[
h^*(p) \leq h_{\psi}[h^*_1, \ldots, h^*_t], i=1,2, \ldots, t \tag{20}
\]

Since \( h_{\psi} \) is nondecreasing,

\[
\psi[h^*(x)] \leq \psi[h^*_1(h^*_1), \ldots, h^*_t(h^*_t)] \tag{21}
\]

The modular decomposition of \( (C, \phi) \) defined by the coherent structure functions \( w_{ij}(x) \) is a refinement of the modular decomposition of \( (C, \phi) \) defined by the coherent structure functions \( x_i(x) \). Let

\[
\phi(x) = \psi_k[x_{1k}(x), \ldots, x_{rk}], k=0, \ldots, k^*, be \ a \ series \ of \ increasingly
\]

refined decompositions where \( r_0 = 1, x_{1k}(x) = \phi(x), \psi_0[\phi(x)] = \phi(x), \)

\( r_k^* = n, the \ number \ of \ components \ in \ the \ coherent \ structure, x_{1k^*} = x_1, \)

\( i=1,2, \ldots, n, \psi_k^*[x_{1k^*}, \ldots, x_{nk^*}] = \phi(x) \) and \( \psi_k^*[x_{1k^*}, \ldots, x_{nk^*}] = \phi(x) \).
Then, from Theorem 3,

\[ h^*_{\psi \chi}[h^*_{\psi \chi}(k)] = h^*_{\psi \chi}[x_{1k}^{\psi \chi}, \ldots, x_{r_{k}k}^{\psi \chi}] \]

is non-increasing in \( k \), \( k=0,1,2, \ldots, k^* \)

\[ h^*_{\psi \chi}[h^*_{\psi \chi}(k)] = h^*_{\psi \chi}[x_{1k}^{\psi \chi}, \ldots, x_{r_{k}k}^{\psi \chi}] \]

is non-decreasing in \( k \), \( k=0,1,2, \ldots, k^* \)

where

\[ h^*_{\psi \chi}[h^*_{\psi \chi}(0)] = h^*_{\psi \chi}(p) \]

\[ h^*_{\psi \chi}[h^*_{\psi \chi}(k^*)] = h^*_{\psi \chi}(p) \]

\[ h^*_{\psi \chi}[h^*_{\psi \chi}(0)] = h^*_{\psi \chi}(p) \]

\[ h^*_{\psi \chi}[h^*_{\psi \chi}(k^*)] = h^*_{\psi \chi}(p) \]

(22)

Let,

\[ h^*_{\psi \chi}[h^*_{\psi \chi}(k)] = h^*_{\psi \chi}[x_{1k}^{\psi \chi}, \ldots, x_{r_{k}k}^{\psi \chi}] \]

(23)

Then, by the Lower Bound Modular Decomposition Theorem

\[ h^*_{\psi \chi}[h^*_{\psi \chi}(k)] \leq \text{Min}\left[ h^*_{\psi \chi}(k), h^*_{\psi \chi}(k) \right], k=0,1,2, \ldots, k^* \]

(24)

These results can be qualitatively depicted as follows (Figure 5).
FIGURE 5
4.0 UPPER BOUND MODULAR DECOMPOSITION THEOREM

Let \( \eta_j(x) \), \( j=1,2,\ldots,r \), be the min path structure functions of \( (C, \phi) \) where \( \phi(x) = \bigwedge \eta_j(x) \). The Esary-Proschan upper bound to \( (C, \phi) \) is

\[
h^\ast(p) = \bigvee_{j=1}^{r} P(\eta_j(X) = 1) = \bigvee_{j=1}^{r} \eta_j(p) \tag{25}
\]

where

\[
h^\ast(p) \geq h(p) \tag{26}
\]

Results similar to those derived previously in this paper can be shown. These results are stated without proof since the proofs are analogous to those given previously.

Lemma 5:

If \( \chi_1(x), \chi_2(x), \ldots, \chi_t(x) \) are disjoint coherent structure functions and

\[ \phi(x) = \bigwedge_{i=1}^{t} \chi_i(x), \quad \text{then} \quad \bigwedge_{i=1}^{t} h^\ast(p) = h^\ast(p). \]

Theorem 6: Upper Bound Modular Decomposition Theorem

If \( \chi_1(x), \ldots, \chi_t(x) \) are disjoint coherent structure functions, then,

\[
h^\ast(p) = h_x[h^\ast] \leq \min(h^\ast[h^\ast], h_x[h^\ast])
\]

\[
\leq \max(h^\ast[h^\ast], h_x[h^\ast])
\]

\[
\leq h^\ast[h^\ast]
\]

\[
\leq h^\ast(p)
\]

where \( h_x = [h_1(p), \ldots, h_t(p)] \) and \( h^\ast = [h^\ast(p), \ldots, h^\ast(p)] \).
Theorem 7:

\[ h_{**} \left[ h_x \right] \leq h_{0**} \left[ h_{w_1}, \ldots, h_{w_c} \right] \]

\[ h_{**} \left[ h_x \right] \geq h_{0**} \left[ h_{w_1}, \ldots, h_{w_c} \right] \]

where the coherent structure functions \( w_{ij}(x) \) are defined as in Section 3.0, 

\[ h_{w_1} = \left[ h_{w_{i1}}(p), \ldots, h_{w_{is_1}}(p) \right], \quad \text{and} \quad h_{**} = \left[ h_{**}(p), \ldots, h_{**}(p) \right]. \]


APPROXIMATIONS TO SYSTEM RELIABILITY USING A MODULAR DECOMPOSITION

BODIN, Lawrence D.

July 1967

ORC 67-42

Mathematical Science Division

SEE ABSTRACT.
Coherent Systems  
Modules  
System Reliability  
Bounds

**INSTRUCTIONS**

1. **ORIGINATING ACTIVITY**: Enter the name and address of the contractor, subcontractor, grantee, Department of Defense activity or other organization (corporate author) issuing the report.

2a. **REPORT SECURITY CLASSIFICATION**: Enter the overall security classification of the report. Indicate whether "Restricted Data" is included. Marking is to be in accordance with appropriate security regulations.

2b. **GROUP**: Automatic downgrading is specified in DoD Directive 5200.10 and Armed Forces Industrial Manual. Enter the group number. Also, when applicable, show that optional markings have been used for Group 3 and Group 4 as authorized.

3. **REPORT TITLE**: Enter the complete report title in all capitals. Titles in all cases should be unclassified. If a meaningful title cannot be selected without classification, show title classification in all capitals in parenthesis immediately following the title.

4. **DESCRIPTIVE NOTES**: If appropriate, enter the type of report, e.g., interim, progress, summary, annual, or final. Give the inclusive dates when a specific reporting period is covered.

5. **AUTHOR(S)**: Enter the name(s) of author(s) as shown on or in the report. Enter last name, first name, middle initial. If military, show rank and branch of service. The name of the principal author is an absolute minimum requirement.

6. **REPORT DATE**: Enter the date of the report as day, month, year; or month, year. If more than one date appears on the report, use date of publication.

7a. **TOTAL NUMBER OF PAGES**: The total page count should follow normal pagination procedures, i.e., enter the number of pages containing information.

7b. **NUMBER OF REFERENCES**: Enter the total number of references cited in the report.

8a. **CONTRACT OR GRANT NUMBER**: If appropriate, enter the applicable number of the contract or grant under which the report was written.

8b. **& 8d. PROJECT NUMBER**: Enter the appropriate military department identification, such as project number, subproject number, system numbers, task number, etc.

9a. **ORIGINATOR'S REPORT NUMBER(S)**: Enter the official report number by which the document will be identified and controlled by the originating activity. This number must be unique to this report.

9b. **OTHER REPORT NUMBER(S)**: If the report has been assigned any other report numbers (other than the originator or by the sponsor), also enter this number(s).

10. **AVAILABILITY/LIMITATION NOTICES**: Enter any limitations on further dissemination of the report, other than those imposed by security classification, using standard statements such as (S), (TS), (U). (5), (C), or (U)

(1) "Qualified requesters may obtain copies of this report from DDC."

(2) "Foreign announcement and dissemination of this report by DDC is not authorized."

(3) "U. S. Government agencies may obtain copies of this report directly from DDC. Other qualified DDC users shall request through...

(4) "U. S. military agencies may obtain copies of this report directly from DDC. Other qualified users shall request through...

(5) "All distribution of this report is controlled. Qualified DDC users shall request through...

If the report has been furnished to the Office of Technical Services, Department of Commerce, for sale to the public, indicate this fact and enter the price, if known.

11. **SUPPLEMENTARY NOTES**: Use for additional explanatory notes.

12. **SPONSORING MILITARY ACTIVITY**: Enter the name of the departmental project office or laboratory sponsoring (paying for) the research and development. Include address.

13. **ABSTRACT**: Enter an abstract giving a brief and factual summary of the document indicative of the report, even though it may also appear elsewhere in the body of the technical report. If additional space is required, a continuation sheet shall be attached.

It is highly desirable that the abstract of classified reports be unclassified. Each paragraph of the abstract shall end with an indication of the military security classification of the information in the paragraph, represented as (TS), (S), (C), or (U). There is no limitation on the length of the abstract. However, the suggested length is from 150 to 225 words.

14. **KEY WORDS**: Key words are technically meaningful terms or short phrases that characterize a report and may be used as index entries for cataloging the report. Key words must be selected so that no security classification is required. Identifiers, such as equipment model designation, trade name, military project code name, geographic location, may be used as key words but will be followed by an indication of technical context. The assignment of links, roles, and weights is optional.