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1. INTRODUCTION

In this paper we shall be concerned with two mathematical models of infinite dams. In the first model independent random inputs occur at regular time intervals and in the second model independent random inputs occur in accordance with a Poisson process. The first model has already been studied by J. Gani [6], G. F. Yeo [16] and others, and the second model by J. Gani and N.U. Prabhu [7], J. Gani and R. Prise [8], D. G. Kendall [9], and others. For both models we shall find explicit formulas for the distribution of the content of the dam and that of the lengths of the wet periods and dry periods. The proofs are elementary and based on two generalizations of the classical ballot theorem.

2. GENERALIZATIONS OF THE CLASSICAL BALLOT THEOREM

The classical ballot theorem is as follows: Suppose that in a ballot candidate A scores a votes and candidate B scores b votes. Let \( a \geq \mu b \) where \( \mu \geq 0 \) is an integer. The probability that, throughout the counting, the number of votes for A is always greater than \( \mu \) times the number of votes registered for B is

\[
p = \frac{a-\mu b}{a+b},
\]

provided that all the voting records are equally probable.

Formula (1) for \( \mu = 1 \) was found in 1887 by J. Bertrand [4] and
for \( \mu \geq 1 \), also in 1887, by \( \text{P. D. André} \) [2] and for \( \mu = 1 \) in 1924 by \( \text{A. Aeppli} \) [1].

The classical ballot theorem can also be formulated as follows:

Let \( v_r = 0 \) if the \( r \)-th vote is cast for A and let \( v_r = (\mu+1) \) if the \( r \)-th vote is cast for B. Let \( n = a+b \) and \( k = b(\mu+1) \). Then

\[
\text{P}\left\{v_1 + \cdots + v_r < r \text{ for } r = 1, \ldots, n \mid v_1 + \cdots + v_n = k\right\} = 1 - \frac{k}{n}
\]

if \( 0 \leq k \leq n \).

The author proved by mathematical induction that (2) also holds if, more generally, \( v_1, \ldots, v_n \) are interchangeable random variables assuming nonnegative integer values. (Cf. [10] and [11].)

Moreover (2) also holds if \( v_1, \ldots, v_n \) are cyclically interchangeable random variables assuming nonnegative integer values. For this latter case a simple geometric proof was given by C. L. Mallows (oral communication). Cf. also J. C. Tener [15] and M. Desso [5]. In what follows we shall prove (2) for cyclically interchangeable random variables.

**Theorem 1.** Let us suppose that \( v_1, v_2, \ldots, v_n \) are nonnegative, integer-valued random variables and that all the \( n \) cyclic permutations of \( (v_1, v_2, \ldots, v_n) \) have a common joint distribution. Then
(3) \[ P\{\gamma_1 + \ldots + \gamma_r < r \text{ for } r = 1, \ldots, n \mid \gamma_1 + \ldots + \gamma_n = k\} = \begin{cases} \frac{1 - k}{n} & \text{if } 0 \leq k \leq n, \\ 0 & \text{otherwise}. \end{cases} \]

provided that the left hand side is defined.

PROOF. Let \( k_1, k_2, \ldots, k_n \) be fixed nonnegative integers with sum \( k_1 + k_2 + \ldots + k_n = k \) where \( 0 < k < n \). Define \( k_{j+n} = k_j \) for \( j = 1, 2, \ldots \).

We shall prove that among the \( n \) cyclic permutations of \((k_1, k_2, \ldots, k_n)\) there are exactly \( n-k \) for which the sum of the first \( r \) members is less than \( r \) for all \( r = 1, 2, \ldots, n \). Hence the theorem immediately follows for \( 0 < k < n \). If \( k = 0 \) or \( k = n \), then (3) is trivially true.

Define \( \triangle_j = j(k_1 + \ldots + k_j) \) for \( j = 1, 2, \ldots \). Then \( \triangle_{j+n} = \triangle_j + \triangle_n = \triangle_j + (n-k) \) for \( j = 1, 2, \ldots \). Let \( \alpha \) be the greatest positive integer for which \( \triangle_\alpha = \min(\triangle_1, \triangle_2, \ldots, \triangle_n) \). Now we shall prove that there are exactly \( n-k \) values among \( i = \alpha+1, \ldots, \alpha+n \) such that

\[ \triangle_i < \triangle_j \text{ for all } j = i+1, \ldots, i+n, \]

that is, there are exactly \( n-k \) permutations among \((k_{i+1}, \ldots, k_{i+n})\), \( i = \alpha+1, \ldots, \alpha+n \), for which the sum of the first \( r \) members is less than \( r \) for all \( r = 1, 2, \ldots, n \).

Denote by \( i_1, i_2, \ldots, i_{n-k} \) the greatest indices such that \( \triangle_{i_1} = \triangle_{\alpha+1}, \triangle_{i_2} = \triangle_{\alpha+2}, \ldots, \triangle_{i_{n-k}} = \triangle_{\alpha+(n-k)} = \triangle_{\alpha+n} \) respectively. They exist because \( \triangle_{j+1} - \triangle_j \leq 1 \) for every \( j \). By the definition of \( \alpha \) we have \( i_{n-k} = \alpha+n \) and therefore \( \alpha < i_1 < i_2 < \ldots < i_{n-k} = \alpha+n \). Clearly (4) holds if and only if \( i = i_1, i_2, \ldots, i_{n-k} \). This proves the assertion.

Now we shall also prove a further generalization of the classical
The following theorem was found by the author [12] for interchangeable random variables, however, we shall prove it here, slightly more generally, for cyclically interchangeable random variables.

**THEOREM 2.** Let us suppose that \( X_1, X_2, \ldots, X_n \) are nonnegative random variables and that all the \( n \) cyclic permutations of \( (X_1, X_2, \ldots, X_n) \) have a common joint distribution. Let \( \tau_1, \tau_2, \ldots, \tau_n \) be the coordinates arranged in increasing order of \( n \) points distributed uniformly and independently of each other in the interval \((0, t)\). If \( \{\tau_r\} \) and \( \{\tau_r\} \) are independent sequences, then

\[
(5) \quad P\{X_1 + \ldots + X_r \leq \tau_r \text{ for } r = 1, \ldots, n | X_1 + \ldots + X_n = y\} = \begin{cases} (1 - \frac{y}{t}) & \text{if } 0 \leq y \leq t, \\ 0 & \text{otherwise} \end{cases}
\]

provided that the left hand side is defined.

**PROOF.** Let

\[
(6) \quad X(u) = \sum_{\tau_1 \leq u} X_r
\]

for \( 0 \leq u \leq t \). Then the left hand side of (5) can also be written as follows: \( P\{X(u) \leq u \text{ for } 0 \leq u \leq t | X(t) = y\} \). Now define

\[
(7) \quad \nu_r^{(m)} = \left[ \frac{2^m}{t} \left( X\left( \frac{rt}{2^m} \right) - X\left( \frac{r(t-t)}{2^m} \right) \right) \right], \quad r = 1, 2, \ldots, 2^m.
\]
where the symbol $[a]$ denotes the greatest integer $\leq a$. By Theorem 1 we have for $0 \leq y \leq t$ that

$$1 - \frac{y}{t} \leq P \{ v_i^{(m)} + \ldots + v_r^{(m)} < r \text{ for } r = 1, \ldots, 2^m \mid \chi(t) = y \} \leq 1 - \frac{y}{t} + \frac{A}{2^m}$$

because $v_i^{(m)}$, $i = 1, 2, \ldots, 2^m$, are cyclically interchangeable random variables that assume nonnegative integer values and

$$\frac{2^m}{t} \leq v_i^{(m)} + \ldots + v_r^{(m)} \leq \frac{2^m}{t}$$

if $\chi(t) = y$. If $m \to \infty$ in (8), then by the continuity theorem of probability we get that

$$P \{ \chi(u) \leq u \text{ for } 0 \leq u \leq t \mid \chi(t) = y \} = 1 - \frac{y}{t}$$

for $0 \leq y \leq t$. This proves (5).

**Remark.** In [13] we proved that if $v_1, v_2, \ldots, v_n$ are interchangeable random variables that assume nonnegative integer values, then the probability that $v_1 + \ldots + v_r < r$ holds for exactly $j$ values among $r = 1, \ldots, n$ given that $v_1 + \ldots + v_n = k$ is

$$P_j = \sum_{i=0}^{k} \frac{\binom{n-k-1}{r-1}}{(r+1)(n-1)} P \{ v_1 + \ldots + v_i + 1 = 1 \mid v_1 + \ldots + v_n = k \}$$

if $0 < k < n-1$ and $j = n-k, \ldots, n-1$, and

$$P_j = \frac{1}{n}$$

if $k = n-1$ and $j = 1, 2, \ldots, n$.

By using the same procedure as we used in proving Theorem 2 we can obtain from (10) and (11) the following result: If $\chi_1, \chi_2, \ldots, \chi_n$
are nonnegative, interchangeable random variables, if $X(u)$ is defined by (6), and if $g(t)$ denotes the measure of the set $\{u: X(u) \leq u$ and $0 \leq u \leq t\}$, then

$$P\{g(t) \leq x | X(t) = y\} = \int_{0}^{\min\{u + v, t\}} \left(\frac{X(u)}{u} \right) dF(t)$$

if $y < t$ and $t - y \leq x \leq t$, and

$$P\{g(t) \leq x | X(t) = t\} = \frac{x}{t}$$

if $0 \leq x \leq t$.

3. REGULAR INPUT

Suppose that at times $n = 1, 2, \ldots$ water of quantities $v_1, v_2, \ldots$ is flowing into a dam (reservoir) and the release is continuous at constant unit rate when the dam is not empty. Suppose that $v_1, v_2, \ldots, v_n, \ldots$ are identically distributed, mutually independent random variables that assume nonnegative integer values. Denote by $\eta_n$ the content of the dam immediately after time $n$. Then we have

$$\eta_n = [\eta_{n-1} - 1]^+ + v_n, \quad n = 1, 2, \ldots$$

The initial content $\eta_0$ is a nonnegative integer. Denote by $\eta_0$ the
time of the first emptiness, i.e., the smallest value of \( n \) such that 
\( \eta_n = 0 \). Following the initial wet period (if any) dry periods and
wet periods alternate. Denote by \( \theta_1, \theta_2, \ldots, \theta_n, \ldots \) the lengths
of the successive wet periods other than the initial one. They are
identically distributed, mutually independent random variables. The
dry periods are also identically distributed, mutually independent random
variables and independent of the wet periods. The probability that a
dry period has length \( k \) is 
\[ [1 - P\{ \eta = 0 \}] [P\{ \eta = 0 \}]^{k-1} \] for
\( k = 1, 2, \ldots \).

By (14) we have

\[ \eta_n = \max \{ \eta_1 + \cdots + \eta_n - (n-r) \} \text{ for } r = 1, \ldots, n \text{ and} \]
\[ \eta_0 + \eta_1 + \cdots + \eta_n - n \} . \]

In what follows we shall use the notation \( N_0 = 0 \) and \( N_n = \eta_1 + \cdots + \eta_n \)
for \( n = 1, 2, \ldots \).

**THEOREM 3.** We have

\[ P\{ \eta_n \leq k \mid \eta_0 = 1 \} = P\{ N_n \leq n+k-1 \} = \sum_{j=0}^{n+k-1} \frac{B_{n+k-1}}{B_{n-j}} \left( 1 - \frac{j}{n} \right) P\{ N_j = j+k \} P\{ N_{n-j} = 0 \} . \]

and, in particular,

\[ P\{ \eta_n = 0 \mid \eta_0 = 1 \} = \sum_{j=0}^{n} \left( 1 - \frac{j}{n} \right) P\{ N_n = j \} . \]
PROOF. If we replace \( \gamma_1, \gamma_2, \ldots, \gamma_n \) by \( \gamma_n', \gamma_{n-1}', \ldots, \gamma_1' \) respectively in (15), then we obtain a new random variable

\[
\tilde{\gamma}_n = \max \left\{ N_r - r + 1 \text{ for } r = 1, \ldots, n \text{ and } N_n = n + \gamma_0 \right\},
\]

which has the same distribution as \( \gamma_r \). Thus

\[
P\{\tilde{\gamma}_n \leq k \mid \gamma_0 = i\} = P\{N_n \leq n + k - i\} - P\{N_n \leq n + k - i+1\}
\]

(19)

\[
P\{\tilde{\gamma}_n \leq n + k - i \text{ and } N_r \geq r + k \text{ for some } r = 1, \ldots, n\}
\]

Let \( r = j \) (\( j = 1, \ldots, n-1 \)) be the greatest \( r \) for which \( N_r \geq r + k \).

Then \( N_j = j + k \) and

\[
P\{\tilde{\gamma}_n \leq k \mid \gamma_0 = i\} = P\{N_n \leq n + k - i\} - \sum_{j=1}^{m-1} P\{N_j = j + k\}
\]

(20)

\[
P\{N_n - N_j \leq n - j - i \text{ and } N_r - N_j < r - j \text{ for } r = j+1, \ldots, n\}
\]

By Theorem 1

\[
P\{N_r - N_j < r - j \text{ for } r = j+1, \ldots, n \text{ and }
\]

\[
N_n - N_j \leq n + j - 1\}
\]

Putting (21) into (20) we get (16). If, in particular, \( k = 0 \),
then by Theorem 1

\begin{equation}
\Pr \{ \eta_n = 0 \mid \eta_0 = 1 \} = \Pr \{ N_n \leq n-1 \ \text{and} \ \eta_r < r \ \text{for} \ r = 1, \ldots, n \} = \\
\sum_{j=0}^{n-1} \Pr \{ \eta_n = j \} \left(1 - \frac{j}{n}\right).
\end{equation}

**THEOREM 5.** We have for \( n > 1 \) that

\begin{equation}
\Pr \{ \eta_0 \leq n \mid \eta_0 = 1 \} = \Pr \{ N_r = r-1 \ \text{for some} \ r = 1, \ldots, n \} = \\
\sum_{j=1}^{n-1} \Pr \{ \eta_j = j-1 \} \Pr \{ \eta_j < j-r \ \text{for} \ r = 1, \ldots, j-1 \mid \eta_j = j \}.
\end{equation}

and by Theorem 1, the second factor in the sum is equal to \( 1/j \).

**THEOREM 6.** We have for \( n > 1 \) that

\begin{equation}
\Pr \{ \eta_1 \leq n \} = \sum_{j=1}^{n-1} \frac{1}{j} \Pr \{ \eta_{j+1} = j \mid \eta_j > 0 \}.
\end{equation}

**PROOF.** It can easily be seen that

\begin{equation}
\Pr \{ \eta_1 \leq n \} = \Pr \{ \eta_{j+1} < j+2 \ \text{for some} \ j = 1, \ldots, n \mid \eta_1 > 0 \} = \\
\sum_{j=1}^{n-1} \Pr \{ \eta_{j+1} = j \mid \eta_1 > 0 \} \Pr \{ \eta_{j+1} < j+2 \ \text{for} \ r = 1, \ldots, j-1 \mid \eta_{j+1} = j \}.
\end{equation}
and (25) follows from Theorem 1.

REMARK. If we suppose that the level of the dam may vary in the interval \((-\infty, \infty)\), that is, the dam never becomes empty, then the probability that in the time interval \((0, n)\) the total time during which the level is below the initial level given that \(N_n = k\) is

\[
P \{ N_x < r \text{ for } j \text{ indices } r = 1, \ldots, n \mid N_n = k \} =
\]

\[
\sum_{i=n-j}^{k} \frac{(n-k-i)}{(i-1)(n-i-1)} P \{ N_{i+1} = 1 \mid N_n = k \}
\]

if \(0 < k < n-1\) and \(j = n-k, \ldots, n-1\), and

\[
P \{ N_x < r \text{ for } j \text{ indices } r = 1, \ldots, n \mid N_n = n-1 \} = \frac{1}{n}
\]

if \(k = n-1\) and \(j = 1, \ldots, n\). These follow from (10) and (11) respectively.

4. POISSON INPUT

Suppose that in the time interval \((0, \infty)\) water is flowing into a dam (reservoir) according to a random process and the release is continuous at constant unit rate when the dam is not empty. Denote by \(X(t)\) the total quantity of water flowing into the dam during the time interval \((0, t)\). It is supposed that
where \( \{v(t), 0 \leq t < \infty \} \) is a Poisson process of density \( \lambda \) and \( X_1, X_2, \ldots, X_n, \ldots \) are identically distributed, mutually independent, positive random variables and independent of \( \{v(t)\} \).

Denote by \( \eta(t) \) the content of the dam at time \( t \). The initial content \( \eta(0) \geq 0 \). Denote by \( \theta_0 \) the time of the first emptiness; \( \theta_0 = 0 \) if \( \eta(0) = 0 \). Following the initial wet period (i.e., any) dry periods and wet periods alternate. Denote by \( \theta_1, \theta_2, \ldots, \theta_n, \ldots \) the lengths of the successive wet periods other than the initial one. They are identically distributed, mutually independent random variables. The dry periods are also identically distributed, mutually independent random variables and independent of the wet periods. The probability that a dry period has length \( \leq x \) is \( 1 - e^{-\lambda x} \) for \( x \geq 0 \).

First we mention that by Theorem 2 we have

\[
(30) \quad P \{X(u) \leq u \text{ for } 0 \leq u \leq t \mid X(t) = y\} = (1 - \frac{y}{t})
\]

if \( 0 \leq y \leq t \). For if we know that in the time interval \((0, t)\) there are \( n > 0 \) events in the Poisson process, then the occurrence times \( \tau_1, \tau_2, \ldots, \tau_n \) have the same joint distribution as the coordinates arranged in increasing order of \( n \) points distributed uniformly and independently of each other in the interval \((0, t)\). Thus by (5) the probability that \( X(u) \leq u \) for \( 0 \leq u \leq t \) given that \( X(t) = y \) and \( v(t) = n \) is \( (1 - \frac{y}{t}) \) if \( 0 \leq y \leq t \). Since this probability is independent
of the condition \( v(t) = n \), (30) follows immediately.

By using (30) or the procedure which we used in proving Theorem 2 we obtain the following theorems corresponding to Theorems 3, 4, and 5. In what follows we shall use the notation \( \Phi_x P \{ \chi(u) \leq x \} = P \{ x < \chi(u) \leq x + dx \} \) regardless of whether \( u \) depends on \( x \) or not.

**THEOREM 6.** If \( c \geq 0 \) and \( x \geq 0 \), then

\[
\begin{align*}
(31) \quad & P \{ \eta(t) \leq x \mid \eta(0) = c \} = P \{ \chi(t) \leq t + x - c \} = \\
& \quad \int_{t\geq t - c}^{t \geq t - (x - c)} \int_{u \geq 0}^{u \geq 0} (1 - \frac{v}{t-u}) \, du \, P \{ \chi(u) \leq u + x \} \, dv \, P \{ \chi(t-u) \leq v \} .
\end{align*}
\]

In particular,

\[
(32) \quad P \{ \eta(t) = 0 \mid \eta(0) = c \} = \int_{0}^{t-c} (1 - \frac{v}{t-u}) \, dv \, P \{ \chi(t) \leq v \}
\]

if \( t \geq c \) and \( 0 \) otherwise.

**THEOREM 7.** If \( c > 0 \), then

\[
(33) \quad P \{ a_0 \leq t \mid \eta(0) = c \} = \int_{0}^{t} a_0 \, du \, P \{ \chi(u) \leq u - a \}
\]

if \( t \geq c \), and \( 0 \) if \( t < c \).
THEOREM 8. If \( t \geq 0 \), then

\[
P\left\{ \Theta_1 \leq t \right\} = \frac{1}{\lambda} \int_0^t \frac{1}{u} \, du \, P\left\{ 0 < \mathcal{X}(u) \leq u \right\}
\]

for \( i = 1, 2, \ldots \), and \( \lambda = \lim_{t \to 0} P\left\{ \mathcal{X}(t) > 0 \right\} / t \).

The above three theorems have been proved in [43] under the more general assumption that \( \{\mathcal{X}(t), \; 0 \leq t < \infty\} \) is a stochastic process with nonnegative, stationary, independent increments.

REMARK. If we suppose that the level of the dam may vary in the interval \( (-\infty, \infty) \), that is, the dam never becomes empty, then the probability that in the time interval \( (0, t) \) the total time during which the level is below the initial level given that \( \mathcal{X}(t) = y \) is equal to (12) or (13) where now \( \{\mathcal{X}(t), \; 0 \leq t < \infty\} \) is defined by (29).
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