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FOREWORD

This Geophysics Research Paper is published in three separate volumes.

In Volume I, the theory of large-scale atmospheric diffusion is developed. The application of this theory to air trajectories is presented in Volumes II and III.

Volume II contains probability tables for various constant values of mean zonal wind.

Volume III consists of probability tables for North America and Eurasia.
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G. I. Taylor's theory of diffusion by continuous movement is adapted to motions on the scale of the general circulation. The resultant theory pertains to diffusion, by large-scale eddies, of air particles constrained to move on a constant-level surface. This theory provides a means for determining the probability field as a function of time for a particle originating from a given point on the surface of a sphere.

The bivariate normal density function describes the probability of a displacement with components \( x \) (West - East) and \( y \) (North - South). This function reduces to the circular normal form when suitable empirical and theoretical simplifications are introduced, concerning the mean zonal wind, the standard deviation of displacement components, and the correlation between displacement component deviations.

This density function is integrated in polar form and mapped on a projection of the earth's surface by means of a suitable spherical transformation. The resulting form of the distribution function is applicable to problems of atomic fallout.

In applying diffusion theory to balloon operations, the concept of downstream probability density function is introduced. This function defines the probability density with respect to latitude of an East-West displacement at least as large as a specified value, occurring within \( T \) days. Tables of the downstream probability function are presented in Volumes II and III for (a) various constant values of mean wind and (b) North America and Eurasia for January, April, July, and October at 40,000 to 80,000 feet.
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<table>
<thead>
<tr>
<th>SYMBOLS</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>x, y</td>
<td>displacement components in the West-East and North-South directions, respectively (Note: eastward and northward displacements are taken as positive)</td>
</tr>
<tr>
<td>X, Y</td>
<td>climatological mean displacements in the x and y directions, respectively</td>
</tr>
<tr>
<td>x' = x-X</td>
<td>displacement component deviation in the West-East direction</td>
</tr>
<tr>
<td>y' = y-Y</td>
<td>displacement component deviation in the North-South direction</td>
</tr>
<tr>
<td>δ_x, δ_y</td>
<td>standard deviation of x and y, respectively</td>
</tr>
<tr>
<td>δ</td>
<td>standard deviation of displacements</td>
</tr>
<tr>
<td>u, v</td>
<td>wind components in the x and y directions, respectively</td>
</tr>
<tr>
<td>U, V</td>
<td>climatological mean winds in the u and v directions, respectively</td>
</tr>
<tr>
<td>u' = u-U</td>
<td>wind component deviation in the West-East direction</td>
</tr>
<tr>
<td>v' = v-V</td>
<td>wind component deviation in the North-South direction</td>
</tr>
<tr>
<td>p(m, n)</td>
<td>bivariate normal probability density function for variables m, n</td>
</tr>
<tr>
<td>p(m, n)</td>
<td>linear correlation coefficient between the variables m and n</td>
</tr>
<tr>
<td>δ_u, δ_v</td>
<td>standard deviation of u and v, respectively</td>
</tr>
<tr>
<td>δ_u</td>
<td>standard deviation of the wind</td>
</tr>
<tr>
<td>G_x(T), G_y(T)</td>
<td>functions which determine the time dependence of δ_x and δ_y, respectively</td>
</tr>
<tr>
<td>s = (x')^2 + (y')^2</td>
<td>magnitude of the deviation displacement, also co-latitude in a rotated system of spherical coordinates</td>
</tr>
<tr>
<td>s = (u')^2 + (v')^2</td>
<td>magnitude of the deviation wind vector</td>
</tr>
<tr>
<td>θ</td>
<td>particular values of θ and s, respectively</td>
</tr>
<tr>
<td>θ = δ_v, δ_u</td>
<td></td>
</tr>
</tbody>
</table>
SYMBOLS (CONT.)

\[ P(m, n) \] - bivariate normal distribution function for the variables \( m, n \)

\( \lambda \) - mean longitude displacement

\( \lambda' = \lambda - \lambda \) - deviation longitude

\( \phi \) - latitude

\( a \) - longitude in a rotated system of spherical coordinates

\( \hat{U} = \frac{\int_0^{\phi_0} U \, d\phi}{\phi - \phi_0} \) - a value of \( U \) averaged over latitude between \( \phi_0 \), the initial latitude, and \( \phi \), an arbitrary latitude

\( \hat{\delta}_1 = \frac{\int_0^S \delta_1 \, ds}{S} \) - a value of \( \delta_1 \) appropriate for the population of deviation displacements from 0 to S

DPDF - downstream probability density function

\( R_\xi \) - auto-correlation function

\( \xi \) - a small time increment

\( t \) - time

\( T \) - time in days

\( a \) - a constant, depending on the size of an eddy
1. INTRODUCTION

In recent years the constant-level balloon has developed into a vehicle of major scientific importance. Its payload may consist of a variety of measuring devices which utilize appropriate communications systems to telemeter information back to earth. In many cases this kind of data can be obtained in no other way. Indeed, even the paths of these balloons are of great scientific interest, since they represent solutions to the equations of large-scale atmospheric motions in a Lagrangean system of coordinates.

One of the most attractive features of the constant-level balloon is a direct consequence of its size. It is large enough to be insensitive to small-scale eddies, while responding freely to the large-scale motions of the atmosphere. Paradoxically, it is this very freedom of movement which imposes the most severe operational limitation on the balloon system, namely uncontrollability. The horizontal path can be controlled to a small extent in two ways: (a) by varying the time of launching, and thus predetermining the initial horizontal velocity at altitude; and (b) by varying the altitude during flight. Except for these measures, knowledge of the future positions of balloons must largely depend upon meteorological prediction.

Experience has shown that for time periods greater than a few days conventional prediction methods are unreliable. For these longer time intervals, statistical methods must be used. To be valid, such methods must be based on a set of fundamental statistics of large-scale atmospheric motions. This is but one example of the need for such statistics.

NOTE: Author's manuscript approved 19 March 1958.
Many schemes have been proposed for combined networks of balloons, launched from several sites at predetermined time intervals. Such experiments are necessarily costly and must be thoroughly evaluated. To perform an intelligent job of evaluation, one must again have access to a reliable set of statistics on atmospheric motions. In fact, the lack of such information has seriously deterred realization of the full potential value of balloon systems.

This paper presents a set of statistics on atmospheric trajectories in a form which has been found most useful for solving the problems discussed above and other related problems.

The most straightforward approach to the problem of distribution of trajectory end-points is to compute a large number of trajectories, having a common origin, from a series of upper-level charts. Here, either the observed winds or the computed geostrophic winds, or both, are used as basic data. The accuracy of such computations will depend to some extent on the time interval between successive maps. A number of such studies have been made, and these are useful in giving at least a gross estimate of the distribution functions. However, in addition to the magnitude of this task, there are three serious limitations to this approach:

a. It is extremely difficult to compute accurate trajectories.

b. With the type of data at our disposal, it is almost impossible to achieve a sample sufficiently large to be considered representative.

c. Even in those few cases where the first two limitations can be overcome, the applicability of the results is restricted to a particular region in space, a particular height, and a particular season.

With regard to the first limitation, it is only fair to state that a sufficiently large sample would overcome this restriction if there were no systematic computational errors.

The Moby Dick flights are an important source of data. Although many hundreds of balloons have been flown, only a small percentage of these flights are of sufficiently long duration to be useful. Thus the last two limitations still remain in force. Furthermore, there is a definite bias in these data because the launchings were mainly confined to selected situations when the westerlies were strongest.
From the foregoing discussion it is evident that an adequate theory of diffusion on the scale of the general circulation is needed. This paper attempts to derive such a theory. This is by no means a complete theory, since certain simplifying assumptions and approximations have been introduced. The criterion adopted in introducing these approximations was to maintain compatibility between the degree of refinement of the theory and the quality of the input data.

Any theory of diffusion of air particles by the general circulation eddies must provide a means for determining the probability field as a function of time for a particle released from a given point on a sphere's surface. Initially, the probability of the particle's location is 100 percent at the origin and 0 elsewhere. As time passes, the particle's location is specified by a probability field. After a very long period of time, the probability field tends toward uniformity over the sphere's entire surface and the particle's origin ceases to be important.

G. I. Taylor's theory of diffusion by continuous movement is a solution of this problem for small-scale eddies. The theory presented here is an adaptation of Taylor's theory for motions on the scale of the general circulation. In developing our theory, we incorporated results obtained from empirical studies of the trajectory distribution function.

The probability density function can, of course, be integrated with respect to space and time in a number of ways to obtain the desired distribution function. In planning the presentation of theoretical calculations, we found that each specific class of application required a particular method of integration to obtain the most useful form of the distribution function. One presentation is included which, while not very useful for constant-level balloon operations, may have important applications to the problem of diffusion of particulate matter, such as fallout from atomic weapons.

2. PROBABILITY THEORY OF DISPLACEMENTS

Consider an air particle constrained to move on a constant-level surface.
This particle is located at 0 at time \( t = 0 \) (Figure 1). What is the probability of the particle being located at point \( P \), at \( t = T \)? (Note that in this statement of the problem we prescribe only the end-point of a displacement, not the path.) Making the usual assumption that the two displacement components, \( x \) and \( y \), are normally distributed about their respective means, \( X \) and \( Y \), the probability of displacement, \( OP \), may be expressed by the equation for the bivariate normal density function:

\[
p(x, y) = \frac{1}{2\pi \sigma_x \sigma_y \sqrt{1-\rho^2}} \exp \left[ -\frac{1}{2(1-\rho^2)} \begin{bmatrix} x-X \quad (x-X)(y-Y) \quad (y-Y)^2 \end{bmatrix} \begin{bmatrix} \sigma_x & -\rho \sigma_x \sigma_y \\ -\rho \sigma_x \sigma_y & \sigma_y & \\ \frac{1}{\rho} & -1 & 0 \end{bmatrix} \begin{bmatrix} x-X \quad (x-X)(y-Y) \quad (y-Y)^2 \end{bmatrix} \right] \tag{1}
\]

where \( \sigma_x \) and \( \sigma_y \) are the standard deviation of \( x \) and \( y \), respectively, and \( \rho \) is the coefficient of correlation between the quantities \( x' = (x-X) \) and \( y' = (y-Y) \).

By definition

\[
X = \int_0^T U \, dt \tag{2} \quad \text{and} \quad Y = \int_0^T V \, dt \tag{3}
\]

where \( U \) and \( V \) are components of the climatological mean wind encountered by the particle in its path.

In the stratosphere and upper troposphere, \( V \) is small and difficult to determine. This is especially true in middle latitudes. In fact it may be assumed, with little loss of generality, that the mean wind in these regions is zonal. Let us now more closely examine the mean wind variation.

Table 1 is a typical sample of mean upper-level winds, taken from the Handbook of Geophysics.\(^2\) Note that the variation is considerably greater with respect to latitude than with respect to longitude.
Table 1: Mean wind speed (knots), 50,000 ft., January

<table>
<thead>
<tr>
<th>LATITUDE</th>
<th>WEST LONGITUDE</th>
<th>LONGITUDE RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>34</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>36</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>38</td>
<td>41</td>
<td>44</td>
</tr>
<tr>
<td>71</td>
<td>84</td>
<td>83</td>
</tr>
<tr>
<td>61</td>
<td>58</td>
<td>48</td>
</tr>
</tbody>
</table>

LAT. RANGE 37 55 57 38

It is evident that if we confine our discussion to specific geographical regions, to a reasonable approximation, we need only consider the latitudinal variation of the mean wind. Therefore, we introduce the following modeling approximations:

\[ Y = V = 0 \quad (4) \quad \text{and} \quad U = U_i, j, k (\phi) \quad (5) \]

where \( i, j, \) and \( k \) are height, season, and geographical region (such as North America, Eurasia, etc.), respectively, and \( \phi \) is latitude.

It can be shown theoretically that \( \rho(x', y') \), the coefficient of correlation between the displacement components, is proportional to \( \rho(u', v') \), the correlation coefficient between the wind components, where \( u' = (u - U) \), and \( v' = v \).

Brooks, et al, \(^5\) Buch, \(^5\) and Court \(^6\) conducted independent studies of statistical properties of the winds in the free atmosphere over broad regions. All three authorities agree that \( \rho(u', v') \) is small. Table 2 is a typical example extracted from Court's paper.

Table 2: Coefficient of correlation between \( u \) and \( v \)

<table>
<thead>
<tr>
<th>HT. (km)</th>
<th>PANAMA CANAL ZONE</th>
<th>MT. CLEMENS, MICH.</th>
<th>GOOSE BAY, LAB.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>Summer</td>
<td>Winter</td>
<td>Summer</td>
</tr>
<tr>
<td>0</td>
<td>.006</td>
<td>.124</td>
<td>.054</td>
</tr>
<tr>
<td>10</td>
<td>.075</td>
<td>.041</td>
<td>.091</td>
</tr>
<tr>
<td>20</td>
<td>.059</td>
<td>-.174</td>
<td>.129</td>
</tr>
</tbody>
</table>

It can be shown theoretically that \( \rho(x', y') \), the coefficient of correlation between the displacement components, is proportional to \( \rho(u', v') \), the correlation coefficient between the wind components, where \( u' = (u - U) \), and \( v' = v \).
In Eq. (1), \( p^2 \), which appears in both denominator and exponent, must be compared to unity. Since the first and last terms in the exponent within the brackets are of the same order, the value of \( p \) within the bracket must be compared to unity. From a complete study of the evidence it becomes apparent that, compared to 1, \( p \) is small and \( p^2 \) is very small. Thus we introduce the assumption that

\[
\rho = 0 \tag{6}
\]

The time dependence of \( \delta_x \) and \( \delta_y \) is fully discussed in Appendix III where the equations \( \delta_x = G_x(t)\delta_u \) and \( \delta_y = G_y(t)\delta_v \) are developed. It is also shown in Appendix III that empirical evidence warrants the assumption that \( G_x(t) = G_y(t) \). Therefore, it is evident that \( \delta_y = q\delta_x \) where \( q \) is the ratio \( \frac{\delta_y}{\delta_u} \).

Consider now the quantities \( \delta_u \) and \( \delta_v \). With the sample sizes generally available, \( \delta_u \) can be determined with much greater precision than \( \delta_v \). Therefore, it is reasonable to assume that any error in the estimated value of \( q \) will be reflected in \( \delta_y \) rather than in \( \delta_x \). Let us then investigate the consequences of assuming that \( q = 1 \). If \( q \) is actually greater than 1, then the dispersion in the \( y \)-direction is greater than we have assumed. On the other hand, if \( q \) is actually smaller than 1, then we have overestimated the dispersion in the \( y \)-direction.

In applying the theory to balloon systems, we are usually interested in obtaining the greatest possible concentration (that is, least dispersion) of displacements. As will be shown later, the results of several studies indicate that, in general, \( q < 1 \). Thus it may be seen that any errors resulting from the \( q = 1 \) assumption will be in the conservative direction when the theory is applied to balloon systems. We will now discuss the magnitude of these errors.

Brooks, et al. 3, 4 extensively investigated \( \delta_u \) and \( \delta_v \), and concluded that there was no significant difference between these quantities in the free atmosphere. Buch 5 conducted a detailed investigation, on a hemispheric basis, of the wind statistics for a single year. His findings agree with those
of Brooks' in middle and high latitudes. However, he found that in low latitudes $q$ is significantly less than 1. Court's more recent studies show that there is a consistent variation of $q$ with elevation at widely separated stations. The ratio, $q$, is 1 at the Jet Stream level (about 40,000 ft) and decreases gradually with increasing elevation. Court also found that this effect is very pronounced at low latitudes, but it is much smaller at middle and high latitudes. Let us confine our attention to middle and high latitudes and to elevations between 40,000 and 80,000 feet. All authorities mentioned above agreed that the error in assuming $\delta_v = \delta_u$ is negligible at 40,000 feet. Our own studies show no significant difference between $\delta_v$ and $\delta_u$, even at 80,000 feet. These results are not necessarily in conflict with Court's data. He used data from single stations, whereas our estimates were based on populations of winds taken along single latitudes but from a number of adjacent longitudes. By definition, $\delta_v^2 = \nu^2 - (\bar{\nu})^2$. It has already been shown that the regional value of $(\bar{\nu})^2$ is 0 (Eq. 4). For a single point, however, $(\bar{\nu})^2$ is not negligible. Therefore, other things being equal, the value of $\delta_v$ will always be larger for a region than for a single point within the region.

The foregoing discussion leads to the assumption that

$$\delta_y = \delta_x = \sigma_v.$$  

We may now rewrite Eq. (1) in various alternate forms:

$$p(x, y, t) = p(x, t) \cdot p(y, t) = \frac{1}{2\pi \sigma^2} \exp \left\{ -\frac{(x - \bar{x})^2 + (y - \bar{y})^2}{2\sigma^2} \right\},$$  

$$p(x, t) = \frac{1}{\sqrt{2\pi \sigma}} \exp \left\{ -\frac{(x - \bar{x})^2}{2\sigma^2} \right\},$$  

$$p(y, t) = \frac{1}{\sqrt{2\pi \sigma}} \exp \left\{ -\frac{(y - \bar{y})^2}{2\sigma^2} \right\}.$$  

We may write Eq. (8) in polar form by introducing $s^2 = (x')^2 + y^2$ and integrating from 0 to $2\pi$:

$$p(s, t) = \frac{s}{\sigma^2} \exp \left\{ -\frac{s^2}{2\sigma^2} \right\}.$$
The preceding equations are familiar forms of the circular normal density function. Brooks, et al, \textsuperscript{3, 4} used these equations to compute the probability of winds.

3. ANALOGY BETWEEN THE WIND PROBLEM AND THE DISPLACEMENT PROBLEM

The displacement problem can be viewed as a logical extension of the wind problem. We will compare the solutions to these two problems at every step to illustrate their relationship. In this analogy we will retain the simplifying assumptions and approximations which have already been established.

The appropriate wind equations which correspond to Eqs. (8), (9), (10), and (11) are:

\begin{align*}
p(u, v) &= p(u) p(v) = \frac{1}{2\pi \sigma_i^2} \exp \left\{ - \left[ \frac{(u')^2 + v^2}{2\sigma_i^2} \right] \right\}, \quad (8a) \\
p(u) &= \frac{1}{\sqrt{2\pi} \sigma_i} \exp \left[ - \frac{(u')^2}{2\sigma_i^2} \right], \quad (9a) \\
p(v) &= \frac{1}{\sqrt{2\pi} \sigma_i} \exp \left[ - \frac{v^2}{2\sigma_i^2} \right], \quad (10a) \\
\text{and} \\
p(c) &= \frac{c}{\sigma_i^2} \exp \left[ - \frac{c^2}{2\sigma_i^2} \right], \quad (11a)
\end{align*}

where \( \sigma_i \) is the standard wind deviation and \( c^2 = (u')^2 + v^2 \).

We note that the independent variables for the wind equations are \( u \) and \( v \); but for the displacement equations, in addition to \( x \) and \( y \), the variable \( t \) also appears. In general both the wind and displacement probability density functions are completely specified when two primary parameters, \( U \) and \( \sigma_i \), are given. However, the empirically determined relationship between \( U \) and \( \sigma_i \) developed in Appendix II, reduces the required number of primary parameters to a single one, namely, \( U \). We define secondary parameters as those
variables which represent the time and space dependence of the mean wind itself. In this paper the secondary parameters are height, season, region (in the sense defined previously), and latitude for the wind statistic and similarly, height, season, region, and initial latitude for the displacement statistic.

In the wind problem the specified wind \((u, v)\) can be represented as a two-dimensional vector in plane surface. However, the vector \(x, y\) must be mapped on the earth's surface which is spherical. Therefore, at some point in the solution of the displacement problem we must introduce a transformation to spherical coordinates. One additional complication arises which is confined exclusively to the displacement problem. Since the component \(y\) represents a change in latitude, and since both \(U\) and \(\delta_i\) are functions of latitude, we must somehow incorporate in the probability function a continuously varying population of winds. Just how we overcome these difficulties will be discussed in the next section.

4. POLAR INTEGRATION OF THE PROBABILITY DENSITY FUNCTION

Any desired form of the distribution function may be obtained by an appropriate integration of Eqs. (8) to (11) and (8a) to (11a). A useful form of the wind distribution function is derived from integration of Eq. (11a). A rather complete discussion of this function will be found in Brooks, et al.3,4

Integrating Eq. (11a) with respect to \(c:\)

\[
P(C) = \frac{1}{\delta_i^2} \int_0^C \exp \left[ -\frac{c^2}{2\delta_i^2} \right] dc = 1 - \exp \left[ -\frac{C^2}{2\delta_i^2} \right]. \tag{12a}
\]

This function may be interpreted as follows: Any wind with probability, \(P\), is the vector sum of \(U\), the vector mean wind, and a deviation vector of magnitude, \(C\), where

\[
C = \delta_i \sqrt[n]{\frac{1}{1 - P(C)^2}} \tag{13a}
\]

An analogous polar integration of the displacement density function (Eq. 11) is useful in certain types of problems. To demonstrate the method of computing this form of distribution function, we will apply the theory to a specific example.
The problem we have selected is the mapping of the 0.50 probability curve for the following specifications:

- **Region**: North America
- **Height**: 50,000 Feet
- **Season**: January
- **Initial Latitude**: 40°N
- **Time**: 1 Day

The profiles of \( U \) and \( \sigma \) are shown in Figure 2. As a preliminary to the discussion of the displacement function, we solve the 0.50 probability problem for the wind occurring at 40°N. We note that the mean wind at 40°N is 75 knots and the standard deviation is 35.8 knots (Figure 2). From Eq. (13a):

\[
C = 35.8 \left[ \ln 4 \right]^{1/2} = 35.8 \times 1.176 = 42 \text{ kts.} \tag{14a}
\]

The solution is illustrated in Figure 3. The probability of occurrence is at least 0.50 for all winds which can be represented by vectors with a common origin at 0, 0 and whose end-points lie within the designated circle. Thus the circle of radius, 42 knots, and origin at the end-point of the vector, \( U = 75 \) knots, is the locus of the limiting vector end-points for a probability of 0.50. The solution consists of two independent parts: (a) a mean wind vector, \( U \), and (b) a deviation wind vector, \( u' \), of magnitude, \( C \). Figure 3 also clearly shows that the component \( u = (U + u') \).

For the displacement distribution function we seek a similar solution, but we further require that the 0.50 probability curve be mapped on a spherical earth. For this purpose it is convenient to use one degree of latitude on the earth's surface as a unit of length, and one day as a time unit. It is also convenient to adopt a coordinate system in which \( \lambda \) is the longitude coordinate measured eastward from the initial longitude, and \( \phi \) is the true latitude. Here, as in the wind problem, the solution is resolved into two independent parts: the computation of (a) a mean displacement, \( \langle x \rangle \), and (b) a deviation displacement with components \( \langle x' \rangle \), \( (\phi - 40) \). Also, \( x = \langle x \rangle + \langle x' \rangle \). As was previously stated, any displacement in latitude involves a change in both \( U \) and \( \sigma \). Thus, unlike the wind problem where \( U \) is independent of \( \phi \), in this case, \( \langle x \rangle \) is a function of \( \phi \).
Figure 2. Mean wind and standard deviation, North America, January, 50,000 Feet
Figure 3. Circular normal distribution of winds, North America, January, 50,000 Feet, 40°N
For reasons which will become apparent later, it is necessary to solve
the deviation part of the problem first. Figure 4 is a solution, for 40°N latitude,
of the transformation equations (Eqs. [4] and [5]) developed in Appendix IV. The radiating curves are arcs of great circles, marked off in values
of $s$, the linear distance from the origin. Each great circle is identified by $a$,
a spherical angle measured from an arbitrary meridian. Note that both $\lambda$ and
$\phi$ depend on $a$ and $s$. Thus we may write the following symbolic relations.
(Note: The actual relations are Eqs. [4] and [5] of Appendix IV.)

$$\lambda = A(a, s)$$
$$\phi = B(a, s)$$

The general method of solving the deviation part of the problem consists of:

(a) Integrating Eq. (11) with respect to $s$ along each value of $a$.

(b) Determining $S_a$, the appropriate value of $s$ for $P = 0.50$.

(c) Finding the $\lambda$ and $\phi$ values corresponding to $S_a$, using Figure 4, or Eqs. (4) and (5) of Appendix IV.

Before proceeding, however, we must first decide on a method of accounting
for the variation of $\sigma$ with latitude. We shall, therefore, describe two dif-
ferent methods of solution and compare the results obtained from each for this
particular problem. The first method, called the "simplified solution," is
quasi-linear, while the second method or "complete solution" is non-linear.

From a computational standpoint, the essential difference between the two meth-
ods is: in the simplified solution the $\sigma$ profile is introduced after integration
of the probability function, whereas in the complete solution the $\sigma$ profile enters
the problem before integration.

We now introduce the circumflex symbol ($\hat{\quad}$) to denote a quantity which
is averaged between the initial latitude (in this case 40°N) and latitude $\theta$.

It will be understood that the method of averaging is to be specified in each case.

5. SIMPLIFIED SOLUTION OF THE DISPLACEMENT DEVIATIONS

We first assume that the mean wind is everywhere the same. Integrating Eq. (11):

$$P(\theta) = 0.50 = \int_{-\sigma}^{\sigma} \frac{S}{2} \exp \left( -\frac{s^2}{2\theta^2} \right) ds = 1 - \exp \left( -\frac{\sigma^2}{2\theta^2} \right) \quad (12)$$
and
\[ S = \delta \left( \ln 4 \right)^{1/2} = G(1) \sigma_i \left( \ln 4 \right)^{1/2} \]
and, since \( G(1) = 0.86 \),
\[ S = 0.86 \times 1.176 \sigma_i = 1.01 \sigma_i \quad (13) \]
where \( \sigma_i \) is expressed in degrees latitude per day. Since \( S \) is independent of \( a \), the solution of the deviation displacements for constant mean wind is a circle on the earth's surface with a radius which is a function of \( U \). If we compare Eqs. (13) and (13a), also Eq. (14a), we see that \( S \) is directly proportional to \( C \). In fact, \( S = 0.86C \). We have seen that \( C \) represents the radius of the wind deviation circle. However, the radius of the displacement deviation circle is not \( S \), but \( \frac{180}{\pi} \sin S \). This difference arises because the radius lies in the plane of the circle and not on the curved surface of the earth where \( S \) lies. Figure 5 is an enlargement of Figure 4 on which the deviation displacements of the 0.50 probability curve have been plotted for various values of \( U \). Since these curves are axially symmetrical, only half of the figure is shown.

At this point we introduce the profile of \( U \). We assume that the solution at latitude, \( \phi \), is the same as the solution for a constant mean wind of magnitude, \( \tilde{U} \), where
\[ \tilde{U} = \frac{40}{\phi - 40} \int_{\phi}^{\phi} U \, d\phi \]
The profile of \( \tilde{U} \) is shown in Figure 2, page 11. The mapping of the 0.50 probability curve for the deviation part of the solution is shown in Figure 5.

6. COMPLETE SOLUTION OF THE DISPLACEMENT DEVIATIONS

Equation (11) is rewritten:
\[ p (u) = \frac{a}{\sigma^2} \exp \left[ -\frac{a^2}{2\sigma^2} \right] \quad (11b) \]
Figure 5. Solutions for the deviation displacement 0.50 probability curve.
\( \hat{\delta} \) is a value of \( \delta \) appropriate for the population of displacement deviations from 0 to \( S \). Within the integration, \( \hat{\delta} \) is a constant.* Integrating Eq. (11b):

\[
P(a,S) = \left[ \frac{1}{\hat{\delta}^2} \right]_0^S s \exp \left[ -\frac{s^2}{2\hat{\delta}^2} \right] \, ds
\]

\[
= \left[ 1 - \exp \left[ -\frac{S^2}{2\hat{\delta}^2} \right] \right]_a
\]

\[
S_a = \left[ \hat{\delta} (\ln 4)^{1/2} \right]_a = \left[ G(1) \hat{\delta} (\ln 4)^{1/2} \right]_a
\]  \hspace{1cm} (13b)

\[
S_a = \left[ 1.01 \hat{\delta} \right]_a
\]  \hspace{1cm} (14b)

We define \( \hat{\delta}_1 = \int_0^S \hat{\delta}_1 \, ds/S \).

In general, \( \hat{\delta}_1 \) will vary with \( \alpha \). Thus, unlike the solution for a constant mean wind, the complete solution is not circular.

* The reason for this stems from the definition of a probability distribution function. To show this, we will integrate Eq. (11) in a straightforward manner, considering \( \delta = \delta(s) \):

\[
P(S) = \int_0^S \frac{s}{\hat{\delta}_2} \exp \left[ -\frac{s^2}{2\hat{\delta}_2^2} \right] \, ds
\]

Integrating by parts:

\[
P(S) = 1 - \exp \left[ -\frac{S^2}{2\hat{\delta}_2^2} \right] + \int_0^S \frac{s^2}{\hat{\delta}_2^3} \exp \left[ -\frac{s^2}{2\hat{\delta}_2^2} \right] \, ds
\]

As \( S \to \infty \),

\[
P(S) \to 1 + \int_0^{\hat{\delta}_2} \frac{s^2}{\hat{\delta}_2^3} \exp \left[ -\frac{s^2}{2\hat{\delta}_2^2} \right] \, ds
\]

By definition, \( P = 1 \) at \( S = \infty \); but, in general, the integral term on the right does not vanish. Therefore, the above equation is not a probability function.
Table 3 shows the results for this example, obtained by numerical integration.

<table>
<thead>
<tr>
<th>DEGREES LONGITUDE, ROTATED SYSTEM</th>
<th>DEGREES LATITUDE</th>
<th>DEGREES LONGITUDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$\delta_i$</td>
<td>$S$</td>
</tr>
<tr>
<td>0</td>
<td>13.33</td>
<td>13.46</td>
</tr>
<tr>
<td>45</td>
<td>14.08</td>
<td>14.22</td>
</tr>
<tr>
<td>90</td>
<td>14.61</td>
<td>14.76</td>
</tr>
<tr>
<td>135</td>
<td>12.40</td>
<td>12.52</td>
</tr>
<tr>
<td>180</td>
<td>11.65</td>
<td>11.87</td>
</tr>
<tr>
<td>225</td>
<td>12.39</td>
<td>12.52</td>
</tr>
<tr>
<td>270</td>
<td>24.61</td>
<td>14.76</td>
</tr>
<tr>
<td>315</td>
<td>14.08</td>
<td>14.22</td>
</tr>
</tbody>
</table>

The solution is plotted in Figure 5. The difference in results from the two methods for the deviation part of the solution is practically negligible.

7. SOLUTION OF THE MEAN DISPLACEMENT

The mean longitude displacement for a particle moving along a latitude circle with the speed of the mean wind for that latitude is

$$\psi = (U \sec \psi) \cdot T.$$

In the complete solution, where we consider displacements along great circles, $\alpha$,

$$\psi = (U \sec \psi) \cdot \int_{\alpha} ds$$

where

$$\int_{\alpha} \left( U \sec \psi \right) \cdot ds = \int_{\alpha} \left( U \sec \psi \right) ds \left| _{\alpha} \right.$$
In the simplified solution,

\[ \Delta = \hat{U} (\sec \theta) \omega \quad (16b) \]

where again \( \hat{U} = \frac{40}{\theta - 40} \int U d\theta \) and \( (\sec \theta) \omega = S_a \int \sec \theta \, ds \).

The two solutions are plotted in Figure 6. It now remains to add the two parts of the solution. The final results are shown in Figure 7. It may be seen that the difference between the two solutions is quite small. Nearly all of the difference is produced by errors in the simplified solution of the mean displacement. Since the mean displacement is proportional to time, there will be a tendency for the errors to increase with time. On the other hand, the fact that \( S_a \) also increases with time will tend to diminish the errors. On the whole, it may be said that the simplified solution yields a good approximation.

8. MAPPING OF THE PROBABILITY FIELD

To illustrate the nature of the probability field, we have plotted probability maps for an initial point of \( 40^\circ N \) and \( 120^\circ W \) at 50,000 feet for January and July, and for time periods of 1, 2, and 3 days (Figures 8 through 13). The computation method used to obtain this series of charts was precisely the same as outlined for the complete solution. These maps may be interpreted or used in several ways. As a simple example, suppose that a constant-level balloon is launched at 50,000 feet in January from the initial point. If we have no further information, then the indicated probability gives the correct odds that the balloon will be located within the area enclosed by the given probability curve after \( t \) days. Thus, the probability is 0.25 that the balloon is within the 0.25 curve versus 0.75 that it is outside. Similarly, the probability is 0.99 that the balloon is within the 0.99 curve versus 0.01 that it lies outside. The most probable area is enclosed by the 0.50 probability curve.

With suitable refinements, this presentation could possibly be used for problems involving atomic fallout. In this case, we would need distribution functions at several atmospheric levels. We cannot, of course, provide detailed.
Figure 6. The solution for the mean displacement
Figure 8. Probability field, January, 50,000 Feet; initial point, 40°N, 120°W; time, 1 day
Figure 9. Probability field, January, 50,000 Feet; initial point, 40°N, 120°W; time, 2 days
Figure 10. Probability field, January. 50,000 Feet; initial point, $40^\circ N, 120^\circ W$; time, 3 days
Figure 11. Probability field, July, 50,000 Feet; initial point, 40°N, 120°W; time, 1 day
Figure 12. Probability field. July, 50,000 Feet; initial point, 40°N, 120°W; time, 2 days.
Figure 13. Probability field. July. 50% recurrence point, 40°N, 120°W; time, 5 days.
information on the amount of concentration since this is a small-scale phenomena. However, we can provide information on the location of high concentration areas.

The foregoing probability statements were made with the understanding that our only available information is the time and place of the balloon launching. Now, suppose that we are given one further bit of information, namely, the initial wind velocity. Our theory permits us to construct a different set of probability maps which take into account this information. In the first few days, the areas enclosing the probability curves would be smaller and the central path would be different. With the passage of time, differences between the two sets of maps would tend to disappear. In other words, the added information reduces some of the uncertainty about the balloon's location, but the information becomes less important with increasing time.

9. THE DOWNSTREAM PROBABILITY FUNCTION

For balloon operations, the most useful probability statement is the "Downstream Probability Density Function" (DPDF). This may be defined as the probability density with respect to latitude of an x-displacement at least as large as a specified value and occurring within T days. Mathematically, this density function is expressed as follows:

$$\text{DPDF} = \int_0^T p_{y,t}^j (1 - P_{x,t})^i dt$$  \hspace{1cm} (17)

If we wish to interpret this function in terms of balloon operations, we first assume that a large number of balloons are launched from a single point over a long period of time. In this case, x and y are components measured from the launching site and t refers to the time interval after launching. The term $(1 - P_{x,t})$ represents the proportional number of balloons to be found downstream from x at time t; $p_{y,t}^j$ represents the rate at which balloons flow past x at time t; $(1 - P_{y,t})$ represents the rate at which balloons flow downstream past the point x, y at time t. Finally, Eq. (17) represents the proportional number of balloons which may be expected to have
flowed downstream past the point \( x, y \) from the time of launching to the time \( T \).

The various steps in the computations required to solve Eq. (17) for a specific example are illustrated in Figure 14. For convenience, we substitute for \( p_x, t \) the probability for a small increment of \( y \), namely, \( \Delta p_y, t = (p_y + \Delta y - p_y) t \).

The DPDF must be mapped on a spherical earth and the variation of \( \delta \) and \( U \) with latitude must be taken into account, just as in the case of the polar integration. It has been previously demonstrated that use of the simplified solution introduces very little error into the results. For this reason it was decided to adopt the simplified solution for computing the DPDF. Accordingly, Eq. (17) was solved for various values of \( U, s, y, \) and \( t \). The next step is to eliminate \( x \) by the transformation, \( \lambda = x \sec \phi \). For \( y \) we substitute \( \phi - \phi_0 \).

We now have a table with the parameters, \( U, \phi_0, \lambda, \) and \( \phi \). This is Table I, Volume II. The final step is to substitute the values of \( \hat{U} \) for \( U \) for each region, season, and height. Here again

\[
\hat{U} = \int_{\phi_0}^{\phi} U \, d\phi
\]

We now have a set of tables for each region, season, and height for various values of \( \phi_0, \lambda, \) and \( \phi \). Two such tables appear in Volume III, namely, Table I, North America, and Table II, Eurasia.

There are two limitations on the downstream probability concept. In the first place, on a spherical earth some air particles may take a decided northward course and reappear at a lower latitude very far downstream. While it would be feasible to formulate a solution which incorporates this type of trajectory, we decided to exclude these cases from consideration. Thus the computations in Volumes II and III refer only to those motions which are essentially downstream.

The second limitation occurs when the mean zonal wind changes sign at some latitude. This occurs, for example, over North America at 60,000 feet in summer and at 80,000 feet in the fall for certain initial latitudes. Our solution here is to make two sets of tables, one for eastward displacements and the other for westward displacements.
Figure 14. Example of the downstream probability computation for: $x = 20^\circ$ latitude; $y = 10^\circ$ to $15^\circ$N; $U = 30$ knots
APPENDIX I

WIND ANALYSIS

To obtain a complete solution of the wind climatology problem, certain basic quantities must be plugged into the statistical equations. These include the variation by season, latitude, and height of the mean instantaneous wind and its associated distribution functions. This is analogous to the solution to a vast jigsaw puzzle where many important pieces are missing.

The first step in the solution was a rather complete survey of available literature. From this we were able to deduce a somewhat sketchy broad-scale picture of the wind distribution at upper levels over the earth. It became immediately apparent that for more details we would have to resort to indirect or "bootstrap" techniques.

One of the desired quantities is some measure of the distribution associated with the mean wind. If the wind is normally distributed, a single parameter, such as the standard vector deviation or the constancy (ratio between the vector mean wind and the scalar mean wind), can be used. For convenience and ease of computation, it was decided to compute the wind constancy.

To minimize the known bias in the observed upper wind records, the difference method of averaging was used throughout the study.

We decided to concentrate on an intensive analysis of three data sources: (a) a 9-year record of 15 U. S. Weather Bureau Stations; (b) a series of 3 to 4 years of upper air synoptic maps of the West German Meteorological Service at 3 levels: 500 mb (20,000 ft), 225 mb (36,000 ft) and 96 mb (54,000 ft); and (c) rawinsonde records from Berlin and several other German stations.

Each of the German synoptic charts for the months of January, April, July and October was photographically enlarged to a size of 15" by 20", and isotachs (lines of equal wind speed) were constructed, using the computed geostrophic winds as well as observed wind speeds. From the analyzed charts, mean vector and scalar winds were computed for each latitude, season, and height, combining the data from longitude 30°W to 30°E into a single statistic.
Figure 15. Ratio of wind speed at any level to the speed at 6 km (20,000 ft), average for 5 United States stations (approximately 37ºN)
In all, 1000 maps were analyzed and 35 wind values were computed from each map.

The United States data were summarized by punched cards. The ratio between the scalar winds at any level and some standard level was the most stable statistic that could be found. For this reason all the data were reduced to ratios between the scalar wind speeds at given levels and the corresponding scalar winds at 5 kilometers. Summarized values of this statistic were smoothed by harmonic analysis and matched, level for level, with similar data from European sources. In this way the latitudinal variation of the scalar ratio was established. For levels above 96 mb the German wind data were used in the comparison. These were supplemented by data from manuscript Northern Hemisphere synoptic maps for 1953 at 100 mb (53,000 ft) and 59 mb (68,000 ft). Figure 15 is an example of one set of ratio analysis. The trough lines in the upper portion of the chart delineate the boundaries of the westerlies.

Having established the scalar wind ratios, it was then possible to compute reliable scalar wind speeds by multiplying the ratios with the appropriate mean scalar winds at 500 mb which are known with considerable accuracy.

This left the vector mean winds to be determined. It was found that this statistic was difficult to determine accurately from a limited sample because of variations in wind direction. An intensive study of the 500-mb United States data led to the discovery that a remarkably consistent relationship existed between the scalar and vector mean winds. It is well known that strong winds are more constant than wind speed. Since the ratio between the vector and scalar wind is a measure of wind constancy, this ratio should rise as the wind increases. This was found to be the case. It was also found that the presence of the mean Jet Stream produces an additional increase in constancy over and above the effect of wind speed alone. This effect is also known qualitatively. These relationships are shown in Figure 16. The degree to which the United States 500-mb data fitted the derived curves suggested the possibility that this was a universal statistical law governing the westerlies. Attempting to verify this suggestion stringently, we used test data from a distant region, a remote level, and for a different time period, namely, the 95 mb wind data for Europe. Table 4 shows the excellent results of this test. Consequently, we may conclude
Figure 16. Relation between scalar wind and vector wind in westerlies

Figure 17. Ratio between vector wind and standard vector deviation
that the mean wind uniquely determines its distribution function.

Table 4. Correlation of test data (96-mb winds \(\text{kts}\) over Europe)

<table>
<thead>
<tr>
<th>MONTH</th>
<th>LATITUDE</th>
<th>SCALAR WIND</th>
<th>VECTOR WIND</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Predicted</td>
<td>Observed</td>
</tr>
<tr>
<td>Jan</td>
<td>70</td>
<td>37.0</td>
<td>27.2</td>
</tr>
<tr>
<td>Jan</td>
<td>60</td>
<td>46.3</td>
<td>37.4</td>
</tr>
<tr>
<td>Jan</td>
<td>50</td>
<td>37.4</td>
<td>27.5</td>
</tr>
<tr>
<td>Jan</td>
<td>40</td>
<td>37.6</td>
<td>27.6</td>
</tr>
<tr>
<td>Jan</td>
<td>35</td>
<td>40.9</td>
<td>32.1</td>
</tr>
<tr>
<td>Apr</td>
<td>70</td>
<td>27.3</td>
<td>19.3</td>
</tr>
<tr>
<td>Apr</td>
<td>60</td>
<td>28.8</td>
<td>20.6</td>
</tr>
<tr>
<td>Apr</td>
<td>50</td>
<td>22.9</td>
<td>15.3</td>
</tr>
<tr>
<td>Apr</td>
<td>40</td>
<td>29.0</td>
<td>20.7</td>
</tr>
<tr>
<td>Apr</td>
<td>35</td>
<td>35.7</td>
<td>27.0</td>
</tr>
<tr>
<td>Jul</td>
<td>70</td>
<td>16.9</td>
<td>8.5</td>
</tr>
<tr>
<td>Jul</td>
<td>60</td>
<td>20.0</td>
<td>12.4</td>
</tr>
<tr>
<td>Jul</td>
<td>50</td>
<td>20.6</td>
<td>13.0</td>
</tr>
<tr>
<td>Jul</td>
<td>40</td>
<td>24.8</td>
<td>17.2</td>
</tr>
<tr>
<td>Jul</td>
<td>35</td>
<td>26.8</td>
<td>18.9</td>
</tr>
<tr>
<td>Oct</td>
<td>70</td>
<td>27.5</td>
<td>19.5</td>
</tr>
<tr>
<td>Oct</td>
<td>60</td>
<td>28.6</td>
<td>20.4</td>
</tr>
<tr>
<td>Oct</td>
<td>50</td>
<td>25.3</td>
<td>17.6</td>
</tr>
<tr>
<td>Oct</td>
<td>40</td>
<td>27.5</td>
<td>19.5</td>
</tr>
<tr>
<td>Oct</td>
<td>35</td>
<td>29.7</td>
<td>21.2</td>
</tr>
</tbody>
</table>

Correlation coefficient, \(r = 0.99\)

A similar relationship was derived for the easterlies from what little data were available. Considerably less confidence can be placed in these results. Nevertheless, indications are that the high-level easterlies are extremely constant winds.

Using the data from Figure 16 we computed the relation between the vector mean wind and the standard deviation (Figure 17).
APPENDIX II

UPPER WINDS OVER EUROPE AND NORTH AMERICA

The mean zonal winds and standard deviations used in this study are presented in Table 5. Above 54,000 feet the sparse European data was supplemented by more complete data from North America. Thus the winds at high levels in Europe, while not as reliable as the lower winds, may be regarded as a first approximation to the true winds. The standard deviations in Table 5 are taken from Figure 17, Appendix I.

Figures 18 through 23 summarize the important variations of the winds in Table 5, namely, seasonal, latitudinal, and vertical. The 80,000-foot curves are typical for the region above 50,000 feet. The 40,000-foot curves are characteristic of the layer below 50,000 feet.

1. SEASONAL VARIATION (Figures 18 and 19)

The seasonal variation of winds at 40,000 and 80,000 feet over North America at 40°N (Figure 18) and Europe at 50°N (Figure 19) was obtained by harmonic analysis. Over both regions a single wave was sufficient to represent the 80,000-foot data while two waves were required to fit the 40,000-foot winds.

The 80,000-foot seasonal variation for both continents consists of a single maximum of westerlies in midwinter and a single maximum of easterlies in midsummer with reversals of direction in April and September.

At 40,000 feet the double-wave structure in the westerlies is very pronounced in Europe and quite small in North America. There are two distinct maxima in Europe, the primary in March and the secondary in November; and two minima, the major in August and minor in February. By contrast, the North American curves show a very pronounced maximum of 100 kts in January and a mere suggestion of a secondary maximum in July. The effect of the second wave in this case is to flatten out the summer minimum (that is, easterly maximum) so that the mean zonal wind is virtually constant from May...
<table>
<thead>
<tr>
<th></th>
<th>NORTH AMERICA</th>
<th>JANUARY</th>
<th>EUROPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>42,000</td>
<td>50,000</td>
<td>60,000</td>
</tr>
<tr>
<td></td>
<td>50,000</td>
<td>60,000</td>
<td>70,000</td>
</tr>
<tr>
<td></td>
<td>70,000</td>
<td>80,000</td>
<td>80,000</td>
</tr>
<tr>
<td></td>
<td>60,000</td>
<td>60,000</td>
<td>60,000</td>
</tr>
<tr>
<td></td>
<td>70,000</td>
<td>70,000</td>
<td>70,000</td>
</tr>
</tbody>
</table>

**APRIL**

<p>| | | | |</p>
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</tr>
</tbody>
</table>

**JULY**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
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</thead>
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Table 5. Mean zonal wind, $\bar{A}$, and standard deviation, $\sigma$. 

...
through September. Note that the North American winds are more than twice as strong as the European winds in winter at the 40,000-foot level.

2. LATITUDINAL VARIATION (Figures 20 and 21)

At 40,000 feet both the winter and summer latitudinal profiles for North America each show a single, sharp maximum (Figure 20) while the corresponding curves for Europe display double maxima (Figure 21). A comparison of the January and July curves reveals that the European maxima at 60°N and 33°N remain fixed in position, whereas the single maximum over North America migrates northward from 40°N in January to 45°N in July. Note also the difference in range of the mean zonal winds with respect to latitude in North America as compared with Europe. The range is far greater in North America than in Europe, being more than three times as great in January and in excess of twice as large in July.

Of considerable interest is the transition zone in the vicinity of 50,000 feet where the European winds change from a double maxima pattern below to a single maximum above, while the North American profiles change in precisely the opposite direction from a single maximum below 50,000 feet to double maxima above.

In January the westerlies at 80,000 feet over Europe reach a broad maximum at 60°N, while in North America the major maximum is north of 70°N and there is a secondary peak at about 37°N. In July the winds are easterly above 50,000 feet at all latitudes over both Europe and North America. In Europe the easterlies vary only slightly with latitude from 25°N to 75°N. There is a flat maximum in the vicinity of 55°N. In contrast, the summer high-level easterlies over North America have two maxima, one north of 75°N and the other south of 25°N. As in the case of the winds below 50,000 feet, the upper-level winds over North America have a much larger range than the European winds, the range at 80,000 feet being more than six times as great in winter and five times as large in summer.
Figure 18. Seasonal variation of winds over North America

Figure 20. Latitudinal variation of winds over North America
Figure 13. Seasonal variation of winds over Europe

Figure 21. Latitudinal variation of winds over Europe
Figure 22. Vertical profile of winds over North America
3. VERTICAL VARIATION (Figures 22 and 23)

The variation with height of the mean zonal wind is similar for North America and Europe. The mean zonal wind reaches a maximum at 40,000 feet throughout the year between 25°N and 75°N. In January the wind decreases with height above 40,000 feet to a minimum, then increases again up to some level, presently unknown. Over Europe the minimum occurs at 70,000 feet; over North America, at 80,000 feet or above. The level of minimum wind does not appear to vary significantly with latitude. In July the wind also decreases with height above 40,000 feet. In the vicinity of 60,000 feet the direction reverses from West to East. Above this level the easterlies increase with height. Over North America, to the north of 70°N and to the south of 30°N, the winds are easterly at all levels in summer.

In middle latitudes in January the westerlies over North America are stronger at all levels than over Europe. The greatest difference occurs at 40,000 feet, the level of maximum wind, where a speed of 100 kts occurs in North America at 40°N, as compared with 45 kts in Europe at 35°N. (Note: the two latitudes selected for this comparison both lie along or near the horizontal axis of the mean wind maximum for the region in question.)

In summer it appears that the maximum easterlies occur above 80,000 feet in North America and near 80,000 feet in Europe. Of special interest is the fact that the high-level easterlies have the greatest constancy of all the wind regimes we have studied.
Figure 23. Vertical profile of winds over Europe
APPENDIX III

VARIATION OF THE STANDARD DEVIATION WITH TIME

We have adopted the classical diffusion theory developed by G. I. Taylor. He considered a fluid containing uniformly distributed, small-scale eddies which produce diffusion by continuous movement. We have adapted this theory to large-scale eddies of the general circulation.

If $R_\xi$ is the correlation between $u$ (the West-East wind component) at time $t$ and $u$ at time $t+\xi$, where $\xi$ is a small time increment, then Taylor shows that

$$\sigma^2(x) = 2\sigma^2(u) \int_0^t \int_0^t R_\xi \, d\xi \, dt$$  \hspace{1cm} (1)

where $\sigma(x)$ is the standard deviation of $x$-displacements (that is, West-East displacements) and $\sigma(u)$ is the standard deviation of the wind.

The solution of this equation depends upon the form of the auto-correlation function, $R_\xi$. Brunt derived the following exponential form for this function by considering a fluid where eddies are all the same size:

$$R_\xi = e^{-a\xi}$$  \hspace{1cm} (2)

where $a$ is a constant depending on the size of the eddies.

Substituting Eq. (2) into Eq. (1):

$$\sigma^2(x) = 2\sigma^2(u) \int_0^T \int_0^t e^{-a\xi} \, d\xi \, dt$$

Integrating

$$\frac{\sigma^2(x)}{\sigma^2(u)} = 2 \frac{T}{a} - \frac{2}{a^2} (1 - e^{-aT})$$  \hspace{1cm} (3)

or

$$\frac{\sigma(x)}{\sigma(u)} = G(T)$$  \hspace{1cm} (4)

where

$$G(T) = \left[ 2 \frac{T}{a} - \frac{2}{a^2} (1 - e^{-aT}) \right]^{1/2}$$  \hspace{1cm} (4a)
We have seen that the function $G(T)$, which defines the ratio between $\delta(x)$ and $\delta(u)$, is obtained by integrating the auto-correlation function, $R_\xi$, twice with respect to time. If the eddies are all of one size then the auto-correlation function is exponential and the $G$-function has the form given in Eq. (4a).

Obviously, eddies in nature are not of a single size; therefore, $R_\xi$ is not strictly exponential. However, the principal concern here is not the exact form of $R_\xi$, since any errors in this function are smoothed out by the double integration required to obtain $G(T)$. The important consideration is the degree to which Eq. (4a) approximates the actual $G$-function.

To see if Eq. (4a) does in fact closely approximate the actual $G$-function, we computed $G(T)$ directly in an Eulerian system of coordinates (where measurements are made at fixed points in space as time varies). The advantage of this system is that computations are made from actual wind data. This affords the opportunity of determining the $G$-function for as long a time period as desired.

Actually, we are interested in the $G$-function for a Lagrangean system (where measurements are taken along the path of a moving particle), but limited samples of trajectories restrict computation of the function to periods of only 2 or 3 days. However, there is no reason to assume that the form of the $G$-function will be different in the two systems. Therefore, we may use the Eulerian computations to determine the form of the $G$-function.

The Eulerian computations were made using German wind data at 50°N for 225 millibars. Winds were resolved into $u$ and $v$ components and the ratios $\delta(x)/\delta(u)$ and $\delta(y)/\delta(v)$ were computed at 1-day intervals up to a period of 6 days. It was found that the two ratios have identical time variations, thus $G_x(T)=G_y(T)$. Furthermore, the $G$-function is very closely approximated by Eq. (4a) with $e^{-a} = 0.6$.

While there is every reason to expect that the form of the $G$-function is the same in both the Eulerian and Lagrangean systems, it should not be anticipated that the constant, $e^{-a}$, is the same in the two systems. In fact, we would expect this constant to be smaller in the Lagrangean system, since space as well as time variations are included in the computation of $G(T)$. We will now discuss three separate estimates of the $G$-function in Lagrangean coordinates. All three estimates show the expected smaller value of the constant, $e^{-a}$. 
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A sample of 55 Moby Dick constant-level balloon trajectories at about 200 mb was used in conjunction with associated upper air charts to compute values of $\frac{\delta (x)}{\delta (u)} = G(T)$ for time intervals of 12, 24, and 36 hours. A value of $e^{-a} = 0.4$ was obtained.

Another value of $e^{-a}$ was computed from trajectory distributions calculated by Spreen (unpublished report) from about 3000 geostrophic trajectories, constructed from upper-level charts of the West German Weather Service, Bad Kissingen, Germany. The value $e^{-a} = 0.4$ was again obtained.

R. R. Rapp computed an empirical distribution from a sample of 179 trajectories at 500 mb for two fall seasons. Using Taylor's development and assuming that $e^{-a} = 0.5$, he calculated the circular normal distribution for the same sample. The $\chi^2$ test revealed no significant difference between the empirical and theoretical distributions; therefore, Rapp concluded that the value $e^{-a} = 0.5$, which he had chosen, was reasonable.

On the basis of the above studies we chose $e^{-a} = 0.4$ as being the most representative value. Substituting this value into Eq. (3) we obtain:

$$\delta (x, T) = \sqrt{2} \delta (u) \left[ 1.0917T - 1.1919 \left( 1 - \left[ 0.4 \right]^T \right) \right]^{1/2}$$

This equation specifies the variation of $\delta (x)$ with time.
APPENDIX IV

SPHERICAL TRANSFORMATION

Consider a coordinate system $\bar{x}$, $\bar{y}$, and $\bar{z}$ on a spherical earth. This coordinate system is rotated relative to the conventional coordinates $x$, $y$, and $z$ in such a way that the $\bar{x}$ and $\bar{z}$ axes are both inclined by an angle $\phi = -\frac{\phi}{2} - \phi_0$ to the $x$ and $z$ axes, respectively, while the $\bar{y}$ axis coincides with the $y$ axis. (See Figure 24.) The angle, $\phi_0$, is a fixed latitude on the real earth.

![Figure 24. Spherical coordinates](image)

Any arbitrary point, $P$, on the sphere has coordinates $x$, $y$, and $z$ in the conventional system and $\bar{x}$, $\bar{y}$, and $\bar{z}$ in the rotated system. We wish to find the relationship between these two coordinate systems. Since $y = \bar{y}$, we already have one such relationship, hence the problem reduces to two dimensions. (See Figure 25.) Thus,

\[
\begin{align*}
  x &= \bar{x} \sin \phi_0 + \bar{z} \cos \phi_0 \\
  y &= y \\
  z &= \bar{z} \sin \phi_0 - \bar{x} \cos \phi_0
\end{align*}
\]

(1)

Introducing the following notation:

$R$, radius of the earth.

Angles (degrees):

Rotated System | Conventional System
---|---
$s$, co-latitude | $\phi_0$, latitude
$a$, longitude | $\lambda$, longitude
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In the rotated coordinate system:

\[
\begin{align*}
x &= R \sin s \cos \alpha \\
y &= R \sin s \sin \alpha \\
z &= R \cos s
\end{align*}
\]  

(2)

In the conventional coordinate system:

\[
\begin{align*}
x &= R \cos \phi \cos \lambda \\
y &= R \cos \phi \sin \lambda \\
z &= R \sin \phi
\end{align*}
\]  

(3)

Eliminate \(x, y, z\) and \(x, y, z\) from Eq. (1) by substituting Eqs. (2) and (3) to obtain \(\phi\) and \(\lambda\) in terms of \(\phi_o\), \(s\), and \(a\).

The final result is:

\[
\begin{align*}
\cos^2 \phi &= \sin^2 s \left[ 1 - \cos^2 \phi_o \left( 1 + \cos^2 \alpha \right) \right] \\
&+ \cos^2 \phi_o + \frac{1}{2} \sin 2s \cos 2 \phi_o \cos \alpha \\
\cot \lambda &= \cot \alpha \sin \phi_o + \cot s \cos \phi_o \csc \alpha
\end{align*}
\]  

(4)  

(5)
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Unclassified report

G. I. Taylor's theory of diffusion by continuous movement is adapted to motions on the scale of the general circulation. The resultant theory pertains to diffusion by large-scale eddies, of air particles constrained to move on a constant-level surface. This theory provides a means for determining the bivariate normal density function describes (over)
the probability of a displacement with West-East and North-South components. This function reduces to the circular normal form when suitable empirical and theoretical simplifications are introduced, concerning mean zonal wind, standard deviation of displacement components, and correlation between displacement component deviations. The density function is integrated in polar form and mapped on a projection of the earth's surface via a suitable spherical transformation. The resulting form of the distribution function is applicable to atomic fall-out. In applying diffusion theory to balloon operations, the concept of downstream probability density function is introduced. This function defines probability density with respect to latitude of an East-West displacement at least as large as a specified value, occurring within T days. Downstream probability function tables are presented in Vol II (AD-152570) and Vol III (AD-152571) for (1) various constant values of mean wind and (2) North America and Eurasia for Jan, Apr, Jul and Oct at 40M to 80M ft.

The probability function is applicable to atomic fall-out. In applying diffusion theory to balloon operations, the concept of downstream probability density function is introduced. This function defines probability density with respect to latitude of an East-West displacement at least as large as a specified value, occurring within T days. Downstream probability function tables are presented in Vol II (AD-152570) and Vol III (AD-152571) for (1) various constant values of mean wind and (2) North America and Eurasia for Jan, Apr, Jul and Oct at 40M to 80M ft.

The probability function is applicable to atomic fall-out. In applying diffusion theory to balloon operations, the concept of downstream probability density function is introduced. This function defines probability density with respect to latitude of an East-West displacement at least as large as a specified value, occurring within T days. Downstream probability function tables are presented in Vol II (AD-152570) and Vol III (AD-152571) for (1) various constant values of mean wind and (2) North America and Eurasia for Jan, Apr, Jul and Oct at 40M to 80M ft.

The probability function is applicable to atomic fall-out. In applying diffusion theory to balloon operations, the concept of downstream probability density function is introduced. This function defines probability density with respect to latitude of an East-West displacement at least as large as a specified value, occurring within T days. Downstream probability function tables are presented in Vol II (AD-152570) and Vol III (AD-152571) for (1) various constant values of mean wind and (2) North America and Eurasia for Jan, Apr, Jul and Oct at 40M to 80M ft.