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A general system for the detection of amplitude-modulated noise, in the presence of background noise, is analyzed with a view toward determining the behavior and optimum design of the system. The unmodulated noise carrier and the background noise are assumed to be independent stationary Gaussian random time functions. The modulating function is a time function which, in general, is random, non-Gaussian, and nonstationary. A detection criterion, as a measure of the performance of the system, is defined, and computed in terms of the input power spectra and the transfer characteristics of the system. The techniques used, and the intermediate mathematical results obtained, are of interest in themselves. The results are applied to give a detailed analysis of a typical detection system which is a special case of the general system.
1. INTRODUCTION

The problem of the detection of signals having the character of amplitude modulated random noise is of recent interest in communications theory. For example, a paper by Deutsch\(^1\) treats the effect of a linear detector on such signals when the modulation is periodic.

In this report, we treat a general detection system involving square-law detectors. We shall compute various statistics of the output, with and without modulation, and, from these, compute a detection criterion which we define as a measure of the detectability of the modulated noise.

The system is diagramed in Fig. 1. The input filters \(H_1\) and \(H_2\) include the characteristics of any receiving equipment which might ordinarily precede them. The only assumptions made on the filters \(K_1\) and \(K_2\) are that they do not pass dc. The output integrator is perfect with integration time \(T\).

We take the input \(u(t)\) to be a stationary Gaussian noise \(y(t)\) modulated with index \(m\) by a signal function \(g(t)\), statistically independent of \(y(t)\). Thus

\[
u(t) = y(t) \left[ 1 + mg(t) \right].\tag{1.1}
\]

We assume both the noise and the signal to have zero mean level; that is*,

\[
\langle y(t) \rangle = 0, \quad \langle g(t) \rangle = 0.\tag{1.2}
\]

Then, the total input power, \(P_u\), is

\[
P_u = \langle u^2(t) \rangle_{TA} = P_n (1 + m^2 P_g)\tag{1.3}
\]

where

\[
P_n = \langle y^2(t) \rangle = \int_{\omega} G_y(\omega) \, d\omega,\tag{1.4}
\]

\[
P_g = \langle g^2(t) \rangle_{TA} = \int_{j_0}^\infty G_g(\omega) \, d\omega
\]

* This notation is defined in the Appendix in which we summarize the main notations and notions on random time functions that we use.
Thus $m^2 P_g$ is the ratio of the sideband power to the carrier power.

We shall assume

$$m^2 P_g \ll 1,$$

since this is the interesting case in a detection problem. The methods used, however, are applicable for any value of the ratio.

If by detection is meant the extraction of information about the modulating function (which would also seem to be the best means for distinguishing this type of signal from unmodulated noise), then, the inherent presence of fluctuation noise at the output of the detector, due to demodulation of the input noise carrier, makes this a problem of the detection of signals in the presence of additive noise.

In order to see this more clearly, and to better understand the action of the general system of Fig. 1, we shall compute the output power spectrum of a square-law detector when the input is unmodulated noise. This calculation also gives a simple illustration of the methods used in treating the general system.
2. POWER SPECTRUM AFTER A SQUARE-LAW DETECTOR

If the input of a square-law detector is given by (1.1), then, the output $v(t)$ of the squarer is given by

$$v(t) = u^2(t) = y^2(t) \left[ 1 + 2mg(t) + m^2g^2(t) \right]. \quad (2.1)$$

In order to compute the power spectrum $G_v(\omega)$ of $v(t)$, we first compute the autocorrelation $R_v(\tau)$, and then obtain $G_v(\omega)$ by means of the Wiener-Khintchine theorem (Eq. (A5) in the Appendix).

$$R_v(\tau) = \langle v(t) v(t+\tau) \rangle_{TAv} \quad (2.2)$$

$$= \langle y^2(t) y^2(t+\tau) \rangle \left\{ 1 + m^2 \left[ \langle g^2(t) \rangle_{TAv} \langle g^2(t+\tau) \rangle_{TAv} \right] + 4 \langle g(t) g(t+\tau) \rangle_{TAv} + m^4 \langle g^2(t) g^2(t+\tau) \rangle_{TAv} \right\}. \quad (2.3)$$

The terms in (2.2) which involve $m$ and $m^3$ vanish, since we assume that all time-ensemble averages of odd powers of $g(t)$ vanish.

To compute the foregoing fourth order ensemble average of $y(t)$, we use the formula (A7) given in the Appendix, which expresses the higher order moments of a Gaussian random time function in terms of its autocorrelation function $R_y(\tau)$.

We have

$$\langle y^2(t) y^2(t+\tau) \rangle = \langle y^2(t) \rangle_{TAv} \langle y^2(t+\tau) \rangle + 2 \left[ \langle y(t) y(t+\tau) \rangle_{TAv} \right]^2 \quad (2.3)$$

$$= R_y^2(0) + 2 R_y^2(\tau).$$

As regards the fourth order time-ensemble average of $g(t)$, we make the assumption (which is fulfilled by a large number of random time functions) that

$$\langle g^2(t) g^2(t+\tau) \rangle_{TAv} = R_g^2(0) + f(\tau) \quad (2.4)$$

where $f(\tau)$ is of the order no greater than that of $R_g^2(0)$. 
For example, if \( g(t) \) has Gaussian statistics, then
\[
\mathcal{R}(\tau) = 2 \mathcal{R}_g^2(\tau) \leq 2 \mathcal{R}_g^2(0). \tag{2.5}
\]
Consequently, we obtain from (2.2) that
\[
\mathcal{R}_y(\tau) = \left\{ \mathcal{R}_y^2(0) + 2 \mathcal{R}_y^2(\tau) \right\} \left\{ [1 + m^2 \mathcal{R}_g(0)]^2 \right. \\
+ 4 m^2 \mathcal{R}_g(\tau) \right\} f(\tau). \tag{2.6}
\]
In view of assumption (1.5), and the foregoing remarks about \( f(\tau) \), we may henceforth ignore the term in (2.6) involving \( m^4 \).

The power spectrum \( G_y(\omega) \) is now easily obtained by taking the Fourier integral of (2.6). The resulting terms group themselves naturally into three groups; by (1.4), we write \( P_n \) and \( P_g \) for \( R_y(0) \) and \( R_g(0) \) respectively.

The power spectrum \( G_y(\omega) \) is the sum of dc terms:
\[
2 \delta(\omega) P_n^2 \left[ 1 + m^2 \mathcal{R}_g \right]^2, \tag{2.7}
\]
steady state or signal terms:
\[
4 m^2 P_n^2 G_g(\omega), \tag{2.8}
\]
noise or fluctuation terms:
\[
\left[ 1 + m^2 \mathcal{R}_g \right]^2 \int d\mu G_y(\mu) G_y(\omega - \mu) \\
+ 2 m^2 \int d\nu G_g(\nu) \int d\mu G_y(\mu) G_y(\mu + \omega - \nu). \tag{2.9}
\]

The integrated power is then, dropping terms involving \( m^2 P_g \) by assumption (1.5),

\[
dc = P_n^2 \tag{2.10}
\]
\[
signal = 4 m^2 P_n^2 P_g \tag{2.11}
\]
\[
noise = 2 P_n^2. \tag{2.12}
\]
Thus, as stated at the end of Sec. 1, at the output of the square-law detector the problem reduces to that of detecting a signal of total power $4m^2 P_n P_g$ in the presence of an additive noise of total power $2 P_n^2$.

This problem is usually attacked by analyzing the detector output with a band-pass or low-pass filter followed by squaring and averaging to determine the mean square signal and noise.

It is easily seen that the complete detection system, diagramed in Fig. 2, consisting of receiver, square-law detector, filter, squarer, and finite time integrator is a special case of the system of Fig. 1, obtained by setting $H = H_1 = H_2$ and $K = K_1 = K_2$. This case is treated in detail in Sec. 8.
3. THE DETECTION CRITERION

Suppose that it is possible to measure the output $\overline{w}(T)$ of the system of Fig. 1 when the input is unmodulated noise. A large number of such measurements will have an average and a mean square fluctuation given by the ensemble average $\langle \overline{w}(T) \rangle_n$ and the variance

$$\sigma_n^2 = \langle \overline{w}^2(T) \rangle_n - \langle \overline{w}(T) \rangle_n^2$$

(3.1)

Similarly, a large number of measurements of the output when the input is amplitude modulated noise will have mean value $\langle \overline{w}(T) \rangle_{mn}$ and variance

$$\sigma_{mn}^2 = \langle \overline{w}^2(T) \rangle_{mn} - \langle \overline{w}(T) \rangle_{mn}^2$$

(3.2)

The subscript $n$ on a quantity is to indicate that the quantity is to be evaluated under the assumption that the input to the system is unmodulated noise, while the subscript $mn$ will be used to indicate that the quantity is to be evaluated under the assumption that the input is amplitude modulated noise.

Under the assumption that the observations are independent, the difference $\Delta(T)$ of the observed outputs in the two cases,

$$\Delta(T) = \overline{w}(T)_{mn} - \overline{w}(T)_n$$

(3.3)

will have mean value $\langle \Delta(T) \rangle = \langle \overline{w}(T) \rangle_{mn} - \langle \overline{w}(T) \rangle_n$ and variance equal to $\sigma_{mn}^2 + \sigma_n^2$. Using the statistical theory of testing hypotheses, if the probability distribution of $\Delta(T)$ is known, by testing the hypothesis that $\langle \Delta(T) \rangle = 0$ one can detect the presence or the absence of signal. To any preassigned probability $p$ one can find a number, $K$, such that

$$|\Delta(T)| \leq K \left[ \sigma_{mn}^2 + \sigma_n^2 \right]^{1/2}$$

(3.4)

with probability $p$. As the detection process, one then adopts the
It is presumed that the larger $D(T)$ is for a given detection system, the better will be the system's performance, and the more likely it will be to detect the presence of signal.

In many cases, it can be assumed that the fluctuation term for the case of signal and noise in the input is roughly equal to the fluctuation term $\sigma_n^2$ for the case of noise alone in the input. We then have for the detection criterion

$$D(T) = \frac{\langle \tilde{w}(T) \rangle_{mn} - \langle \tilde{w}(T) \rangle_{n}}{\left[\sigma_{mn}^2 + \sigma_n^2\right]^{1/2}}$$

(3.5)

Motivated by the foregoing considerations, we therefore adopt as our detection criterion, denoted by $D(T)$, the following ratio:

$$D(T) = \frac{\langle \tilde{w}(T) \rangle_{mn} - \langle \tilde{w}(T) \rangle_{n}}{\sqrt{\sigma_n}}$$

(3.6)

In view of assumption (1.5), one could show that $\sigma_{mn}$ is roughly equal to $\sigma_n$, and we therefore use Eq. (3.6) for the detection criterion.

We now turn our attention to the problem of expressing $D(T)$ in terms of the statistics of the noise and of the modulating function. This problem is solved in several stages, as follows.

In Sec. 4, we express $D(T)$ for large $T$ in terms of the cross-correlation, $\rho(\tau)$, of the outputs, $\bar{v}_1(t)$ and $\bar{v}_2(t)$, after the second filters, and the autocorrelation, $R_w(\tau)$, of the output, $w(t)$, of the multiplier. We also obtain a similar, but more complicated, expression for $D(T)$ for small $T$.
In Sec. 5, the cross-correlation, $\rho_n(\tau)$, is computed under two different assumptions. First, it is computed under the assumption that the input of the system is unmodulated stationary Gaussian noise, in which case we denote it by $\rho_n(\tau)$. Since the stationary character of Gaussian noise is preserved after passage through non-linear devices, it holds that

$$\rho_n(\tau) = \left[ \langle \overline{v}_1(t) \overline{v}_2(t + \tau) \rangle_{TAV} \right]_n \tag{3.7}$$

Second, $\rho(\tau)$ is computed under the assumption that the input, $u(t)$, is amplitude-modulated noise. In this case, we denote it by $\rho_{mn}(\tau)$.

Thus,

$$\rho_{mn}(\tau) = \left[ \langle \overline{v}_1(t) \overline{v}_2(t + \tau) \rangle_{TAV} \right]_{mn} \tag{3.8}$$

In Sec. 6, the autocorrelation, $R_w(\tau)$, is computed under the assumption that the input is noise. We have therefore

$$R_w(\tau) = \left[ \langle w(t) w(t + \tau) \rangle_{TAV} \right]_n \tag{3.9}$$

Finally, in Sec. 7, the results of the preceding sections are combined to yield the required expression for $D(T)$. 
4. LIMITING FORMS FOR THE DETECTION CRITERION

A Formula for $D^2(T)$

Since

$$\bar{w}(T) = \int_0^T w(t)dt = \int_0^T \bar{v}_1(t) \bar{v}_2(t) dt,$$  

(4.1)

it follows that

$$\langle \bar{w}(T) \rangle_n = \int_0^T \langle \bar{v}_1(t) \bar{v}_2(t) \rangle_n dt = T \rho_n(0),$$  

(4.2)

$$\langle \bar{w}(T) \rangle_{mn} = \int_0^T \langle \bar{v}_1(t) \bar{v}_2(t) \rangle_{mn} dt,$$  

(4.3)

$$\langle \bar{w}^2(T) \rangle_n = \int_0^T \int_0^T dt dt' \langle w(t) w(t') \rangle_n$$  

$$= \int_0^T \int_0^T dt dt' R_w(t'-t) = 2 \int_0^T d\tau R_w(\tau) (T-\tau).$$

Therefore,

$$\langle \bar{w}^2(T) \rangle_n - \langle \bar{w}(T) \rangle_n^2 = 2 \int_0^T d\tau R_w(\tau) (T-\tau)$$  

(4.5)

$$- [T \rho_n(0)]^2 = 2 \int_0^T d\tau [R_w(\tau) - \rho_n^2(0)] (T-\tau).$$

Consequently we may write for $D^2(T)$:

$$\frac{2 D^2(T)}{T} = \frac{\left\{ \frac{1}{T} \int_0^T \langle \bar{v}_1(t) \bar{v}_2(t) \rangle_{mn} dt - \rho_n(0) \right\}^2}{2 \int_0^T \left[ R_w(\tau) - \rho_n^2(0) \right] d\tau}.$$  

(4.6)
The Limit for \( T \) Large

If the noise, \( y(t) \), has a continuous power spectrum \( G_y(\omega) \), as we assume to be the case, then it will be shown in Sec. 6 that the power spectrum \( G_w(\omega) \) of the output of the multiplier (when the input is noise) will also be continuous except for a dc delta-function term equal to \( 2 \rho_n^2(0) \). We therefore define

\[
G'_w(\omega) = G_w(\omega) - 2 \rho_n^2(0) \delta(\omega)
\]

(4.7)

to denote the continuous power spectrum of the output \( w(t) \) of the multiplier.

The autocorrelation, \( R'_w(\tau) \), corresponding to \( G'_w(\omega) \) is then given by

\[
R'_w(\tau) = R_w(\tau) - \rho_n^2(0).
\]

(4.8)

\( R'_w(\tau) \), unlike \( R_w(\tau) \), has a finite integral from 0 to \( \infty \). By the Wiener-Khintchine theorem, it follows that

\[
G'_w(0) = \frac{2}{\pi} \int_0^\infty R'_w(\tau) \, d\tau = \frac{2}{\pi} \int_0^\infty [R_w(\tau) - \rho_n^2(0)] \, d\tau
\]

(4.9)

Let us now pass to the limit, as \( T \to \infty \), in (4.6). By definition, the first term of the numerator tends to \( \rho_{mn}(0) \). From the fact that \( R'_w(\tau) \) is integrable it follows that the denominator tends to \( \pi G'_w(0) \).

We therefore obtain that

\[
\lim_{T \to \infty} 2 \frac{\mathcal{D}^2(T)}{T} = \frac{[\rho_{mn}(0) - \rho_n(0)]^2}{\pi G'_w(0)}
\]

(4.10)
Thus for $T$ large, we have approximately

$$D(T) = \sqrt{T} \frac{\rho_{m}(0) - \rho_{n}(0)}{[2\pi G_{w}(0)]^{1/2}}.$$  \hspace{1cm} (4.11)

Thus the detection ratio increases with the square root of the integration time. In other words, in order to double the detectability of a weak signal in the presence of noise, it is necessary to quadruple the integration time.

**The Limit for $T$ Small**

For $T$ small, the denominator of Eq. (4.6) is approximately $T \left[ R_{w}(0) - \rho_{n}^{2}(0) \right]$. However, there is no simple expression for the first term of the numerator, unless the signal is stationary, when the integration is no longer necessary. We therefore can only obtain the formal expression

$$\lim_{T \to 0} 2 D^{2}(T) = \frac{\lim_{T \to 0} \frac{1}{T} \int_{0}^{T} \bar{g}(t) \bar{r}(t) dt - \rho_{n}(0)}{R_{w}(0) - \rho_{n}^{2}(0)}.$$  \hspace{1cm} (4.12)

In Sec. 5, we will show how the first term in the numerator of Eq. (4.12) may be evaluated if we possess a knowledge of the complete statistics of $g(t)$; that is, if we know the mean value function

$$\mu_{g}(t) = \langle g(t) \rangle.$$  \hspace{1cm} (4.13)

and the covariance function

$$\Gamma_{g}(t_{1}, t_{2}) = \langle g(t_{1}) g(t_{2}) \rangle.$$  \hspace{1cm} (4.14)

It may be noted that the assumptions we have already made on $g(t)$ may be written

$$0 = \left[ \mu_{g}(t) \right]_{TAv} \hspace{1cm} (4.15)$$

$$R_{g}(\tau) = \left[ \Gamma_{g}(t, t+\tau) \right]_{TAv} \hspace{1cm} (4.16)$$
5. CROSS-CORRELATION BEFORE THE MULTIPLIER

In this section, we compute $\rho_n(\tau)$ and $\rho_{mn}(\tau)$. We make the convention that all integrals which are taken from $-\infty$ to $\infty$ are to be written without the limits of integration. Since

$$\nabla_1(t) = \int d \xi \ k_1(\xi) \int d \alpha_1 \ d \alpha_2 \ h_1(\alpha_1) \ h_2(\alpha_2) \ u(t-\alpha_1-\xi) u(t-\alpha_2-\xi)$$

(5.1)

$$\nabla_2(t+\eta) = \int d \eta \ k_2(\eta) \int d \beta_1 \ d \beta_2 \ h_1(\beta_1) h_2(\beta_2) u(t+\eta-\beta_1) u(t+\eta-\beta_2)$$

(5.2)

it follows that

$$\rho_n(\tau) = \int \langle F_i[y(t)] \rangle$$

(5.3)

$$\rho_{mn}(\tau) = \int \langle F_i[y(t)] \rangle \langle F_i[1+mg(t)] \rangle_{TAv}$$

(5.4)

where for brevity we use the single primed integral sign $\int'$ to denote the six fold integration,

$$\int \int \int \int \int \int d \xi d \eta \ k_1(\xi) k_2(\eta) \int \int d \alpha_1 d \alpha_2 d \beta_1 d \beta_2 h_1(\alpha_1) h_2(\alpha_2) h_1(\beta_1) h_2(\beta_2)$$

(5.5)

and for a function $f(t)$, we define the notation $F_i[f(t)]$ by

$$F_i[f(t)] = \int (t-\alpha_1-\xi) f(t-\alpha_2-\xi) f(t+\eta-\beta_1) f(t+\eta-\beta_2)$$

(5.6)

In Eq. (5.4), we have used the formula

$$\langle F_i[y(t)] F_i[1+mg(t)] \rangle_{TAv} = \langle F_i[y(t)] \rangle \langle F_i[1+mg(t)] \rangle_{TAv}$$

(5.7)

which follows from the statistical independence of $y(t)$ and $g(t)$, and the stationary nature of $y(t)$. 
We henceforth drop the subscript $y$ in writing the autocorrelation and power spectrum of $y(t)$. Since $y(t)$ is Gaussian, we may express the four fold ensemble average $\langle F_1[y(t)] \rangle$ in terms of the autocorrelation $R(\tau)$ of $y(t)$ by means of Eq. (A7) given in the Appendix. We thus obtain

$$\langle F_1[y(t)] \rangle = R(\alpha_1 - \alpha_2) R(\beta_1 - \beta_2)$$

$$+ R(\tau + \alpha_1 + \xi - \beta_1 - \eta) R(\tau + \alpha_2 + \xi - \beta_2 - \eta)$$

$$+ R(\tau + \alpha_1 + \xi - \beta_2 - \eta) R(\tau + \alpha_2 + \xi - \beta_1 - \eta).$$

$F_1[1 + mg(t)]$ is easily expanded in powers of $m$, and we obtain

$$F_1[1 + mg(t)] = 1$$

$$+ m \left\{ g(t - \alpha_1 - \xi) + g(t - \alpha_2 - \xi) + g(t + \tau - \beta_1 - \eta) + g(t + \tau - \beta_2 - \eta) \right\}$$

$$+ m^2 \left\{ g(t - \alpha_1 - \xi) g(t - \alpha_2 - \xi) + g(t - \alpha_1 - \xi) g(t + \tau - \beta_1 - \eta)$$

$$+ g(t - \alpha_2 - \xi) g(t + \tau - \beta_2 - \eta) + g(t - \alpha_2 - \xi) g(t + \tau - \beta_1 - \eta)$$

$$+ g(t - \alpha_2 - \xi) g(t + \tau - \beta_2 - \eta) + g(t + \tau - \beta_2 - \eta) g(t + \tau - \beta_1 - \eta) \right\}$$

$$+ m^3 \left\{ g(t - \alpha_1 - \xi) g(t - \alpha_2 - \xi) g(t + \tau - \beta_1 - \eta)$$

$$+ g(t - \alpha_1 - \xi) g(t - \alpha_2 - \xi) g(t + \tau - \beta_2 - \eta)$$

$$+ g(t - \alpha_2 - \xi) g(t + \tau - \beta_1 - \eta) g(t + \tau - \beta_2 - \eta)$$

$$+ g(t - \alpha_2 - \xi) g(t + \tau - \beta_1 - \eta) g(t + \tau - \beta_2 - \eta) \right\}$$

$$+ m^4 \left\{ g(t - \alpha_1 - \xi) g(t - \alpha_2 - \xi) g(t + \tau - \beta_1 - \eta) g(t + \tau - \beta_2 - \eta) \right\}. $$
Upon taking the time-ensemble average, we obtain

\[
\langle F_{1} [1+mg(t)] \rangle_{TAW} = 1 + m^2 \left\{ R_{g} (\alpha_{1} - \alpha_{2}) + R_{g} (\beta_{1} - \beta_{2}) + R_{g} (\tau + \alpha_{1} + \beta_{2} - \alpha_{2} - \beta_{1}) \right.
\]
\[+ R_{g} (\tau + \alpha_{1} + \beta_{2} - \alpha_{2} - \beta_{1}) + R_{g} (\tau + \alpha_{1} + \beta_{2} - \alpha_{2} - \beta_{1}) \right\}
\]
\[+ m^4 \left\{ g(t - \alpha_{1} - \beta_{2}) g(t - \alpha_{1} - \beta_{2}) g(t + \tau - \beta_{1} - \eta) g(t + \tau - \beta_{2} - \eta) \right\}_{TAW}
\]

The terms in \( m \) and \( m^3 \) vanish, because it has been assumed that all time-ensemble averages of odd powers of \( g(t) \) vanish. In what follows, we may also ignore the term in Eq. (5.10) involving \( m^4 \), since we assume that the fourth order time-ensemble average of \( g(t) \) is of the order of \( R_{g}^2(0) \). Consequently, the term in Eq. (5.8) involving \( m^4 \) is of the order of \( \left[ m^2 R_{g}(0) \right]^2 \), and this term may be dropped in view of the discussion in Sec. 1.

In view of Eqs. (5.10), (5.8), (5.4), and (5.3), we could now write an expression for \( \rho_{n}(\tau) \) and for \( \rho_{mn}(\tau) \) in terms of the modulating index, \( m \), the autocorrelation functions, \( R(\tau) \) and \( R_{g}(\tau) \), and the filter impulse functions, \( h_{1}(\alpha) \), \( h_{2}(\beta) \), \( k_{1}(\frac{\tau}{2}) \), \( k_{2}(\eta) \). However, it is more convenient to express the cross-correlation, \( \rho(\tau) \), in terms of the power spectra, \( G(\omega) \) and \( G_{g}(\omega) \), and the filter transfer functions, \( H_{1}(\omega) \), \( H_{2}(\omega) \), \( K_{1}(\omega) \), and \( K_{2}(\omega) \). To do this, Eqs. (5.10) and (5.8) are substituted in Eqs. (5.4) and (5.3). In the resulting expression, \( R(\tau) \) and \( R_{g}(\tau) \) are replaced by the Fourier integrals which relate them to \( G(\omega) \) and \( G_{g}(\omega) \), given by Eq. (A6) of the Appendix. By interchanging these Fourier integrals with the integrals indicated in Eq. (5.5), and performing the latter integrations, we obtain the following expressions for \( \rho_{n}(\tau) \) and \( \rho_{mn}(\tau) \), where an asterisk, *, denotes a complex conjugate. In deriving these formulas, we have
made use of the facts that a spectral density is an even function of its argument, while any filter transfer function, say $H$, is Hermitian; that is $H(-\omega) = H^*(\omega)$.

\[
4 \rho_m(\tau) = K_1(0) K_2(0) \int dw_1 G(w_1) |H_1(w_1)|^2 \int dw_2 G(w_2) |H_2(w_2)|^2 \\
+ 2 \iint dw_1 dw_2 e^{i\tau(w_1+w_2)} G(w_1) G(w_2) H_1(w_1) H_2^*(w_2) \\
H_1(w_2) H_2^*(w_1) K_1(w_1+w_2) K_2^*(w_1+w_2)
\]

(5.11)

\[
4 \rho_{mn}(\tau) = K_1(0) K_2(0) \left\{ \int dw_1 G(w_1) |H_1(w_1)|^2 \int dw_2 G(w_2) |H_2(w_2)|^2 \\
+ \frac{1}{2} m^2 \int dw_1 G(w_1) |H_1(w_1)|^2 \int dv G_\gamma(v) \int dw_2 G(w_2) |H_2(w_2)|^2 \\
+ \frac{1}{2} m^2 \int dw_2 G(w_2) |H_2(w_2)|^2 \int dv G_\gamma(v) \int dw_1 G(w_1) |H_1(w_1)|^2 \right\}
\]

(5.12)

\[
+ 2 \iint dw_1 dw_2 e^{i\tau(w_1+w_2)} G(w_1) G(w_2) H_1(w_1) H_2^*(w_2) \\
H_1(w_2) H_2^*(w_1) K_1(w_1+w_2) K_2^*(w_1+w_2)
\]

\[
+ 2 m^2 \int dv G_\gamma(v) e^{i\gamma \tau} K_1(v) K_2^*(v) \\
\int dw_1 G(w_1) H_1^*(w_1) H_1(w_1+v) \int dw_2 G(w_2) H_2^*(w_2) H_2(w_2-v)
\]

\[
+ m^2 \int dv G_\gamma(v) \iint dw_1 dw_2 G(w_1) G(w_2) e^{i\tau(w_1+w_2)} \\
H_1(w_1+v) H_2^*(w_1) H_1(w_2-v) H_2^*(w_2) K_1(w_1+w_2) K_2^*(w_1+w_2)
\]

\[
+ m^2 \int dv G_\gamma(v) \iint dw_1 dw_2 G(w_1) G(w_2) e^{i\tau(w_1+w_2)} \\
H_1(w_1) H_2^*(w_2-v) H_1(w_2) H_2^*(w_1+v) K_1(w_1+w_2) K_2^*(w_1+w_2)
\]

\[
+ 2 m^2 \int dv G_\gamma(v) e^{i\gamma \tau} \iint dw_1 dw_2 G(w_1) G(w_2) e^{i\tau(w_1+w_2)} \\
H_1(w_1+v) H_2^*(w_1+v) H_1(w_2) H_2^*(w_2) K_1(w_1+w_2+v) K_2^*(w_1+w_2+v)
\]

\[
+ 2 m^2 \int dv G_\gamma(v) e^{i\gamma \tau} \iint dw_1 dw_2 G(w_1) G(w_2) e^{i\tau(w_1+w_2)} \\
H_1(w_1+v) H_2^*(w_1) H_1(w_2) H_2^*(w_2+v) K_1(w_1+w_2+v) K_2^*(w_1+w_2+v)
\]
The reader should observe that all the foregoing integrals are real valued quantities.

Later, we will assume that \( K_1(0) = 0 = K_2(0) \). Therefore, we have written the foregoing expressions for \( \rho_n(\tau) \) and \( \rho_{mn}(\tau) \) in such a way as to make evident the form they assume in this case.

To conclude this section, we indicate how, with a knowledge of the mean value function Eq. (4.13) and the covariance function Eq. (4.14) of \( g(t) \), one is able to evaluate the quantity

\[
\lim_{T \to 0} \frac{1}{T} \int_0^T \langle \overline{v}_1(t) \overline{v}_2(t) \rangle_{mn} \, dt
\]

required in Eq. (4.12). Using the methods of this section, it is evident that Eq. (5.13) is equal to

\[
\int' \langle F_1[y(t)] \rangle \lim_{T \to 0} \frac{1}{T} \int_0^T \langle F_1[1 + mg(t)] \rangle.
\]

Using the expansion of \( F_1[1 + mg(t)] \) given by Eq. (5.9), it is easily seen that, up to terms in \( m^2 \),

\[
\lim_{T \to 0} \frac{1}{T} \int_0^T \langle F_1[1 + mg(t)] \rangle = 1
\]

+ \( m \left\{ \mu_2(-\alpha_2, \xi) + \mu_2(-\alpha_2, \xi) + \mu_3(\tau - \beta_1, \eta) + \mu_3(\tau - \beta_2, \eta) \right\} \)

+ \( m^2 \left\{ \Gamma_3(-\alpha_1, \xi, -\alpha_2, \xi) + \Gamma_3(\tau - \beta_1, \eta, \tau - \beta_2, \eta) \\
+ \Gamma_3(-\alpha_1, \xi, \tau - \beta_1, \eta) + \Gamma_3(-\alpha_1, \xi, \tau - \beta_2, \eta) \\
+ \Gamma_3(-\alpha_2, \xi, \tau - \beta_1, \eta) + \Gamma_3(-\alpha_2, \xi, \tau - \beta_2, \eta) \right\} \).
It is clear that if \( g(t) \) is a zero mean stationary random time function, then the right hand side of Eq. (5.15) is equal to the right hand side of Eq. (5.10).

Using Eq. (5.15) and Eq. (5.8), one could write an expression for Eq. (5.14) similar to that written for Eq. (5.4) in Eq. (5.12). However, for the present, we leave this computation as it is.
6. AUTOCORRELATION AFTER THE MULTIPLIER

In this section, we compute

\[ R_w(\tau) = \langle \overline{v}(t) \overline{v}(t) \overline{v}(t+\tau) \overline{v}(t+2\tau) \rangle_n \]  

(6.1)

the autocorrelation of the output of the multiplier when the input is unmodulated stationary Gaussian noise. Using the same approach as in the previous section, we write

\[ R_w(\tau) = \int^\infty \langle F_2 [y(t)] \rangle \]

(6.2)

where for brevity we use the double-primed integral sign \( \int^\infty \) to denote the twelve fold integration

\[
\int \int \int \int d\xi_1 d\xi_2 d\eta_1 d\eta_2 k_1(\xi_1) k_1(\xi_2) k_2(\eta_1) k_2(\eta_2)
\]

(6.3)

\[
\int \int \int \int \int \int d\alpha_1 d\alpha_2 d\alpha_3 d\alpha_4 h_1(\alpha_1) h_1(\alpha_2) h_1(\alpha_3) h_1(\alpha_4)
\]

\[
\int \int \int \int \int \int d\beta_1 d\beta_2 d\beta_3 d\beta_4 h_2(\beta_1) h_2(\beta_2) h_2(\beta_3) h_2(\beta_4)
\]

and we define the notation \( F_2 [y(t)] \) to mean

\[
y(t-\xi_1) y(t-\xi_2) y(t+\tau-\eta_1) y(t+\tau-\eta_2)
\]

(6.4)

\[
y(t-\alpha_1) y(t-\alpha_2) y(t+\tau-\beta_1) y(t+\tau-\beta_2)
\]

\[
y(t-\beta_3) y(t-\beta_4)
\]

Now \( \langle F_2 [y(t)] \rangle \) is an eight fold average of a Gaussian random function. Consequently, by Eq. (A7) of the Appendix, it may be expressed as the sum of 105 terms, each term a product of four
two fold averages. It is easy, although tedious, to enumerate these terms. It is found that, if we assume that
\[ K_1(0) = 0 = K_2(0) , \]  
then 45 of these terms vanish when the integrations indicated by Eq. (6.3) are performed. By the same method as used in the previous section, the remaining 60 terms can be expressed in terms of the power spectra \( G(\omega) \) and \( G_e(\omega) \), and the filter transfer functions \( H_1(\omega) \), \( H_2(\omega) \), \( K_1(\omega) \), and \( K_2(\omega) \). We finally obtain the following expression for \( R_w(\tau) \).

\[
R_w(\tau) = \begin{align*}
4 & \left\{ \iint d\omega_1 d\omega_2 G(\omega_1) G(\omega_2) H_1(\omega_1) H_2^*(\omega_2) H_1(\omega_2) H_2^*(\omega_1) K_1(\omega_1 + \omega_2) K_2^*(\omega_1 + \omega_2) \right. \\
+ 4 & \left\{ \iint d\omega_1 d\omega_2 d\omega_3 d\omega_4 G(\omega_1) G(\omega_2) G(\omega_3) G(\omega_4) e^{i\tau(\omega_1 + \omega_2 + \omega_3 + \omega_4)} \\
& \left. \left| H_1(\omega_1) \right|^2 \left| H_2(\omega_2) \right|^2 \left| H_3(\omega_3) \right|^2 \left| H_4(\omega_4) \right|^2 \left| K_1(\omega_1 + \omega_2) \right|^2 \left| K_2(\omega_1 + \omega_2) \right|^2 \right. \\
+ 4 & \left\{ \iint d\omega_1 d\omega_2 d\omega_3 d\omega_4 G(\omega_1) G(\omega_2) G(\omega_3) G(\omega_4) e^{i\tau(\omega_1 + \omega_2)} \\
& \left. \left| H_1(\omega_1) \right|^2 \left| H_2(\omega_2) \right|^2 \left| H_3(\omega_3) \right|^2 \left| H_4(\omega_4) \right|^2 \left| K_1(\omega_1 + \omega_2) \right|^2 \left| K_2(\omega_1 + \omega_2) \right|^2 \right. \\
+ 4 & \left\{ \iint d\omega_1 d\omega_2 d\omega_3 d\omega_4 G(\omega_1) G(\omega_2) G(\omega_3) G(\omega_4) e^{i\tau(\omega_1 + \omega_2 + \omega_3 + \omega_4)} \\
& \left. \left| H_1(\omega_1) \right|^2 \left| H_2(\omega_2) \right|^2 \left| H_3(\omega_3) \right|^2 \left| H_4(\omega_4) \right|^2 \left| K_1(\omega_1 + \omega_2) \right|^2 \left| K_2(\omega_1 + \omega_2) \right|^2 \right. \\
+ 4 & \left\{ \iint d\omega_1 d\omega_2 d\omega_3 d\omega_4 G(\omega_1) G(\omega_2) G(\omega_3) G(\omega_4) e^{i\tau(\omega_1 + \omega_2)} \\
& \left. \left| H_1(\omega_1) \right|^2 \left| H_2(\omega_2) \right|^2 \left| H_3(\omega_3) \right|^2 \left| H_4(\omega_4) \right|^2 \left| K_1(\omega_1 + \omega_2) \right|^2 \left| K_2(\omega_1 + \omega_2) \right|^2 \right. \\
+ 4 & \left\{ \iint d\omega_1 d\omega_2 d\omega_3 d\omega_4 G(\omega_1) G(\omega_2) G(\omega_3) G(\omega_4) e^{i\tau(\omega_1 + \omega_2 + \omega_3 + \omega_4)} \\
& \left. \left| H_1(\omega_1) \right|^2 \left| H_2(\omega_2) \right|^2 \left| H_3(\omega_3) \right|^2 \left| H_4(\omega_4) \right|^2 \left| K_1(\omega_1 + \omega_2) \right|^2 \left| K_2(\omega_1 + \omega_2) \right|^2 \right. \\
+ 4 & \left\{ \iint d\omega_1 d\omega_2 d\omega_3 d\omega_4 G(\omega_1) G(\omega_2) G(\omega_3) G(\omega_4) e^{i\tau(\omega_1 + \omega_2)} \\
& \left. \left| H_1(\omega_1) \right|^2 \left| H_2(\omega_2) \right|^2 \left| H_3(\omega_3) \right|^2 \left| H_4(\omega_4) \right|^2 \left| K_1(\omega_1 + \omega_2) \right|^2 \left| K_2(\omega_1 + \omega_2) \right|^2 \right. \\
+ 4 & \left\{ \iint d\omega_1 d\omega_2 d\omega_3 d\omega_4 G(\omega_1) G(\omega_2) G(\omega_3) G(\omega_4) e^{i\tau(\omega_1 + \omega_2 + \omega_3 + \omega_4)} \\
& \left. \left| H_1(\omega_1) \right|^2 \left| H_2(\omega_2) \right|^2 \left| H_3(\omega_3) \right|^2 \left| H_4(\omega_4) \right|^2 \left| K_1(\omega_1 + \omega_2) \right|^2 \left| K_2(\omega_1 + \omega_2) \right|^2 \right. \\

\end{align*}
7. COMPUTATION OF THE DETECTION CRITERION

In view of Eq. (4.11), the detection criterion \( D(T) \) is known for \( T \) large as soon as we know

\[
\rho_{mn}(0) - \rho_n(0) \quad (7.1)
\]

and

\[
2\pi G'_w(0) \quad (7.2)
\]

These quantities may now be expressed in terms of the characteristics of the filters and the statistics of the input noise and modulating function.

From Eqs. (5.11) and (5.12), and the assumption Eq. (6.5), it follows that

\[
\rho_{mn}(0) - \rho_n(0) = \frac{1}{2} m^2 \int d\gamma G_g(\gamma) K_1(\gamma) K_2^*(\gamma) \int d\omega_1 G(\omega_1) H_1^*(\omega_1) H_1(\omega_1+\gamma)
\]

\[
\int d\omega_2 G(\omega_2) H_2^*(\omega_2) H_2(\omega_2+\gamma)
\]

\[
+ \frac{1}{4} m^2 \int d\gamma G_g(\gamma) \int \int d\omega_1 d\omega_2 G(\omega_1) G(\omega_2) H_1(\omega_1+\gamma) H_2^*(\omega_1+\omega_1)
\]

\[
H_1(\omega_1+\omega_1) H_2^*(\omega_1+\omega_2)
\]

\[
+ \frac{1}{4} m^2 \int d\gamma G_g(\gamma) \int \int d\omega_1 d\omega_2 G(\omega_1) G(\omega_2) H_1(\omega_1) H_2^*(\omega_1-\omega_1)
\]

\[
H_1(\omega_1) H_2^*(\omega_1+\omega_1) K_1(\omega_1+\omega_1) K_2^*(\omega_1+\omega_2)
\]

\[
+ \frac{1}{2} m^2 \int d\gamma G_g(\gamma) \int \int d\omega_1 d\omega_2 G(\omega_1) G(\omega_2) H_1(\omega_1+\gamma) H_2^*(\omega_1+\omega_1)
\]

\[
H_1(\omega_2) H_2^*(\omega_2) K_1(\omega_1+\omega_2) K_2^*(\omega_1+\omega_2+\gamma)
\]

\[
+ \frac{1}{2} m^2 \int d\gamma G_g(\gamma) \int \int d\omega_1 d\omega_2 G(\omega_1) G(\omega_2) H_1(\omega_1+\gamma) H_2^*(\omega_1)
\]

\[
H_1(\omega_2) H_2^*(\omega_2+\gamma) K_1(\omega_1+\omega_2+\gamma) K_2^*(\omega_1+\omega_2+\gamma)
\]
It is immediately seen from Eq. (5.11) that, under the assumption Eq. (6.5), the first term in the expression Eq. (6.6) for \( R_w(\tau) \) is equal to \( p_n^2(0) \). Therefore \( R'_w(\tau) \) is given by the other terms of Eq. (6.6). By integrating these terms with respect to \( \tau \) from \(-\alpha\) to \( \alpha\), we obtain the following expression.

\[
2\pi G_w(0) = 4\pi \tag{7.4}
\]

\[
\left\{ \frac{i}{4} \int d\mu \left| K_1(\mu) \right|^2 \left| K_2(\mu) \right|^2 \int d\omega_1 G(\omega) G(\omega+\mu) \left| H_1(\omega) \right|^2 \left| H_1(\omega+\mu) \right|^2 \\
\int d\omega_2 G(\omega_2) G(\omega_2+\mu) \left| H_2(\omega_2) \right|^2 \left| H_2(\omega_2+\mu) \right|^2 \\
+ \frac{i}{4} \int d\mu \left\{ K_1^*(\mu) K_2(\mu) \right\}^2 \left\{ \int d\omega G(\omega) G(\omega+\mu) H_1(\omega) H_2^*(\omega) \right\}^2 \\
H_1^*(\omega+\mu) H_2(\omega+\mu) \right\}^2 \\
+ i \int d\mu \left| G(\mu) \right|^2 \left| H_1(\mu) \right|^2 \left| H_2(\mu) \right|^2 \\
\int d\omega K_1(\omega) K_2^*(\omega) G(\omega+\mu) H_1(\omega+\mu) H_2^*(\omega+\mu) \right\}^2 \\
+ i \int d\mu \left| G(\mu) \right|^2 \left\{ H_1^*(\mu) H_2(\mu) \right\}^2 \\
\int d\omega K_1(\omega) K_2^*(\omega) G(\omega+\mu) H_1(\omega+\mu) H_2^*(\omega+\mu) \right\}^2 \\
+ \sum \int d\mu K_1^*(\mu) K_2(\mu) \int d\omega_1 d\omega_2 G(\omega_1) G(\omega_1+\mu) G(\omega_2) G(\omega_2+\mu) \\
\left| H_1(\omega_1) \right|^2 \left| H_2(\omega_1+\mu) \right|^2 \left| H_1(\omega_2) \right|^2 \left| H_2(\omega_2+\mu) \right|^2 \\
K_1^*(\omega_1+\omega_2+\mu) K_2^*(\omega_1+\omega_2+\mu) \right\} 
\]
From the above results, we may immediately obtain the detection criterion \( D(T) \) for the system of Fig. 2 by setting \( H_1(\omega) = H_2(\omega) = H(\omega) \) and \( K_1(\omega) = K_2(\omega) = K(\omega) \). \( D(T) \) for \( T \) large is still given by Eq. (4.11), but now the terms on the right hand side of Eq. (4.11) may be expressed as follows:

\[
\rho_{m\eta}(0) - \rho_{\eta}(0) =
\]

\[
\frac{1}{2} m^2 \int d\nu \ G_\phi(\nu) \ |K(\nu)|^2 \left| \int d\omega \ G(\omega) \ H^*(\omega) \ H(\omega+\nu) \right|^2
\]

\[
+ \frac{1}{2} m^2 \int d\nu \ G_\phi(\nu) \ \int d\omega_1 \ d\omega_2 \ G(\omega_1) \ G(\omega_2) \ H^*(\omega_1) \ H(\omega_1+\nu) \ H^*(\omega_2) \ H(\omega_2+\nu) \ |K(\omega_1+\omega_2+\nu)|^2
\]

\[
+ \frac{1}{2} m^2 \int d\nu \ G_\phi(\nu) \ \int d\omega_1 \ d\omega_2 \ G(\omega_1) \ G(\omega_2) \ H^*(\omega_1) \ H(\omega_1+\nu) \ H(\omega_2) \ H^*(\omega_2+\nu) \ |K(\omega_1+\omega_2+\nu)|^2
\]

\[
2\pi \ G_{\phi}\nu(v) =
\]

\[
\left\{ 2 \pi \right\} \left\{ \frac{1}{2} \int d\mu \ |K(\mu)|^4 \left[ \int d\omega \ G(\omega) \ G(\omega+\mu) \ |H(\omega)|^2 \ |H(\omega+\mu)|^2 \right]^2
\]

\[
+ 2 \int d\mu \ |G(\mu)|^2 \ |H(\mu)|^4 \left[ \int d\omega \ |K(\omega)|^2 \ G(\omega+\mu) \ |H(\omega+\mu)|^2 \right]^2
\]

\[
+ \int d\mu \ |K(\mu)|^2 \ \int d\omega_1 \ d\omega_2 \ G(\omega_1) \ G(\omega_2) \ G(\omega_1+\mu) \ G(\omega_2+\mu) \ |H(\omega_1)|^2 \ |H(\omega_1+\mu)|^2 \ |H(\omega_2)|^2 \ |H(\omega_2+\mu)|^2 \ |K(\omega_1+\omega_2+\mu)|^2 \right}\}
To illustrate these results, let us compute $D(T)$ for the system of Fig. 2. For mathematical convenience, let us assume that, up to phase factors, the filter transfer functions $H(\omega)$ and $K(\omega)$ are given by Gaussian functions, as follows:

\[ H(\omega) = \exp[-\frac{1}{2} \left( \frac{\omega - \Omega_1}{\sigma_1} \right)^2] + \exp[-\frac{1}{2} \left( \frac{\omega + \Omega_1}{\sigma_1} \right)^2] \]  
\( \quad \) (8.1)

\[ K(\omega) = \exp[-\frac{1}{2} \left( \frac{\omega - \Omega_2}{\sigma_2} \right)^2] + \exp[-\frac{1}{2} \left( \frac{\omega + \Omega_2}{\sigma_2} \right)^2] \]  
\( \quad \) (8.2)

While not physically realizable, Gaussian snapped filters are often good approximations, for mathematical purposes, of actual filters. Under this assumption, the evaluation of the integrals in Eqs. (7.5) and (7.6) is much simpler than it would be otherwise, for we may use the following useful formula for the product of two Gaussian factors:

\[ \exp[-\frac{1}{2} \left( \frac{\omega - \Omega_1}{\sigma_1} \right)^2] \exp[-\frac{1}{2} \left( \frac{\omega - \Omega_2}{\sigma_2} \right)^2] = \exp[-\frac{1}{2} \left( \frac{\omega - \Omega}{\sigma} \right)^2] \exp[-\frac{1}{2} \left( \frac{\omega - \Omega}{\sigma} \right)^2]\]  
\( \quad \) (8.3)

where

\[ \Omega = \frac{\Omega_1 \sigma_2^2 + \Omega_2 \sigma_1^2}{\sigma_1^2 + \sigma_2^2} \quad \text{and} \quad \sigma^2 = \frac{\sigma_1^2 \sigma_2^2}{\sigma_1^2 + \sigma_2^2} \]  
\( \quad \) (8.4)
It is easy to verify Eq. (8.3) by expanding both sides. From Eq. (8.3) it follows that

\[
\int d\omega \exp \left[ -\frac{1}{2} \left( \frac{\omega - \Omega_2}{\sigma_2} \right)^2 \right] \exp \left[ -\frac{1}{2} \left( \frac{\omega - \Omega_1}{\sigma_1} \right)^2 \right] = \sqrt{2\pi} \left[ \frac{\sigma_1^2 \sigma_2^2}{\sigma_1^2 + \sigma_2^2} \right]^{1/2} \exp \left[ -\frac{1}{2} \left( \frac{\Omega_1 - \Omega_2}{\sigma_1^2 + \sigma_2^2} \right)^2 \right]
\]  

(8.5)

For the signal power spectrum \( G_s(\omega) \), we will assume a Gaussian function centered at roughly the same point as is \( K(\omega) \).

\[
G_s(\omega) = P_g \frac{1}{\sqrt{2\pi}} \sigma_g^{-1} \exp \left[ -\frac{1}{2} \left( \frac{\omega - \Omega_g}{\sigma_g^2} \right)^2 \right] + \exp \left[ -\frac{1}{2} \left( \frac{\omega + \Omega_g}{\sigma_g^2} \right)^2 \right]
\]  

(8.6)

There is no difficulty, however, in treating any other form of signal spectrum.

The noise power spectrum \( G(\omega) \) is assumed to be flat and identically equal to a constant \( G \).

We assume that all cross-product terms may be ignored when these Gaussian functions are multiplied. We then have by Eq. (8.3) that

\[
H(\omega) H(\omega + \mu) = \exp \left[ -\frac{1}{2} \frac{\mu^2}{\sigma_H^2} \right]
\]

\[
\left\{ \exp \left[ -\frac{1}{2} \left( \frac{\omega + \Omega_g + \mu/2}{\sigma_H^2/2} \right)^2 \right] + \exp \left[ -\frac{1}{2} \left( \frac{\omega + \Omega_g - \mu/2}{\sigma_H^2/2} \right)^2 \right] \right\}
\]  

(8.7)
We also assume that
\[
\frac{\sigma_H^2}{\sigma_H^2 + \sigma_K^2 + \sigma_3^2} \approx 1, \quad \exp\left[-\left(\frac{\sigma_K}{\sigma_H}\right)^2\right] \approx 1.
\] (8.8)

There is now no difficulty in evaluating Eqs. (7.5) and (7.6). We obtain the following approximate expressions:

\[
\rho_{mn}(0) - \rho_n(0) =
4\pi^2 m^2 \frac{P_0}{g} g^2 \frac{\sigma_n^2}{\sigma_H^2} \left\{ \left[1 + \left(\frac{\sigma_K^2}{\sigma_H^2}\right)^2\right]^{-1/2} + \frac{3}{\sqrt{2}} \frac{\sigma_K}{\sigma_H} \right\}
\] (8.9)

\[
2\pi G_{wr}(0) =
2\pi (\sqrt{2\pi})^3 \frac{G}{\sigma_H^2} \frac{\sigma_n^2}{\sigma_K} \left\{ 1 + (4\sqrt{2} + 2) \frac{\sigma_K}{\sigma_H} \right\}
\] (8.10)

As a measure of the ratio of the bandwidth of the spectrum of the modulating function to the bandwidth of the power transfer functions \(|H(\omega)|^2\) and \(|K(\omega)|^2\) of the filters \(H\) and \(K\), define, respectively,

\[
R_H = \frac{\sigma_0}{\sigma_H} \sqrt{2}, \quad R_K = \frac{\sigma_0}{\sigma_K} \sqrt{2}.
\] (8.11)
Then, by means of Eq. (4.11), we have approximately,

\[
\begin{align*}
\frac{D^2(T)}{T} &= \frac{1}{\sqrt{\pi}} \left[ 2m^2 \sigma_q \right]^2 \frac{\sigma_H^2}{\sigma_p^2} \\
&= \frac{\left\{ R_K \left(1+R_K^2\right)^{-1/2} + \frac{3}{\sqrt{2}} R_H \right\}^2}{R_K + (4\sqrt{2} + 2) R_H}
\end{align*}
\]
9. EXTENSION TO THE INCLUSION OF BACKGROUND NOISE

It is of some interest to consider the problem of detecting the amplitude modulated noise in the presence of background noise.

We let $z(t)$ denote a stationary Gaussian random time function, with autocorrelation $R_z(t)$ and power spectrum $G_z(\omega)$. We assume $z(t)$ to be statistically independent of $y(t)$ and $g(t)$. Let

$$y_1(t) = y(t) + z(t).$$

Then $y_1(t)$ is a stationary Gaussian random time function with autocorrelation

$$R_1(t) = R_y(t) + R_z(t)$$

and power spectrum

$$G_1(\omega) = G_y(\omega) + G_z(\omega).$$

If the input of the system of Fig. 1 is $y_1(t)$, then the cross-correlation of the outputs before the multiplier (denoted by $\rho_{mn+b}(\tau)$) and the autocorrelation of the output after the multiplier, continue to be given by Eqs. (5.11) and (6.6), respectively, with the proviso that instead of $G(\omega)$ we read $G_1(\omega)$.

Next, let us consider the case where the input to the system of Fig. 1 is

$$u(t) = y(t) [1 + m g(t)] + z(t),$$

and let us compute the cross-correlation of the outputs before the multiplier, which we denote by $\rho_{mn+b}(\tau)$. In the notation of Sec. 5,

$$\rho_{mn+b}(\tau) = \left\langle F_1 \left[ u(t) \right] \right\rangle_{TAV}$$

(9.5)
Using the methods of Sec. 5, it may be shown that

\[ 4 \rho_{mn+b}(\tau) = \delta_n^m \delta_{b\ell} + K_1(0) K_2(0) \frac{m^2}{2} \left\{ \int dw_x G_x(\omega_1) H_1(\omega_1) \frac{d\omega}{d\omega_2} G_y(\omega_2) H_2(\omega_2) \right\}^2 + \int dw_x G_x(\omega_x) H_1(\omega_x) \frac{d\omega}{d\omega_2} G_y(\omega_2) H_2(\omega_2) \left\{ \int dw_x G_x(\omega_x) H_1(\omega_x) \frac{d\omega}{d\omega_2} G_y(\omega_2) H_2(\omega_2) \right\}^2 \]

\[ + 2 m^2 \int dv G_y(v) e^{iv\tau} K_1(v) K_2^*(v) \int dw_x G_y(\omega_x) H_1(\omega_x) H_2(\omega_x) \]

\[ + m^2 \int dv G_y(v) \int dw_x \int dw_x G_y(\omega_x) G_y(\omega_x) e^{i\tau(\omega_x+\omega_x)} H_1(\omega_x) H_2(\omega_x) \]

\[ + m^2 \int dv G_y(v) \int dw_x \int dw_x G_y(\omega_x) G_y(\omega_x) e^{i\tau(\omega_x+\omega_x)} H_1(\omega_x) H_2(\omega_x) \]

\[ + 2 m^2 \int dv G_y(v) e^{i\tau \omega} \int dw_x \int dw_x G_y(\omega_x) G_y(\omega_x) e^{i\tau(\omega_x+\omega_x)} H_1(\omega_x) H_2(\omega_x) \]

\[ + 2 m^2 \int dv G_y(v) e^{i\tau \omega} \int dw_x \int dw_x G_y(\omega_x) G_y(\omega_x) e^{i\tau(\omega_x+\omega_x)} H_1(\omega_x) H_2(\omega_x) \]

\[ + 2 m^2 \int dv G_y(v) e^{i\tau \omega} \int dw_x \int dw_x G_y(\omega_x) G_y(\omega_x) e^{i\tau(\omega_x+\omega_x)} H_1(\omega_x) H_2(\omega_x) \]

\[ + 2 m^2 \int dv G_y(v) e^{i\tau \omega} \int dw_x \int dw_x G_y(\omega_x) G_y(\omega_x) e^{i\tau(\omega_x+\omega_x)} H_1(\omega_x) H_2(\omega_x) \]

\[ + 2 m^2 \int dv G_y(v) e^{i\tau \omega} \int dw_x \int dw_x G_y(\omega_x) G_y(\omega_x) e^{i\tau(\omega_x+\omega_x)} H_1(\omega_x) H_2(\omega_x) \]
The reader should observe that the difference

\[ \left[ \rho_{m+n+b}(\tau) - \rho_{n+b}(\tau) \right] - \left[ \rho_{m+n}(\tau) - \rho_{n}(\tau) \right] \]  

(9.7)

is given, up to a constant, by the very last term of Eq. (9.6), under the assumption of Eq. (6.5). Thus the average mean level out of the system due to the presence of the modulating function is increased by this term when background noise is present. However, the fluctuation term in the denominator of the detection criterion is greatly increased by the background noise. Consequently, as one naturally expects, the detectability (as given by the detection criterion) decreases as the background noise increases.
10. CONCLUSIONS

In the foregoing, we have developed formulae which enable us to study the behavior, and the optimum design, of the detection system of Fig. 1. We have made three calculations which may be of general interest. We have (1) introduced, and derived various limiting forms for the detection criterion; (2) computed the cross-correlation of the outputs entering the multiplier for two kinds of input, stationary Gaussian noise and amplitude modulated noise; and (3) computed the autocorrelation of the output of the multiplier when the input is noise. From the correlation function, the corresponding power spectrum can be obtained by means of the Wiener-Khintchine relations.

The mathematical techniques used here may be of use in many other contexts than the one we have explicitly considered. In the calculation of (2) and (3), a basic role was played by Eq. (A7) of the Appendix, which gives an explicit expansion of the higher order statistics of a Gaussian random process in terms of its second order statistics. By using this expansion, we were able to avoid using the Fourier representation of a Gaussian random process used by many authors\(^1\), \(^2\), \(^3\). It appears to us that, as long as only linear and quadratic devices are considered, the use of the Fourier representation renders many computations unnecessarily cumbersome, and may not always readily yield the correct result in complicated situations in which delta functions are involved in the power spectra. It has often been observed that the correlation function is generally better behaved than the power spectrum and consequently the mathematical analysis may sometimes be simpler if one first computes the correlation function, instead of the power spectra. The computation of the correlation function can in turn be facilitated by use of formula (A7).
APPENDIX: THE MATHEMATICS OF NOISE

In this appendix, we summarize the main notions in regard to random time functions, and define what is mathematically meant by noise.

Let \( y(t) \) be a function of time \( t \) defined, for the sake of generality, for \(-\infty < t < \infty\). If \( y(t) \) contains, in addition to \( t \), random parameters, so that at each point \( t \), \( y(t) \) does not have a definite value but only an ensemble of possible values which it assumes in accordance with some given probability distribution, then \( y(t) \) is said to be a random time function. Then the ensemble average, denoted by \( \langle \cdots \rangle \), is an average taken with respect to these random parameters. We let

\[
\mu_y(t) = \langle y(t) \rangle \quad (A1)
\]

\[
\Gamma_y(t_1, t_2) = \langle y(t_1) y(t_2) \rangle \quad (A2)
\]

denote the one- and two-point ensemble averages of \( y(t) \); \( \mu_y(t) \) is called the mean-value function, and \( \Gamma_y(t_1, t_2) \) is called the covariance function of \( y(t) \).

A random time function for which the ensemble average \( \langle y(t) y(t+\tau) \rangle \) has a value that is independent of \( t \), and depends only on \( \tau \), is called stationary.

The autocorrelation \( R_y(\tau) \) of a random time function is defined (for \(-\infty < \tau < \infty\)) by

\[
R_y(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \langle y(t) y(t+\tau) \rangle \, dt \quad (A3)
\]

\[
= \left[ \Gamma_y(t, t+\tau) \right]_{TAv}
\]

where the subscript \( TAv \) is used to denote a time average, defined as in Eq. A3.
Clearly, for a stationary function

\[ R_y(\tau) = \Gamma_y(t, t + \tau) \]  \hspace{1cm} (A4)

The power spectrum density function \( G_y(\omega) \) is related to \( R_y(\tau) \) by means of a Fourier transformation (Wiener-Khintchine theorem):

\[
G_y(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i\omega \tau} R_y(\tau) \, d\tau
\]
\[
= \frac{2}{\pi} \int_{0}^{\infty} \cos \omega \tau R_y(\tau) \, d\tau
\]
\[
R_y(\tau) = \frac{i}{2} \int_{-\infty}^{\infty} e^{i\omega \tau} G_y(\omega) \, d\omega
\]
\[
= \int_{0}^{\infty} \cos \omega \tau G_y(\omega) \, d\omega
\]

By noise is generally meant a stationary random time function, \( y(t) \), whose distribution is Gaussian. The important mathematical property of such a random function is that its complete probability distribution, and all possible moments, are fully determined once we know the mean value function, \( \mu_y(t) \), and the autocorrelation function, \( R_y(\tau) \). The mean value function, \( \mu_y(t) \), is often assumed to be identically zero. For such noise, all odd order moments vanish, and the even order moments may be expressed in terms of the second order moments by means of the following useful formula. Let \( n \) be an even integer, and let \( t_1, \ldots, t_n \) be points of time, some of which may coincide. Then

\[
\langle y(t_1) \cdots y(t_n) \rangle = \sum \langle y(t_{i_1}) \cdots y(t_{i_{n/2}}) \rangle \cdots \langle y(t_{i_{n/2}}) \cdots y(t_{i_n}) \rangle
\]

(A7)

where the sum is taken over all possible ways of dividing the \( n \) points into \( n/2 \) combinations of 2 pairs. The number of terms in the summa-
tion is equal to \( l^3 \cdots (n-3)(n-1) \). Thus, for \( n = 4 \) there are three terms in the sum, and for \( n = 8 \) there are 105 terms.

It is interesting to observe that Eq. (A7) characterizes noise. A zero mean stationary random time function is Gaussian if, and only if, all its odd moments are zero, and its even moments satisfy Eq. (A7)\(^4\).

By random noise is generally meant noise with a power spectrum that is constant up to quite large frequencies. The covariance function of random noise is thus, more or less, a \( \delta \) function.
REFERENCES


FIRST FILTERS HAVE IMPULSE TRANSFER FUNCTIONS $h_i(t)$, FREQUENCY RESPONSE FUNCTIONS $H_i(\omega)$;
SECOND FILTERS HAVE IMPULSE TRANSFER FUNCTIONS $k_i(t)$, FREQUENCY RESPONSE FUNCTIONS $K_i(\omega), K_i(0)=0$
FIG. 2

A TYPICAL DETECTION SCHEME FOR AMPLITUDE MODULATED NOISE
<table>
<thead>
<tr>
<th>Copy No.</th>
<th>Addresses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-19</td>
<td>Chief of Naval Research (Code 400) Navy Department Washington, D.C.</td>
</tr>
<tr>
<td>14</td>
<td>Director Naval Research Laboratory (Dr. H. L. Seaton, Code 5901) Washington, D.C.</td>
</tr>
<tr>
<td>15</td>
<td>Executive Secretary Committee on Undersea Warfare National Research Council 200 Constitution Avenue NW Washington, D.C.</td>
</tr>
<tr>
<td>16</td>
<td>Commanding Officer &amp; Director U.S. Navy Underwater Sound Laboratory New London, Conn.</td>
</tr>
<tr>
<td>17</td>
<td>Director University of California Marine Physical Laboratory San Diego, California</td>
</tr>
<tr>
<td>18</td>
<td>Commanding Officer &amp; Director U.S. Navy Electronics Laboratory San Diego, California</td>
</tr>
<tr>
<td>19</td>
<td>Director University of California P.O. Box 3650 Orlando, Florida</td>
</tr>
<tr>
<td>20</td>
<td>Commander U.S. Naval Ordnance Laboratory (Attn: Dr. R. L. Shavel) White Oak Silver Spring, Md.</td>
</tr>
<tr>
<td>21</td>
<td>Commander Naval Air Development Center Johnsville, Penn.</td>
</tr>
<tr>
<td>22-23</td>
<td>Chief of Naval Operations (OP-110) Navy Department Washington, D.C.</td>
</tr>
<tr>
<td>24</td>
<td>Commanding Officer Office of Naval Research Branch Office U.S. Naval Station Pensacola, Florida</td>
</tr>
<tr>
<td>25</td>
<td>Commanding Officer Office of Naval Research Branch Office 000 Geary St. San Francisco, California</td>
</tr>
<tr>
<td>26</td>
<td>Commanding Officer Office of Naval Research Branch Office 600 New Jersey Avenue NW Washington, D.C.</td>
</tr>
<tr>
<td>27</td>
<td>Commanding Officer U.S. Atlantic Fleet U.S. Naval Station Key West, Florida</td>
</tr>
<tr>
<td>28</td>
<td>Commanding Officer U.S. Naval Research Branch Office W.O. 110 Fleet Post Office New York, New York</td>
</tr>
<tr>
<td>29</td>
<td>Commander Submarine Force U.S. Atlantic Fleet U.S. Naval Submarine Base Box 29 New London, Conn.</td>
</tr>
<tr>
<td>30</td>
<td>Commander Submarine Force U.S. Atlantic Fleet Fleet Post Office San Francisco, California</td>
</tr>
<tr>
<td>31</td>
<td>Commanding Officer and Director David Taylor Model Basin (Attn: Mr. M. Laaky) Washington, D.C.</td>
</tr>
<tr>
<td>32</td>
<td>Commanding General Headquarters, Air Force Washington, D.C.</td>
</tr>
<tr>
<td>33</td>
<td>Commanding Officer Naval Research Laboratory Squier Signal Laboratory Fort Monmouth, N.J.</td>
</tr>
<tr>
<td>34</td>
<td>Commanding U.S. Naval Ordnance Test Station Panama Annex 1202 E. Foothill Blvd. Pasadena, Calif.</td>
</tr>
<tr>
<td>39</td>
<td>Chief, Bureau of Aeronautics (EL 46) Navy Department Washinon, D.C.</td>
</tr>
<tr>
<td>40</td>
<td>Chief, Bureau of Ordnance U.S. Naval Ordnance Laboratory Washington, D.C.</td>
</tr>
<tr>
<td>41</td>
<td>Commander in Chief U.S. Atlantic Fleet U.S. Naval Station Norfolk II, Virginia</td>
</tr>
<tr>
<td>42</td>
<td>Commander Operational Development Force U.S. Atlantic Fleet Fleet Post Office Branch Norfolk II, Virginia</td>
</tr>
<tr>
<td>43</td>
<td>Commander in Chief U.S. Pacific Fleet Fleet Post Office San Francisco, California</td>
</tr>
<tr>
<td>44</td>
<td>Commander Submarine Development Group II U.S. Naval Submarine Base Box 70 New London, Conn.</td>
</tr>
<tr>
<td>45-49</td>
<td>Commanding Officer Office of Naval Research Branch Office 346 Broadway New York, New York</td>
</tr>
<tr>
<td>50-51</td>
<td>Office of Naval Research Resident Representative University of Michigan 4005 Administration Building Ann Arbor, Mich.</td>
</tr>
<tr>
<td>52-54</td>
<td>Commander Office of Naval Research Branch Office 55 Causeway Street Boston, Mass.</td>
</tr>
<tr>
<td>55-59</td>
<td>Columbia University Hudson Laboratories Debca Ferry, New York</td>
</tr>
</tbody>
</table>

For transmittal to:
- Mr. R. M. Cramme Engineering Research Institute University of Michigan Ann Arbor, Michigan
- Dr. J. R. Fredrick Engineering Research Institute University of Michigan Ann Arbor, Michigan
- Mr. F. V. Hunt Harvard University
- Mr. L. W. Mengel Bell Telephone Laboratories Murray Hill, New Jersey
- Mr. L. W. Mengel Bell Telephone Laboratories Murray Hill, New Jersey
- Mr. J. P. Hart Lamont Geological Observatory Torrey, Cliff Paterson, New York
- Edward P. Urkel Laboratories Yale University Box 1016 Yale Station New Haven, Conn.
Because of our limited supply, you are requested to return this copy WHEN IT HAS SERVED YOUR PURPOSE so that it may be made available to other requesters. Your cooperation will be appreciated.

AD 42753

NOTICE: WHEN GOVERNMENT OR OTHER DRAWINGS, SPECIFICATIONS OR OTHER DATA ARE USED FOR ANY PURPOSE OTHER THAN IN CONNECTION WITH A DEFINITELY RELATED GOVERNMENT PROCUREMENT OPERATION, THE U. S. GOVERNMENT THEREBY INCURS NO RESPONSIBILITY, NOR ANY OBLIGATION WHATSOEVER; AND THE FACT THAT THE GOVERNMENT MAY HAVE FORMULATED, FURNISHED, OR IN ANY WAY SUPPLIED THE SAID DRAWINGS, SPECIFICATIONS, OR OTHER DATA IS NOT TO BE REGARDED BY IMPLICATION OR OTHERWISE AS IN ANY MANNER LICENSING THE HOLDER OR ANY OTHER PERSON OR CORPORATION, OR CONVEYING ANY RIGHTS OR PERMISSION TO MANUFACTURE, USE OR SELL ANY PATENTED INVENTION THAT MAY IN ANY WAY BE RELATED THERETO.

Reproduced by
DOCUMENT SERVICE CENTER
KNOTT BUILDING, DAYTON, 2, OHIO

UNCLASSIFIED