
THIS REPORT HAS BEEN DELIMITED 

AND CLEARED FOR PUBLIC RELEASE 

UNDER DOD DIRECTIVE 5200,20 AND 

NO RESTRICTIONS ARE IMPOSED UPON 

ITS USE AND DISCLOSURE, 

DISTRIBUTION STATEMENT A 

APPROVED   FOR   PUBLIC  RELEASE; 

DISTRIBUTION   UNLIMITED, 



_: m'mSSSS 

fVICBS IcCniiiiidl iiiiuiiiiauuii figdiiuy 
miteu auppiy, you are requested 10 return this copy WHEN IT HAS SERVED 
so that it may be made available to other requesters.   Your cooperation 
>d *? 

MENT Ox", OTHER DRAWINGS, SPECIFICATIONS OR OTHER DATA 
POSE OTHER THAN IN CONNECTION WITH A DEFINITELY RELATED 
KENT OPERATION, THE U. S. GOVERNMENT THEREBY INCURS 

ANY OBLIGATION WHATSOEVER; AND THE FACT THAT THE 
FORMULATED, FURNISHED, OR IN ANY WAY SUPPLIED THE 
ATIONS. OR OTHER DATA IS NOT TO BE REGARDED BY 
TSE AS IN ANY MANNER LICENSING THE HOLDER OR ANY OTHER 

, OR CONVEYING ANY RIGHTS OR PERMISSION TO MANUFACTURE. 
ED INVENTION THAT~MAY IN ANY WAY DE RELATE!) THERETO. 

Reproduced    by 

NT  SERVICE CENTER 
iaPg BIHB.. 8?^YV?^ 2,. ffHIP 



Hi 
illltlllll 

..     iii     :"ii":ii iJW:' 
. v»«-:-.-.-.-, •Mr****; :ttg 

:::;:f:.;::-^- 

:#*» 

THE INFORMATION OF SOUNDS AND PHONETIC DICKAMS OF 

ORK- AUD TWO-SYLLABLE WORDS 

PRGJKJT REPORT NO. NM 001 (&*•.01,22 

mm mmmm 
<2»,sr    T^?" 

/.•;''; £WftL      M<\      VL AT ION 



**K! 

s 

g 
1-1 

I ° 
; * 

i s | a 

I. I 

"3 

1 
H 

3 

•saga 
-* « r* •** 

-1 T) $ £ I 
6"aSB 
u fc •< a 3 
3 g . "3 

&- ga s 

1 

s 8 

8 a 

1* 

'sal' _ 
O    41   V. 

fa*        V f- 

a 5 i    a 
t   8 s "• 

II l! 

I 
?   IJ&JI   i 

ft 

3 

I 

p       H -H *-t 
6    «    P   4* 

"ill 
"3 

i   a   " a 111« 

irll 
S o 3 -a 8 jug* 

8 1%,*" • 
Pi        S» -H 

V4U U  p  o  "»    - 

« * *, 5 fc 

tt 
v 

•H 
•> 

3 
3 
CJ 

! 

! 

I s 

I 
3 

If 

•8    £ 

5 SJ iS 

8 8 | 
•2 (K * 

H t K 

8 
M 

& 
O 

8 o 

3 

£3 

es 

S3 

1 

3 

I 

n sisi 
MI3 

|lt|l 
ij("B 

11131 

;l 

x <j S E 

•        4t -^ 

8* 
SI 
G  >  ; 
O   O 

33' 

TJ Vi •   » 

a1 

E  I 

£ 

S! 

8 

t 
O 

I 

3l 

& 
6 

a '.  I 

1 

S 

SI 

S3 

5 * 

is 

i    i 

•s «il 
•     II     t. 

M r p- 
S  •> « 

B. . 

4 

I" 

*s: 
S 51 3 I 

$2 
8 3 

13 ' 

•ESS 

13816 |9 

•H J3 '., 
+*  **   C 

I g 5 

51 



U.  8. NAVAL SCHOOL C*  AVIATION MEDICINE 
NAVAL AIR STATION 

FENSACOLA,    FLORIDA. 

i wn. •>;• JOINT PROJECT REPORT NO. 1 

The Ohio State Univertii";/ Research Foundation 
ColuaibuB, Ohio, under Contract N&ONR 22525, 

Office of Naval Research Fi. eject Designation No. NR 1^5-993 

and 

U. S. Naval School of Aviation Medicine 
The Bureau of Medicine and Surgery Project NM 001 06^.01.22 

LllZi     -*_l*f V4U'iTii   i_»_*A^      \>» 

Reptx - r'Spared by 

-joha W. Black 

Approved by 

John W. Black 
Frcjeet Director 

and 
Captain Ashton Graybiel, MC, U3N 

Director of Research 
U. S. Naval School of Aviation Medicine 

Released by 

Captain jtune4  L.   HoLuiuti,  MC,  VSS 
Commanding Officer 

15 May 195H 

mxi&MmammBaaBsgaL&i&££ 



II 

I 
! 
I ! 

SUMMARY 

Approximately 3500 common one- and two-syllable words were transcribed 
phonetically. The sequences of speech sounds were analyzed In terms of (a) 
the probability of each sound, (b) the conditional probability of each pair 
of sounds, and (c) the Joint probability of each digram. The maximum infor- 
mation (H) per symbol in an alphabet of Ul symbols (the number treated) 
would be 5.35 bits (FQ). In the sample studied, the obtained values were 
k«15-5.CU bits (Fi) and 3.35-U.2I bits per symbol (Fo,)* Some transitional 
probabilities reached 0.33* Among words of a particular length in syllables, 
the words of few sounds contained the highest information value per symbol. 

Digrams of greatest conditional and joint probabilities are enumerated 
in tables. 

INTB0DUCTI0N 

Knowledge of the statistics of the English language is limited and the 
uecps of tne topic forbidding. Inroads are exemplifed by the works of Tnora- 
dtfec (l#,19,20), Dewey (6), and Pratt (!«•)« Thomdike's concern was the 
frequency of usage of the word in printed lasgusgs of "common knowledge". 
Other- tabulat-ions of words are available.; vso°t  =f them word counts of the 
language .of special groups, particularly of age levels (1,4,5,7,8,9). This 
approach to language, aside from an applied connotation, focuses upon the 
probability of a word. 

Dewey added phonetic tabulations, or "sound counts," and syllable tabu- 
lations to an enumeration of the frequency of common words. His work formed 
the basis for the development of a system of shorthand* A3 Morse code 
devotes minimum space to the frequent letter e, so efficient transcribing of 
acouwtic language by shorthand is facilitated"~vhen simple characters repre- 
sent the most frequent units of speech. Voelker (21,22,23,24,25) add-id 
relevant studies that were less extensive than Dewey's. These investigations 
permit statements of the probability of speech sounds. 

Pratt, in the context o* cryptography, emphasized the aspect of prob- 
ability with respect to letters in printed English. In addition to the 
frequency of single letters and their occurrence in initial and terminal 
positions in words, he determined the relative frequency of digrams and 
trigrams aM err.imere.ted the more frequent trigrams^- 

•*• Pratt used bigram to denote a pair of letters. Digram ia in current use. 
Digram may seem to have appropriateness for writtenjjanguage, not spoken 
language. However, the word has been accepted by electrical engineers in 

1 reference to pulses, etc. Since the meaning of digram has already been "ex- 
1      •       tended", since diphthong; is not available for the present meaning and 3. rzxr 
I word such as bipht-hoog would be cumbersome, digram is used here to mean two 
j sounds. 

-i-5Si»?-—*—i .r*wjm.tm«jmiiH «u 



Among other approaches to the statistics of language, Newman (13) ap- 
plied autocorrelation techniques to the vowel-consonant sequences and Lotz 
(ll) and Menzeratb. (12) developed graphical representations of "frequency of 
occurrence". Information theory (IT.26) provides another technique for 
quantifying language. This methodoloey includes (a) a uait of raeasursiasset;. 
the hit, (b) a point, of view that is intuitively valuable, "the reduction of 
uncertainty", and (c) a mathematical treatment. The receiver or listener is 
viewed as being in a state of uncertainty about which symbol of a prescribed 
set he is to receive. If the symbols (souuls, letters, words, etcs) contri- 
bute equally to reducing this uncertainty, the symbols will be operating at 
the limit of their possibilities insofar as information transmission is con- 
cerned. This high efficiency of information transmitted per symbol could 
obtain only with Independence among the symbols, i.e., with no "intersymbol 
influence", and if the symbols did occur with equal probability there would 
be no intersymbol influence- A circumstance in which each symbol of the 
collection of symbols has an equal opportunity of occurring next does not 
obtain in any aspecr. of isnglish: letters are not equally frequent, sounds 
are not equally probable, scene words do not ordinarily fol-iow other words, 
etc* Information theory assesses information per symbol as the amount by 
which uncertainty is reduced on the average on receiving the symbol. The 
quantitative difference between the maximum information per symbol and the 
actual Information per symbol, divided by the maximum information per symbol, 
is called rediuidanoy, With no redundancy in the language, each symbol would 
occur with equal probability; and as the intersymbol influence increases or 
the probability of one symbol approaches unity, the redundancy of the langu= 
age approaches a maximum value of unity. 

PROBliM 

The present study is = "finger exercise" in applying elementary tech- 
niques of information theory to phonetic probability. One- and two-syllable 
isolated words vere ssspled with respect to (a) the relative frequency of 
speech sounds, j;(i) (to be read "the probability of .iound i"), (b) the rela- 
tive frequency of ""occurrence of the sounds at different positions in the 
voT&.  (PA  the probability of two sounds occurring in succession, P.(i.>4=) (*° 
be read "the Joint probability of a sequence of sounds designated i and £'),, 
(d) the probability that one sound follows another, v>±  (.1) (read r:the con- 
ditional probability that sound J_ follows sound 1"),  and"\«5 probability that 
.-.      ..-~.~.,'4     .-F11 _.«J- kl _ ...       I*    \       f^n.r.A       ><4-V.^.      .v«.^<4.(«„l      ..^„K-i 1 U„    4-W...+ 
w      «»W**fcff«*      ««A.l_k     £>A «^l~«~\A«      Gfcktl/WUWd   ,       & -j        \ •*   '        y*w^*W. WUV      VVUIX^VAVUMi.     J^A WWUWAXAWJ        WM V 

sound i^ precedes iscund J").2 words of one and two syllables and of differing 

At first thought, it may appear that values d and e should be identical. 
An analogy will make the disparity clear. In ordinary epellin,?, J>i(,£) 
equals unity when the i-symbol is the letter £ and the j-symbol is—ttte 
letter u, for ^ is always followed by the letter u, aa in quay,' quiet, ate. 
However, as one "revex'ses his fieM" and starts backward from the lette** 
u, he finds that many letters may precede it, as lute, rule, etc. Thus, 
pj(i)  < 1 whsn the letter u is the j-symbol. 
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numbers of sounds vere treated separately. The principal objective was to 
estimate the JJufonaation of sounds and digrams. This would lead to an esti- 
mate of the redundancy that might ba ascribed to the phonetic structure of 
words. A secondary objective was enumerative, to find the probability of 
the sounds and digrams represented by the sample. 

The narrowness of the problem Is emphasized. The sample was not contin- 
uous language and it might be regard**) as zero-order approximation to the 
language of speech, i.e., an array of words not weighted by their prob- 
abllity. In contrast, the studies cited above, e.g. 6, 11-1^, 18-25, in- 
volved first-order approximations to language, words weighted by their 
frequency of occurrence. Thus, interpretation and application of the 
present results are 1' .•:.":?*  to matters pertaining to single vords, for 
example, words that &?*.  fi"^mi^z^a  enumerated as oral drill*^ singularly 
loaded with a phoneme in three positions: initial, final, and "medial". 
Should, the drill-maker wish to employ probable and improbable phonetic 
environments for the phoneme, based on an unweighted population of "root" 
words, the present material would be relevant. 

PROCEDURE 

i-iie sample of words included 15^9 of one syllable and 2151 of two 
syllables. They had been selected from fords of Thoradike ratings 1-1D 
through excluding homonymr>, homographs, and words of greatest and least in- 
telligibility (included:   > 20£ < 8o£ when heard through headsets in high- 
level noise ^r^ recorded AS write-down items). The sample v*»s available with 
the phonetic spellings entered on IBM cards (2). The representativeness of 
the selected sample with reference to the Thorndike list was checked in some 
particulars. For example, the proportion of initial letters had not been 
altered "beyond "chance". However, words of two sounds among one-syliable 
words and words of seven or more sounds among two-syllable words were dis- 
proportionately infrequent. The principal analyses were applied to five 
categories of words, designated by an asterisk in the following summary of 
the sample: 

aindr 1 Syllable 2 Syllable 

3 91 ... 

3 679* U7 

k 628* 528* 

5 151 765* 

6 — 555* 

6 *•«*• 2S6 



A major limitation of the sample would seem to lie in the fact that the 
words were only root forms, present tense, et-cs; no plurals, etc. 

Three students of speech transcribed the words phonetically; two had 
taught phonetics. All used General American pronunciation. The work of 
each transcriber was reviewed b/ the remaining two. The ^9 sounds that were 
used are indicated in Table 1.* They included four syllabic sounds, [ll, 
[rj,[ml, and ln\;  these reduced the shwa's of the alternative transcriptions 
[^l],*[arj, famjor £anj. Subsequently, because of small numbers of entries 
in some cells the populations of some related BOUMS were pooled: all sounds 
of an r character, Irj , raff, [y> Tr]; [ei] and re] ; l?**ati.  fo] }  [11 and [ 11 , 
[ml and Jin], and [njand[nf >  reducing the categories to Ul. The IBM cards "were 
dichotomized by syllables, sub-sorted according to number of sounds, sorted 
within each category for the presence of each sound, and re-sorted for each 
sound adjacent to each other sound. 

The procedures of information theory assume that a sample is repre- 
sentative of an infinite population. This assumption is rarely fulfilled in 
studies of language. For example, in a study of vocabulary involving nearly 
a third of a million words uttered by college students in classroaa speeches, 
one-third of the 6000 different words were used only once (l). 

Iu a esunpie of continuous speech each sound, would be both an i-sound 
and a j-sound in successive digrams. However, the transcription o? running 
speech would either include a spece at the end of s word or reserve th* 
space for arbitrarily defined pauses. The wpaee might be treated as a symbol 
in which case each sound would be, as stated above, both 1^ and J[ at different 
times.3 This condition would obtain if the discreteness of each word were 
preserved. For example, in a three-sound word only the first two sounds can 
be 1*8 and the last two<$ 's and only one sound can be both i and J[ in treat- 
ments of the digrams. This night be called an end problem and it occurs with 
each word in the population. In the word top, jHEa] and[ap) are (i,^) digrams 
but there is no opportunity for ft] to be £ nor forrp]to be 1^ if the word is 
treated singly. Thus, in determining the average informetibn of digrams, the 
number of sounds from which the (i,j) digrams were derived in each category 
or words was nursber cf phonemes in the vords alaais the number of words of the 
category. Shannon regained the identity of the word in his work", no€Tz££  ''A 
word is a cohesive group of letters with strong Internal statistical 
influences*..."( 15). A consequence of this treatment is the possibility that 
Information vaiue3 of i.'s and J's will differ if sounds occur with differing 
frequcuuiea in. initial szxi  final positions.: 

The phonetic alphabet appears with Illustrations in the Appendix. 

During the writing of this paper the author has received from John 3. 
Carroll (3) a progress report on a study of probabilities of English 
phonemes. He treats a sample of continuous language with a space or 27th 
letter occurring between successive wordx;. 
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A model for arranging the raw scores for the computational procedures 
relative to each category of words follows: 

1 

2 

3 

•a ; 
I (i) 

41 

Sound (j_) following sound (i) 

1      2      3 (J)... 

nn 

"U- 

»12« 

-(41)1' 

.. n^j, 

iC9l«l niJ- 

,n(^l). 

Al 

1(H) 

>ni(4l) 

•n<U)<4l) 

Pour probabilities were determined witn respect to each category of 
words: 

Pj(i) = ^ 

P4(j) = 

fij 

=-U 

p(i..J) = p(i)Pi(j) 

££ a.-, 
i J ^ 

(1) 

(2) 

(3) 

.'I, \ 



RESUIffS AND DISCUS3I0S 

Two objectives were stated above; (a) to estimate the information ia 
the sound and digrams of words, and (h) to enumerate certain phonetic prob- 
abilities. 

A method of estimating average information suggested by Shannon (I5,l6) 
may be applied progressively through (a) "a circumstance of no intersymbol 
influence", (b) a condition that represents the frequency of each symbol, 
(c)...of each digress, (d) trigrsm, etc. In his notation, PQ, F^, and Fg 
represent successive estimates of H? each succeeding one determined frcm a 
more complete account of the aiatistics of the language. Thus, in the 
present application, Fp„- F». and Po appraise respectively (a) equal prob- 
ability of all sounds, (*>,» observed" probability of all sounds. cuvl («) Si,- 
served probability of aU sounds in digram*. The relevant formulas for 
determining the average information per symbol follow, with illustrative 
computations to indicate that with no intersymbol influence and with equally 
probable Bounds, the solutions for b and e vcriii yield the same value aa a. 

FQ = loggN or (5) 

= =logo -i s " '*c bits per sound 
c in 

3 Ul(;130o) =5.35 bits per soual 

= - E £(1-1) logg £(i,i) / E £(i) log2 £(i) 
hi     " i 

= Ul2(o.no637) -Ul(o.l3o6) 

= 10.70 - 5.35 = 5.35 bits per sound 

The foregoing ecsapubations illustrate the application of three of 
Shannon'e formulas for the calculation of average information per symbol, 
The raaximum average information per digram would be double the value per 
sound, 2(5.35) = 10.70 bits. However, to maintain a b&aio for easy compari- 
son the present results are stated as average information per sound. 

To the extent that the sounds of the present samples do not occur equally, 
the average information per symbol is attenuated from 5*35 tits. Formula 6 
(above) was applied to both the i  and j_ sounds of the digrams of the words of 



. each category.• First, the formula was applied as written, and then vas 
altered through substituting £ for i. The average information per sound in 
bits and the average redundancy follow* 

H or F, (bits) and Redundancy (R) 

one-syllable words 

i-sounds    ^-sounds 

two-syllable words 

i-sounds    j-sounds 

3-sca:nd 

4-sound 

5-sound 

6-sound 

Shannon explains that the information of a digram is either equal to or 
less than the sum of the information of each of the symbols of the digram. 
Equality can obtain only in the event of no intersymbol influence as in the 
illustrative computation in formulas 6 and J_ (above). Thus., the average in- 
formation per symbol in the digrams of 3-sound words would be expected to be 
leas than 5.04 / 4.65, or 4.85 bits. Computations of the information of the 

•? 
digrams yielded the following average information per symbol and the indicated 
value? of redundancy* 

Fg as an estimate of H (bits) and redundancy (R) 

one-syllable words 

3-sound 

4=sound 

5-sound 

6-sound 

bits R 

4.21 .21 

3.35 ..37 

twc-svUable words 

bits 

3.89 

3.89 

3.75 

.27 

.27 

.30 

bits R bits R bits ii bits R 

5.0M- .06 4.65 .13 

4.15 .22 4.4o .17 4.68 

4,48 

4.4o 

.13 

.16 

.13 

4.31 

4.15 

4.33 

.19 

.22 

*—J 

An earlier discussion explained that the numbers of each sound treated as 
::cigram-sounds" vex 5 attenuated because of the end problem. However, for the 
sake of comparison, all of the sounds of all categories of v~ords were pooled 
and the average information per sound determined. This yielded 4.46 bits per 
sound. 

££u! 
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First, the trend is obvious, both in the calculations of the average in- 
formation per sound of the digrams and of the digrams themselves, that the 
symbols of the "shorter" words convey more information than do those of the 
"longer" vorde. 

Second, in four of the five instances the average information per sound 
van greater vhen computed on the basis of going from "sound ±  to the follow- 
ing sound £'  than vice versa* In the "on-going" circusastarce the final 
sounds of the words were by definition J's and never i'e: in the "backward 
looking" instance the initial sounds were only AJn  ax» never j/s. Thus, one 
might conclude that the initial sounds contain niore information than the 
final sounds of words and also that a "preceding" sound conveys more infor- 
mation on the average than a "following" sound. This backward, look at a 
supposedly on-going phenomenon is somewhat irregular. It is remindful of 
the changes that are introduced in the identification o? the phonetic 
character of a preceding sound in synthesized speech by the modification of 
a subsequent sound (10)- 

Third, the phonetic structure of language is such that some sounds tend 
to be adjacent more frequently than others. Hence, the average information 
per sound in digr&ius is less than the average information per sound when the 
sound is treated as an isolated unit (although in a position to be either 
member of a digram). The decrements in information from (a) maximum or FA, 
to (b) observed average bits per symbol (i / j.) or Fj^, to (c) observed bits 

per "digram symbol" or F_2 are in the various instances % 5 

(*) (b) (c) 

3-sound,  1 syllable                   5.35 14-.85 1+.21 

Wound, 1 syllable                   5,35 i*.28 3,3s 

U-sound, 2 syllable                   5,35 k.50 3.89 

5-sound, 2 syllable                   5.35 k.32 3.89 

6-sound, 2 syllable                   5.35 h.37 3,75 

through redundancy.    The present; values relate to an assumption of maximum 
utilization cf a system <yf h\ nyrnhnis.    The second and third values of Row 
one could be achieved with 29 and 19 symbolsj Row two:    20 and 10 symbolsj 
Row three:    23 and 15 sysibois; Row four:    20 and 15 symbols; and Row five: 
21 and lU- symbol*-    This eirwrmat&nce would, of course, presume equi-prcbabls 
use of the symbols.    The listener would have no clue within the word about 
what sound was coming next and the vocabulary wjuld ir^eiude all permutatiojas 
of, for example,   [dftl]   including [aid]   {.lad]   g^j  £dlaj   £dftlj £adl).    Ob- 
viously, as redundancy is reduced, the requirement for accuracy in symbol-by- 
nymbol reception grows larger. 

a o 
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On the basis of the above numerical values, the present phonetic code 
is being employed yith relative efficiency in monosyllableEi of three sounds. 
Possibly the gsneralization is warranted that the efficiency with vhich the 
phonetic structrare of English operates decreases within words of a particular 
syllabic length as the number of sounds increases. 

The second set of results of this study applies a "frequency-of- 
occurrence" tabulation of sounds to the "mono-frequency" sample of words. 
For example. Table 1 sunrnwrizes an enumeration of the relative frequency of 
the kl  sounds iu  the population of voxua with iuitiai, "msuial", axid final 
sounds treated separately. The table indicates the probability of each of 
the sounds among a population of initial sounds, a population of "medial" 
sounds, and of final sounds in a non-repeating, dictionary-like group of 
one- and two-syllable words. In this instance there is no "end problem" and 
all of the phonemes of the words are represented. 

One Ttfithod oi' tabulation might show the proportions with which each 
phoneme succeeds each other phoneme, these being so arranged that- the rows, 
for example, would represent the i-souods, and the columns, the j-so'inds. 
Frequency or proportion of joint occurrence would be indicated and this 
"cell" value would, state the probability that the sound j^ follows the sound 
i in one-' and two-syllable words of various numbers of sounds. The btune 
tables could be read vertically through the columns to find p_j(i), or the 
probability that an i-sound precedes an observed J-sound. SwrntabieB, 
though available, tend to become excessive in size. Accordingly, the more 
frequent combinations have bten extracted and appear in Tables 2 and 3. 
i'nese two tables are not to be interpreted as listing the most frequent pairs 
of sounds in the words. This enumeration appears in Table k.    The entries 
in Table 2 relate to transitioaal probability: if ^-sound occurs, then the 
chances are at least one in 10 that j-sound will occur* The i-sounds stand 
before the colon. Table 3 is similar to Table 2 except that the transitional 
probabilities are based on Pj(i,)» However, the ^-sounds again are before the 
colon as in Table 2.      — 

Table kf zs  described above, lists the most frequent digrams in terms of 
joint probability. The table enumerates the digrams that have at least a 
probability of .003 each. 

A feature of digram probability that is x«vealed by treating words of 
various lengths separately is that different transitional probabilities occur 
with the sans digrams in the different categories of words. The nine isolated 
examples that follow are selected from the kl x kl matrix to illustrate this 
•ooint. In these nine examples, the j~sounds appear over aach example and Lhe 

9 
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1-syllable 2-syllPble    1-syliabie 2-syllable    1-syllable 2-syHabie 

I sound 
-sound 

5-sound 
6-scund 

3-sound 
U-scund 
5-sound 
6-sound 

U-sound 
5-sound 
0~30iuxa 

HI 

Example 1 
M 

0.7 

13.5 
M 

r<i3 

1.9 
11.6 
17.8 

Sxample k 
W 

0.6 
2.1 
6.1 

Example 7 

12.1 
13.C 
12.? 

113 

PI 

[*] 

Example 2 Example 3 
PI PJ 

3.7 O O 

9.3 *.5 39.1*     0.6 
17.5 [s]         2.1 
15.8 6.1 

Example 5 Example 6 

,. w C*J 
6.6 5.2 
6.6 8.9 11.5         1.9 

1^.7 tH          2.1 
17.8 k.a 

Example 8 Example 9 
W 111 

5*2 2.2 
7.1 1B,1 2.7     8.0 

22.3 [tl        10.3 
21.7 8.3 

The five values of Exagr>i<» 1^ rnr> -^.P-hance,  indicate that in three- 
sound words, the particular ^-iuHil followed the particular i-sound with 
only one-seventh the probability that the same ^-sound followed the same 
i-sound in four-sound, one-syllable words.    This variability is even greater 
in two-syllable words.    If the two-syllable word of this example contains 
six sounds, the probability is nine times as great as if the word has on3y 
four sounds that whan i^ occurs, j_ will follow. 

From a non-repeating population of root words a listener might hear a 
sample or rive words, one of each of the five lengths that have been treated 
here.    There is a biased probability with respect to the acoustic event* i» 
RftffVl   wnwil fph-*   WY»'.4«I   m-Sirr i—Zl   v?A~»*    ~.-.**w    ...*.* w   AAO^^V   -LX«*±IAC2&AV    ,Lii,i, v^o-j_ 

i.»J t  M, [p], t'ol, and frf.    The most probable sets of acoustic events in 
the fiv.e words, together with their probabilities are:    [But] f f 0.152, 
0.156;° fkrenj,  —P O.256, 0,103, 0.200;  fplebrl .  —, 0.197, 0.292,  0.157. 
0.157 (on the basis of one-sylj«.ble probabilitieshfbltij, —, 0.2^0, O.I38. 
0.195 (on the basis of two-syllable probabilities): frisxtri], —, 0.219, 

A.«i.v n  2y way Ox rurtuer exp 1 aaauJ.OS, J_U «/ur«e»Ba»T!.a woras,  {sj having occurred, 
j[u]has a probability of 0.152 of occurring i\u the next sound; and fu] having 
occurred, JtJ is the most Drobable succeeding sound with a probability of 
0.156. 
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0.173, 0.335, 0,^i5f  0.219. Similar procedures origina-Hnt: with the five 
most frequent terminal sounds yield the following results (read the prob- 
abilities from right to left):  ka* , 0.113, 0,118, — ;7par£nJ, 0.118, 
0.188, O.135, —j [trtart], 0.125, 0.146, 0.125, 0.1^6, —; Jrimb], O.169, 
0.178, 0.227, j fnstrij, 0.220, 0.273, 0.2k2, 0.135, 0.220, —. The 
examples indicate that in a sequence of English phonemes there are transi- 
tional probabilities of an order- to indicate at least one chemce in 10 that 
a particular sound will be next and that these chances may exceed one- in 
three in seme sequences. 

In ffmanary, the phonetic elements of English in root forms of words 
have dissimilar frequencies in the language, both in isolation and as 
digrams. These frequencies are not independent of the- preceding and 
succeeding sounds. When the adjacent sounds are treated as pairs, the 
average redundancy is at least .20, and within the categories of words 
sampled reached .37. The sounds of words of three phonemes contain more 
average information per sound than do the sounds of longer words. 
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n 
In this instance,   [tj   is the selected final sound.    In three-sound words 

the most likely sound to precede [tj   is Cff"J and the probability is 0.118; 
in turn, the sound most likely to precede L«J is \k] , 0.113. 
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Table 1.    The proportions of initial,  "medial", and final positions of words 
of different lengths that contain the IMlcated sound.    The proportions 
api>ear separately for 1- and 2-syllable vords-    Fread as chances in 100, 

JL 

I 
e-er. 
£ 
» 
a 
0 
O-OV 
9 
A 

d'arrr 
0 

u 
v 
01 
av 
al 
Ju 
P 

a 
k 
S 
f 
V 

6 
% 
e 
2. 
5 
3 
h 
t5 
d3 
m-m 
n-n * 
1-1 
w 
hw 
.1 

initial 
1-syllable 2-syllable 

0.20 0.37 
0.50 4.80 
0.30 0.37 
0.50 1.02 
0,50 1.07 
0.50 0.84 
0.10 0.79 
o.4o 0.88 

0   r>£ 
j»y^ 

0.10 0.37 
4.70 6.56 
0*10 

0.3O 0.14 
0.2O 0.51 
0.10 0.28 
0.10 0.14 
6.8c. 8.10 

65o8 
6.60 4.75 
5.00 6.05 
a. 10 8.52 
6.20 2.93 
7.00 
l.4o X.77 
1.80 0.79 
0.50 0.33 

16,90 10.57 
0.10 0.19 
3.00 0.74 

0.05 
4.70 4.05 
1.70 0.38 
1.30 0.88 
3.60 5.35 
2-,40 1     TT 

4.90 3.91 
3.80 2.89 
0.80 0.42 
0.60 

medial final 
1-syllable 2-syULable    I-syllable 2-syllable 

4.ID 2,12 
7.50 10.71 
4.60 2.53 
5.30 3.93 
7.20 3.97 
4.50 2.79 
3=90 i.'.'o 
4.10 2,08 

5.17 
5*50 2.25 

15«30 10.06 
3.20 1:46 
C.30 0.17 
0.50 0.20 
1.90 0.61 
3.90 2,28 
0.30 0,46 
2.40 a, 69 

1.78 
2.60 5.75 
0.20 2.86 
2.10 3.33 
0.10 1,17 
0.20 1.75 
0.20 1.44 

0.32 

2.80 k.k6 
0.10 C94 

0.79 
0..09 

0.43 
'J»0* 

1.30 3.0C 
5.K) 7.12 
7.20 5.86 
1.90 0.92 

0,07 
2.00 0,23 
1.20 0.66 

0.60 

1.30 

0.10 
0.50 
0.80 

3.60 
0.80 

0.09 
9.16 
1.92 

0.09 
0.05 
1.59 
0.51 

16.87 
0.42 

0.30 
0.30 0.05 
1.20 0.56 
0,10 0.23 
5.80 0.79 
2*00 0.61 

17.20 14.49 
3,00 6.82 
8.70 2.48 
2.20 0.19 
2.60 0.70 
2,70 1.03 
2.60 0,56 
0.30 0.05 
6.20 8,27 
3.50 2.06 
1«90 1.17 

3.90 0.33 
p.rin i.96 
4]80 2.34 
6.50 10.93 
6,20 11.59 

1.90 2.01 
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Table h.    An enumeration of instances In which digram probabilities, p(i,j); 
of one- and two-syllable words of all lengths pooled exceed .003. An " 
asterisk indicates that the probability exceeds .010. The l-sounds of the 
digram precede the colon. ~ 

A. one-syllable worcs. B. Two-syllable words. 
K digress; 3973. N digrams, 902U. 

I i r.-n,rj,p,t,s. i: 8. 
e: n*,k,t. 

—    1 
x: t#,k*,d,v,l,d3,p,f,5,s*,n,m 

£: ii,i. £: n,s,r,t,k,d,l. 
*: *: n,k,l. 
a: 37   ^X^K« a: r,n. 
0i i.r. 0? r. 
o: l,r. o? r,l. 
As n,m,«»,rj» d: n,l,a,s. 

av- n, AJ n. 
al! t,d,n. r,!,*;*, 
0s k. b: l.r.z. 
p: r,i,SV,£. t: T*,1,TI. 
b! 
t: 

r,l,tf. 
r*. 

d: 
k: r,«,l,t,t,g,a 

U To r. 
K- '            1,W^B;C. f: r,d. 
% .    l,r. v: r. 
t t   r,l.t. s: **^>k,p,l. 
0 :    r. 5 s A. 
8 :   t*,p*,k*,l,w. tn; !,P>3« 
5! i   p. n: 4,1,t*. 
<r» .        *•    A    -    *•< • #     M       _      _•      ..   AM 

i J   a?,i,i,«,t,A,d* w: *? 
W :   i,e,k. *   * 
r :    e^,! ,i^\,u,c,w,t,o,a,d,a>a?,at. 



AFmtDTX. 

FHCKE2IC AJJPHAJ 

copied from Van Riper, C. a. and D. E. Smith; 
Phonetics, Hew Yorkx    Harper & Brothers 

An Introduction to General 
American Ti55*n— 

CONSONANTS 

Phonetic . Phonetic 
S**i£bol Basil"1* aft^f iCetics 3wsbol TPnorlinH Phonetics 

f* beg, tub [b«g tAb IP pa^Ei'^ luusuer [pflpy darmpa' 
d 3b, and"" du 4Dd r ran, far r/vn for 
f 7an, scarf f»n ekorf s send, U"J S£Dd  AS 

6 
judge, enjoy 
Eara, inhale 

gro b«?g 
djAdj £nd33i 
hem inhel 

t 

I 
Toe, anF 
shed, ash 
cheap, each 

to sent 
$£d    32j 
tjip its 

k kick, uncle kjk Aflkl 0 gin, tooth ftrn tuS 
1 let, pal*" !«+• "<^sfl. % then,  vireathe van br& 
1 apple, turtle a^pl tstl V vow; have vaxr h*v 
m men"7 arm 2i2 n <trm w wet-, twii) w«t twin 
JT; autusp, wisdom atm wxzdm hw when, white hwen hwait 
n nose,"gain noz gen J vou, yet Ju Jftt 
n sudden, curtain SAdn kytn X pleasure, vision ply or viza s 

91 wrong, anger rag "*ggarj £J aoo, ooze ru us 

j>. ask; rather Task riaW fa s>suce.  aft fsos Of 
a "fathei'7 odd fajjar ctA "j earn, fur *n f ar 
e mike, eight nek et e* never, percale ncv4f p&fcel 
.9? sat, act art «kt t\ truth, blue tru» blu 
i fatiiiM*.  east fa tig 1st ».r put, nook put n»k 
€ red7 end red end A under ,~Tove Ands* IAV 

1 it, since it    sins *] about, second ©bait sfikand] 
ol nope .""old hop oMl 

DIPH^TcawS 

!>I sigh, aisle saj ail toij crar, oil [kai  5il] 
ai/J now, owl naif avi 
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