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Time-Accurate Calculations of Free-Flight Aerodynamics of Maneuvering
Projectiles

Jubaraj Sahu
US Army Research Laboratory (ARL), Aberdeen Proving Ground, AD

jubaraj.sahu@us.army.mil

Abstract CFD techniques on HPC platforms for design and

analysis of guided projectiles whether the control forces

This paper describes a multidisciplinary are provided through canard control or jet control such as
computational study undertaken to model the flight the micro adaptive flow control systems for steeringtrajectories and the free-flight aerodynamics of finned spinning projectilesE31. The idea is to determine if theseprojectiesboth and whe lihut eroyntriol ma nne , control devices can provide the desired control authorityp rojectiles bo th w ith a nd w ith o u t co n tro l m a n eu vers.fo c ur e o r ct n f r m ni o s. K wl d e f thAdvanced computational capabilities both in for course correction for munitions. Knowledge of the
computational fluid dynamics (CFD) and rigid body detailed aerodynamics of maneuvering guided smartdynamics (RBD) have been successfully fully coupled on weapons is rather limited. Multidisciplinaryhigh performance computing (HPC) platforms for computations can provide detailed fluid dynamic

"Virtual Fly-Outs" of munitions similar to actual free understanding of the unsteady aerodynamics processes
flight tests in the aerodynamic experimental facilities, involving the maneuvering flight of modem guided
Time-accurate Navier-Stokes computations have been weapon systems. Such knowledge cannot be obtained by
performed to compute the unsteady aerodynamics any other means. The computational technology
associated with the free flight of a finned projectile at a involving CFD and RBD is now mature and can be used

supersonic speed using an advanced scalable to determine the unsteady aerodynamics associated with
unstructured flow solver on a highly parallel Linux control maneuvers. These multidisciplinary computations
Cluster. Some results relating to the portability and the can lead to better experimental test designs and much
performance of the flow solver on the Linux clusters are better returns for full-scale flight tests. More importantly,
also addressed. Computed positions and orientations of they can provide physical insight of fluid mechanics
the projectile along the flight trajectory have been processes that may not be gained from experimental
compared with actual data measuredfromfreeflight tests techniques and flight tests.
and are found to be generally in good agreement. Our goal is to perform real-time multidisciplinary
Computed results obtained for another complex finned coupled computational fluid dynamics/rigid body
configuration with canard-controlpitch-up maneuver in a dynamics computations for the flight trajectory of a
virtual fly-out show the potential of these techniques for complex guided projectile system and fly it through a
providing the actual time-dependent response of the flight "virtual numerical tunnel" similar to what happens with
vehicle and the resulting unsteady aerodynamics for the actual free flight of the projectile inside an
maneuvering projectiles. aerodynamics experimental facility. Our initial attempt inthe past has been to use a quasi-unsteady approach 4

l in an
effort to save computer time and resources. Recently

1. Introduction progress has been made in the coupling of CFD and RBD
to perform required time-accurate multidisciplinary

As part of a Department of Defense (DoD) High simulations for moving body problems. Recent advances
Performance Computing Modernization Program in computational aerodynamics and high performance
(HPCMP) Grand Challenge Project, the US Army computing make it possible to solve increasingly larger
Research Laboratory (ARL) has recently focused on the problems including these multidisciplinary computations
development and application of state-of-the art numerical at least for short time-of-flights. Complete time-accurate
algorithms for large-scale simulations [

E
"31 to determine multidisciplinary simulations of entire trajectory for long-

both steady and unsteady aerodynamics of projectiles range guided munitions are still beyond the scope. A few
with and without flow control. Our objective is to exploit highly optimized, parallelized codestS 6] are available for
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such computations. Various techniques, including computed results obtained for the finned bodies at
structured, unstructured, and overset methods can be supersonic speeds both with and without control
employed to determine the unsteady aerodynamics of maneuvers.
advanced guided projectiles and missiles. This involves
real-time multi-disciplinary coupled CFD/RBD 2. Computational Methodology
aerodynamics computations for the flight trajectory of a
complex guided projectile system, much like a "Virtual
Fly-Out" through the supercomputer. In the present The complete set of 3D time-dependent Navier-
study, a real time-accurate approach using unstructured Stokes equations 91 is solved in a time-accurate manner for
methodology has been utilized to perform such complex simulations of unsteady flow fields associated with both
computations for both a spinning projectile and a finned spinning and finned projectiles during flight. The 3D
projectile. The maneuver of a projectile through flow time-dependent RANS equations are solved using the
control adds another complexity to the trajectory and the finite volume method 7'8 ]:
unsteady aerodynamics computations. Trajectory a +=
computations for the finned projectile have been at
accomplished both without and with aerodynamic flow V v

control through the use of canard control surfaces. The where W is the vector of conservative variables, F and G
emphasis in the present research is to provide insight into are the inviscid and viscous flux vectors, respectively, H
the time-dependent interaction of these canard maneuvers is the vector of source terms, V is the cell volume, and A
and the resulting unsteady flow fields and control forces is the surface area of the cell face.
that affect the flight dynamics response of the vehicle. In Second-order discretization was used for the flow
addition, the objective was to accomplish this through variables and the turbulent viscosity equations. Two-
coupled CFD and RBD methods i.e. through virtual fly- equation[15

] and higher order hybrid RANS/LES [7]

outs. turbulence models were used for the computation of
Calculations for the finned configurations were turbulent flows. The hybrid model transitions smoothly

performed using a scalable parallel Navier-Stokes flow between an LES calculation and a cubic k-c model,
solver, CFD++t7' 8

1. This flow solver is a multipurpose, depending on grid fineness. Dual time-stepping was used
unstructured, three-dimensional (3D), implicit, Navier- to achieve the desired time-accuracy.
Stokes solver. The method used is scalable on SGI, IBM Grid was actually moved to take into account the
SP4, and newer computers such as the Linux Cluster. The spinning motion of the projectile and grid velocity is
method incorporates programming enhancements such as assigned to each mesh point. This general capability can
dynamic memory allocation and highly optimized cache be tailored for many specific situations. For example, the
management. It has been used extensively in the parallel grid point velocities can be specified to correspond to a
high performance computing numerical simulations of spinning projectile. In this case, the grid speeds are
projectile and missile programs of interest to the US assigned as if the grid is attached to the projectile and
Army. The code uses Riemann solvers to provide proper spinning with it. Similarly, to account for rigid body
signal propagation physics, preconditioned forms of the dynamics, the grid point velocities can be set as if the grid
governing equations for low speed flows, and pointwise is attached to the rigid body with six-degrees-of-freedom
turbulence models that do not require knowledge of (6DOF). For the rigid body dynamics, the coupling refers
distance to walls. The advanced CFD capability used in to the interaction between the aerodynamic
the present study solves the Navier-Stokes equations[9g  forces/moments and the dynamic response of the
and incorporates unsteady boundary conditions for projectile/body to these forces and moments. The forces
simulation of the synthetic microjets 1°0' 111 as well as a and moments are computed every CFD time step and
higher order hybrid Reynolds-Averaged Navier-Stokes transferred to a 6DOF module which computes the body's
(RANS)/Large Eddy Simulation (LES) turbulence response to the forces and moments. The response is
model [ 12- 15 for accurate numerical prediction of unsteady converted into translational and rotational accelerations
turbulent flows. Sahu[3] used these advanced techniques that are integrated to obtain translational and rotational
and performed numerical flow field computations for both velocities and integrated once more to obtain linear
steady and unsteady jets for a spinning projectile position and angular orientation. The 6DOF rigid body
configuration at a low subsonic speed. The present dynamics module uses quaternions to define the angular
numerical study is a big step forward which now includes orientations. However, these are easily translated into
numerical simulation of the actual fight paths of the Euler angles. From the dynamic response, the grid point
finned projectiles both with and without flow control locations and grid point velocities are set.
using coupled CFD/RBD techniques. The following Typically we begin with a computation performed in
sections describe the coupled numerical procedure and the "steady state mode" with the grid velocities prescribed to
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account only for the translational motion component of fully compatible with all types of meshes including
the complete set of initial conditions to be prescribed. At structured and unstructured, steady and moving and
this stage we also impose the angular orientations from deforming, single and multi block, patched and overset
the initial conditions. The complete set of initial types. Inter-CPU communications are included at the fine
conditions includes both translational and rotational grid level as well as all the multigrid levels to help ensure
velocity components along with initial position and high degree of robustness consistently observed in using
angular orientation. CFD++, independent of the number of CPUs being

employed.

3. Parallel Computational Aspects
4. Results

The CFD++ computational fluid dynamics
simulations software was designed from the outset to 4.1. Finned Projectile CFD with 6DOF
include three unification themes: unified physics, unified
grid, and unified computing. The "unified computing" Time-accurate numerical computations were also
capability includes the ability to perform scalar and performed using Navier-Stokes and coupled 6DOF
parallel simulations with great ease. The parallel methods to predict the flow field and aerodynamic
processing capability in CFD++ was designed in the coefficients, and the flight paths of a finned projectile at
beginning to be able to run on a wide variety of hardware supersonic speeds.
platforms and communications libraries including The supersonic projectile modeled in this study is an
Message Passing Interface, Parallel Virtual Machine, and ogive-cylinder-finned configuration (see Figure 3). The
proprietary libraries of nCUBE, Intel Paragon etc. The length of the projectile is 121 mm and the diameter is
code is compatible with and provides good performance 13 mm. Four fins are located on the back end of the
on standard Ethemet (e.g., 10OMbit, lGbit, 1OGbit) as projectile. Each fm is 22.3 mm long and 10.16 mm thick.
well as high performance communications channels of The computational mesh for the 25 mm projectile model
Myrinet and Infiniband etc. is a C-grid (see Figure 4) consisting of seven zones. The

It is very easy to use CFD++ on any number of CPUs first zone encompasses the entire projectile body, from
in parallel. The mesh files, restart and plot files) that are the tip of the nose to the end of the fins. In general, most
needed/generated for single CPU runs are identical to of the grid points are clustered in the afterbody fin region.
those associated with multi CPU runs. One can switch Figure 4 shows a 3D view of the full projectile mesh. The
the use of an arbitrary number of CPUs at any time. The total number of grid points is 1.5 million for the full grid.
only extra file required is a domain-decomposition file, The first step here was to obtain the steady state
which defines the association between cell number and results for this projectile at a given initial supersonic
which CPU should consider that cell as its "native" cell. velocity. Also imposed were the angular orientations at
Depending on the number of CPUs being employed, the this stage. Corresponding converged steady state solution
corresponding domain decomposition is utilized. The was then used as the starting condition along with the
software suite includes several domain decomposition other initial conditions for the computation of coupled
tools and it is also fully compatible with the METIS tool CFD/RBD runs. Numerical computations have been
developed at the University of Minnesota. The code runs made for these cases at an initial velocities 1,037 and
in parallel on many parallel computers including those 1,034 m/s depending on whether the simulations were
from Silicon Graphics, IBM, Compaq (DEC and HP), as started from the muzzle or a small distance away from it.
well as on PC workstation clusters. Excellent The corresponding initial angles of attack were, a = 0.50
performance (see Figure 1 for the timings on a 4-million or 4.9' and initial spin rates were 2,800 or 2,500 rads,
mesh) has been observed up to 64 processors on the respectively.
Silicon Graphics 03K (400 MHz), the IBM SP P3 (375 Figure 5 shows the computed z-distance as a function
MHz), the IBM SP P4(1.7GHz), and the Linux PC cluster of x (the range). The computed results are shown in solid
(3.06 GHz). Computed results on the new Linux PC lines and are compared with the data measured from
cluster seem to show 2- to 4-fold reduction in CPU time actual flight tests. For the computed results the
for number of processors larger than 16. Similar good aerodynamic forces and moments were completely
performance is also achieved on the Linux PC cluster for obtained through CFD. One simulation started from the
a larger 12 million mesh (see Figure 2) up to 128 gun muzzle and the other from the first station away from
processors. the muzzle where the actual data was measured. The first

The computational algorithms implemented in station was located about 4.9 m from the muzzle. Both
CFD++ synergistically help achieve all three unification sets of results are generally found to be in good agreement
goals. In particular, the parallel processing capability is with the measured data, although there is a small
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discrepancy between the two sets of computed results, associated with the free flight of the finned projectiles at
The z-distance is found to increase with increasing x- supersonic velocities both with and without control
distance. maneuvers. High parallel efficiency is achieved for the

Figure 6 shows the variation of the Euler pitch angle real time-accurate unsteady computations. For the finned
with distance traveled. Both the amplitude and frequency configuration without control maneuver, coupled
in the Euler pitch angle variation are predicted very well CFD/RBD calculations show the flight trajectory and the
by the computed results and match extremely well with unsteady aerodynamics associated with its flight.
the data from the flight tests. Both sets of computations, Computed positions and orientations of the projectile
whether it started from the muzzle or the first station have been compared with actual data measured from free
away from the muzzle, yield essentially the same result, flight tests and are found to be generally in very good
One can also clearly see the amplitude damped out as the agreement. Computed results obtained for another
projectile flies down range i.e., with increasing x- complex finned configuration with canard-control pitch-
distance, up maneuver in a virtual fly-out show the potential of

these techniques for providing the actual time-dependent
4.2. Complex Projectile in Supersonic Flight with response of the flight vehicle and the resulting unsteady
Canard Maneuver aerodynamics for maneuvering projectiles.

This work demonstrates a coupled method to

Another case considered in the study is a complex accurately predict the time-accurate unsteady

canard-controlled finned projectile. Here, the control aerodynamics and the flight trajectories of projectiles at

maneuver is achieved by the two horizontal canards in the various speeds using HPC on highly parallel

nose section (Figures 7-9). Unstructured Chimera supercomputers. The present CFD/RBD simulations

overlapping grids were used (see Figure 7) and solutions clearly show the capability of the coupled approach and

have been obtained for several canard deflection cases. form the basis for future multidisciplinary, time-

Figure 8 shows the computed pressure contours at dependent computations of advanced maneuvering

M = 3.0 and cc = 00 for a canard deflection of 20 deg. munitions. The results show the potential of HPC

Although not shown here, this produces lift that can be coupled CFD and RBD simulations on parallel machines

used to obtain increased range. A typical result is shown to provide insight into the unsteady flow fields leading to
improve designs and accurate prediction of flightin Figure 9 for the canard deflection of 200 (high pressure trajectories both with and without control maneuvers.

region shown in red and low pressure region in blue).
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