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Abstract

Issues pertaining to the application of hybrid RANS-LES modeling and
Proper Orthogonal Decomposition (POD) techniques to the development of control
strategies for cavity flows are discussed. The criteria for correct and consistent
hybrid RANS-LES modeling are outlined — unsteady RANS-LES interfacing and
mesh sensitive eddy-viscosity modeling are identified as the main issues.
Preliminary calculations of a compression ramp are presented to illustrate our
approach for RANS-LES interfacing. Next, a generalized mesh dependent eddy-
viscosity modeling procedure is detailed and its applicability is demonstrated
through calculations of weapons bay cavity flows.  Comparisons with
measurements are seen to agree better than earlier “LES” calculations which did
not adequately treat the approach boundary layer. The technique is then used to
create datasets for developing a POD based model of the cavity flow field. The
differences between coupled and uncoupled POD applications to the density and
velocity fields are discussed — it is seen that the coupled approach yields a flow
field representation that is closer to the parent LES flow field than the uncoupled
approach. Finally, a dynamical systems model of the flow field is presented.
Applications to control problems are now in progress and will be presented in the
future.

1. Introduction

The use of passive controllers to control the aeroacoustics in weapons bay
flow fields has been studied in the past with limited success and range of
operability, forcing aircraft to reduce speed to deploy stores [1,2]. Active control
technology presents a better alternative because of its ability to adapt to the
different flow conditions and its potentially larger range of operability.
Techniques such as pulsed jets, piezzo activated actuation, and more recently, high
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frequency actuation as a control means have been studied [3]. While the search for
an optimal controller continues, analysis techniques are sought that can be used to
examine the flow field and test out the controller concepts. Towards this end, a
joint research effort has been initiated at CRAFT Tech and NCPA to develop a
high fidelity lower dimensional model of the weapons bay flowfield combining
hybrid RANS-LES modeling and the Proper Orthogonal Decomposition (POD)
technique. While modeling based on Large Eddy Simulation (LES) embodies
sufficient fidelity to represent the dynamic aeroacoustic environment in a cavity
[4], it requires substantive computer resources and consequently, a hybrid RANS-
LES method has been developed to minimize cost and maximize computational
fidelity. Lumley’s Proper Orthogonal Decomposition (POD) methodology [5] is
being assessed with the objective of developing a simplified model of cavity flow
dynamics. This entails utilization of the numerical simulation data to obtain a
simplified eigenfunction representation of the flow that is ideally suited for
utilization in a Low Dimensional Model of the cavity to study control alternatives.

In this paper, two aspects of this development effort are presented. In the
first part of the paper, we discuss issues pertaining to hybrid RANS-LES modeling
for complex flows in general and demonstrate its application to a weapons bay
flow field. The issues of interfacing between RANS and LES — an issue not
addressed so far in the literature — and mesh sensitive unified turbulence modeling
are discussed. In the second part of the paper, we address the development of a
reduced order POD based model of the cavity flowfield based on hybrid RANS-
LES simulations. Issues pertaining to the coupling of flow field variables are
addressed and a general method to develop a lower dimensional dynamical model
for the cavity flow field is presented.

2. Hybrid RANS-LES Modeling

In the first of the present series of conferences, Spalart et al. [6] estimated
(optimistically) that an LES of a whole aircraft flow field would require about 10"
grid points and about 5 million time steps to obtain reasonable solutions.
Simulations using just a fraction of that number of grid points are still not possible
today. Hybrid RANS-LES methods address this need by combining the cost
effectiveness of RANS methods with the accuracy of LES methods. RANS
methods compute only the mean flow field while modeling the effects of
turbulence entirely. LES methods, on the other hand, resolve most of the energy
containing flow scales and model only the small turbulent scales. RANS methods
are thus suitable only for steady or at most mildly unsteady flows, while, LES
methods perform much better for flowfields with strong unsteadiness. Hybrid
RANS-LES methods attempt to take advantage of this fact by resorting to RANS
type modeling in steady flow regions and switching to LES type modeling only in
regions where it is required (such as regions with strong unsteadiness, separation
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or aeroacoustic interactions, etc). However, interfacing RANS and LES regions of
the flow fields is not straightforward and requires careful examination.

In order to interface RANS and LES solutions consistently, two different
aspects need to be considered. The first one pertains to the fact that the RANS
solutions are steady solutions while the LES solutions are unsteady. Hence, when
RANS solutions are used as interfacial boundary conditions (either implicitly
through unified methods or explicitly by zonal methods) the steady state flow field
needs to be augmented with unsteady fluctuations. This has to be done in a manner
consistent with the LES resolution at the interface boundary. Secondly, the eddy
viscosity that is used to model the effects of the unresolved scales (all turbulent
scales in RANS and sub-grid scales in LES) has to be suitably modified to reflect
the increased resolution in LES regions. Unless both these conditions are satisfied,
truly hybrid RANS-LES interfacing cannot be achieved. In the literature to date,
several hybrid approaches [6,7,8,9,10] have been proposed to address the second
issue, while the first issue has not received much attention. In all these methods,
the eddy viscosity computation is suitably tuned such that a certain extent of mesh
dependence is achieved — regions of higher resolution (or LES type regions) see
lower values of the turbulent viscosity while regions of lower resolution (or RANS
type regions) see higher turbulent viscosities. Thus steady solutions are obtained in
regions of lower resolution while a higher level of unsteadiness is sustained in
regions of higher resolution.

While this approach is consistent with the general dissipative natures of
RANS and LES, it does not reconcile the large differences in the range of
structures resolved in the RANS and LES regions. This omission can be
unimportant to a large class of problems where the unsteadiness is generated and
contained entirely within the LES domain (such as cavity flows, as we will show
later), but can be very important for a wide class of problems where the small
scales unsteadiness that are not resolved in the RANS regions interact very
strongly with the flow structures in the LES regions. In the RANS region, only the
mean flow field is resolved and all turbulence is modeled — the structure of the
turbulent flow field is represented by increased turbulent diffusivities and kinetic
energy, thus capturing the turbulence effect in a statistical sense. However, such a
representation does not allow for the unsteady interactions of any flow structures
in the RANS regions with any other flow field characteristics in the LES region.
Hence, the resulting solution in the LES region cannot capture any of the
unsteadiness present in the actual flow field. For such flows, the mean flow field
from the RANS solution must be transformed at the interface boundary to re-
introduce the unsteadiness in the flow field, so that the LES region will see the
proper boundary conditions.

In the next section, we present two example calculations — one of each of
the types discussed above. The first calculation is that of a supersonic flow over a
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compression corner — this is shown to demonstrate the importance of the
unsteadiness re-creation concept discussed earlier. The second flow field,
discussed in more detail, is the hybrid simulation of the cavity flow field. In this
flow, the effect of the small scale unsteadiness in the upstream boundary layer is
small — the flow is dominated by resonant shear layer-acoustic interactions in the
cavity. For this flow field, the mesh dependent eddy viscosity modeling
methodology is demonstrated.

21 Unsteady Interfacing for Hybrid RANS-LES

In this section we present an example of a flowfield where the interaction
of the unsteadiness in the “RANS” region of a hybrid simulation strongly affects
the “LES” region simulation. This calculation is presented here only as a
demonstration of the issue of

interfacing - the details are -

omitted for brevity and will be M~239 I ;’/M
presented elsewhere. The flow . M“w
field chosen for this purpose is a 777/ ALY

Mach 2.88 flow over a
compression corner (Fig. 1) — a flat Fig. 1. Schematic of the compression ramp
plate boundary layer (with a long calculation
run) leads up to a ramp with a turning angle of 8 degrees. Here, results from two
calculations are shown - in both these calculations, the upstream approach
boundary layer is simulated using RANS (using a k-€ turbulence model) and a
short distance upstream of the compression corner the model is switched to LES (a
one equation LES model [10] is used). In the first simulation, nothing is done at
the interface between the RANS and LES regions, the RANS profile is used as the
starting input profile for the LES calculation. In the second simulation, the RANS
boundary layer is transformed into an LES boundary layer using the recycling
method of Urbin and Knight [11]. The mean boundary layer thickness at the
interface location for the two calculations is the same; the only difference is the
unsteadiness in the flow field in the second simulation.

Figures 2 and 3 show an instantaneous snapshot of the shock structure in
the corner — the effect of the unsteadiness is clearly seen in Fig. 3 — the streamwise
vortices in the boundary laver wrinkle the shock surface and cause the shock to

Fig. 2. Instantaneous snap shot fromthe  Fig. 3sn aneous nap shot of density
hybrid calculation without unsteady contours from the hybrid calculation with
interfacing. unsteady interfacing following ref. [11].
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constantly move about its mean location. Figure 2 on the other hand does not show
any unsteadiness at all — the shock is stationary, and no fluctuations are visible in
the flow field. Further, the recirculation length is incorrect and in fact, moves all
the way upstream to the inflow boundary before the simulation has to be stopped.
The comparison of the surface pressures shows that the second simulation yields
much better comparisons with the experimental data and the LES of Yan et al.
[12]. This shows that the small structures in the upstream boundary layer can be
very important in predicting this flow field. These small scale structures provide
the turbulent mixing (diffusion) that keeps the shock stably oscillating around its
mean position. In the case of the pure LES, this turbulent diffusion is missing and
the shock moves all the way upstream. Therefore, the unsteadiness not only is
responsible for providing the shock (and hence the pressure oscillations), it is also
responsible for the stability of the flowfield itself.

2.2 Mesh Dependent Turbulence Modeling for Hybrid RANS-LES

In this section we describe a method for introducing a mesh dependence in
the computation of the eddy viscosity used in turbulence models. The model is
based on the k-&€ RANS model and the one-equation subgrid model [10]. As we
shall show, the model reduces to the baseline RANS model in regions where the
mesh does not permit the resolution of flow structures. As the mesh size decreases
in regions of strong flow features, the model reduces to the LES model thereby
allowing the user to perform hybrid calculations within a unified framework.
Clearly, this is more suited to problems that are not strongly dependent upon the
interfacing boundary conditions. To demonstrate the applicability of this model,
we apply it to the simulation of a weapons bay flow field — these results are
presented in the next section.

As mentioned earlier, several approaches have been proposed to deal with
mesh dependent eddy viscosities {6-10]. However, as identified in Reference [8],
one drawback of the approaches is that no attempt is made to determine the extent
of the local resolution with respect to the overall turbulence levels. A certain grid
size will resolve different amounts of energy/turbulence in low and high Reynolds
number flows. That this relative difference in the resolution with respect to the
local turbulence levels is incorporated into the various hybrid models is not clear.
In order to address this issue, we present a different approach here. In this method,
the eddy viscosity is still linked to the local mesh size; however, additional effort
is spent to characterize the local turbulence levels, so that the amount of net
turbulent dissipation used in the momentum and energy balance is consistent with
the local mesh size and the local turbulent Reynolds number.

The overall approach involves solving the mass, momentum and energy
conservation equations using a finite volume framework. In addition to these
conservation equations, two additional equations describing the evolution of the




678 S. ARUNAJATESAN, N. SINHA AND L. UKERLEY

turbulence variables are solved for - one each for the subgrid kinetic energy and
the overall turbulent dissipation rate, respectively. These equations are given as
follows:
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Here, o1, o, are the modeling constants appearing in the RANS form of the k-¢
model. Details of the expressions for the source terms on the right hand side of
equation (1) are presented in Ref. [8] and are omitted here for brevity. Note that
since the two quantities represent different scale variables, namely, &€ represents
the large scale variable and k** represents the sub-grid scales (SGS), different eddy
viscosities are used in the two equations. The momentum and energy equations,
however, use the SGS value of the eddy viscosity because that represents the
amount of energy that is dissipated from the flow field based on how much of the
flow field is resolved. This value blends to the RANS value as the grid is
coarsened, as will be shown later.

Once these two variables are available at any flow field location, it is
assumed that the local turbulent energy spectrum can be represented using a hybrid
form of the energy-inertial-dissipation range spectrum. The form of the spectrum is
given as follows,

2\ 176
E(k)=C k"m(-k-J [1+(J") } exp(—-%ak"‘”) 2
where, 0=1.5, k= kn, and E=E /(v%e)* . Here, k is the wave number, Iee is an
energy containing wave number, and C. is a constant to be determined. The

calibration for C, requires that the integral of the dissipation range spectrum yield
the local turbulence dissipation rate. In order for this form to be useful, the
independent variables, namely, 7 the Kolmogorov scale and k,, in equation (2)
must be related to the flow variables. The Kolmogorov scale is computed from the
turbulent dissipation rate and laminar viscosity

Information about the subgrid kinetic energy and the A, the local mesh resolution
are used to compute the energy containing wave number k,.

k598 = j E(k)dk 3)
ka
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Equation (2) can be solved iteratively to determine I;e. This completely determines
the spectrum in Equation (2) and can then be used to compute the eddy viscosities.
The eddy viscosities are computed from expressions similar to the baseline RANS
model expressions. The model, it’s testing and validations in the RANS and LES
limits are described in greater detail in reference [8] and are omitted here for
brevity. We now present an application of this modeling to the simulation of cavity
flows. As we shall demonstrate the flow field is very amenable to this kind of
modeling because the source of the unsteadiness is completely contained in the
LES region. The flow field doest not strongly depend on the detailed structure of
the approach boundary layer, but only on the momentum thickness.

23 Hybrid Simulation of Cavity Flowfield
The case selected for demonstration of the hybrid LES-RANS turbulence
model corresponds to an experiment M-LS
performed by Shaw at the Lockheed Reoai0e >
Compressible Flow Wind Tunnel l S ——

(CFWT) [13]. The tests featured a
generic 20% rectangular cavity - 36
inches in length with a L/D ratio of 6.
Dynamic load spectra were obtained at Fig. 4. Schematic of the cavity flow field.
various locations during these tests. A

schematic of the geometry and the dynamic pressure measurement locations is
shown in Fig. 4. The case simulated has a freestream Mach number of 1.5 and a
Reynolds number of 7 million per foot.

The weapons bay flow field can be visualized as the combination of the
two flow fields discussed above — the
upstream region of the cavity is a boundary
layer flow field, while the flow over the
cavity itself is a shear layer flow field. The
goal is to achieve a RANS type behavior in
the upstream boundary layer region and a
LES type behavior in the shear layer region.
Hence, the mesh used in the calculations are
created with high aspect ratio cells in the
boundary layer - the wall normal mesh
spacing is fine while the axial spacing is 4 : ,
fairly coarse. This permits the shear in the  Fig. 5. Mesh used in the hybrid cavity
wall normal direction to be adequately calculation.
resolved, but the high aspect ratio cells do
not permit the resolution of the fine scale structures in the buffer region. In the
shear layer over the cavity, the mesh is uniformly fine in both the directions. In this
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region, the evolution of the shear layer disturbances that result in the formation of
the shear layer need to be resolved along with the strong gradients in the mean
flow. The mesh used in these simulations is shown in Fig. 5. The insets show the
cells in the boundary layer and shear layer regions. The wall normal resolution of
Ay'=0.25 was used in the boundary layer grid and the stretching rate in the
boundary layer in the wall normal direction was limited to 4%. In the shear layer
region over the cavity, the stretching rates in both directions were kept below 4%.
According to the test measurements, the upstream boundary layer
thickness is an inch, which is consistent with one-fifth scaling for a fighter aircraft
like the F-111. The dependence of the shear layer over the cavity on the boundary
layer thickness has been well documented [14] - the momentum deficit at the
leading edge of the cavity is critical for the shear layer development. The feedback
mechanism, which determines the pressure and dynamic load fluctuations on the
weapons bay floor interacts strongly with the separating boundary layer at the
leading edge. Thus it is important that the boundary layer be captured accurately.
Fig. 6 shows a snapshot of the instantaneous contours of vorticity. The
basic features of the flow are highlighted in this. The boundary layer upstream of
the cavity is steady like a RANS boundary layer, the shear layer over the cavity, on
the other hand is seen to be
inherently  unsteady and
dominated by  periodic
vortex shedding from the
separated boundary layer.

Examination of the temporal Koo
fluctuations in the boundary - _2.2E+02
layer showed that the '-a.smoz
fluctuations were barely -5 OR+02

pqtl.CfI:able . apax; f.rom the Fig. 6. Vorticity contours over the cavity showing steady
Initial transients during start RANS like and unsteady LES like regions.
up of the calculation, there

are no fluctuations in the boundary layer region upstream of the cavity leading
edge. The approach boundary layer is seen to thicken with length as it approaches
the cavity — the thickness of the boundary layer measured at the leading edge of the
cavity (the last grid point before the cavity leading edge) shows a value of 1.067
inches. This is very close to the thickness measured in the experiments.

The shear layer over the cavity as seen from above is clearly unsteady. The
separated boundary layer becomes unstable and rolls up into vortices. These
vortices are convected downstream in the shear layer and impinge upon the aft end
of the cavity. This causes a recirculating flow region to be set up inside the cavity
forming the feedback loop. The reflected waves interact with the vortex shedding
upstream, resulting in the creation of a limit cycle type process. An examination of
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the flow variables in the shear layer clearly reveals this. Of particular interest to us
is the pressure oscillation in the cavity. The predicted pressure oscillations on the
cavity floor are compared with experimental data.

Prior to presenting the dynamic load predictions from the present
simulation, Fig. 7(a) shows predictions from a preliminary LES simulation where
the entire flow field is modeled through the use of the one equation LES model
[10]. The mesh used for this calculation is the same as that used for the hybrid
calculation. In the pure LES calculation, the approach boundary layer is not
captured correctly. There is no unsteadiness in the boundary layer because the
mesh cannot sustain it, however, the thickness at the cavity leading edge and the
growth rate are predicted incorrectly by this model. The boundary layer thickness
at the cavity leading edge is only 0.48 inches — almost half the experimental value.
This adversely effects the shear layer and the whole cavity flow field downstream
of the leading edge. The predicted pressure spectra at 25% and 75% cavity length
are compared with the wind tunnel data. While the overall comparison with data is
reasonable, significant discrepancies can be identified.

In Fig. 7 (b) and (c), the predictions from the hybrid model are shown. The
main difference between these two simulations is the boundary layer upstream of
the cavity. The difference in the pressure spectra predictions is clear — the hybrid
model captures both the modes and the amplitudes of the pressure oscillations very
well. The pure LES calculation, on the other hand, while exhibiting the correct
trends, shows significant discrepancies with the experimental measurements. This
highlights the role of the boundary layer in altering the cavity feedback mechanism
and is very significant for control-oriented applications of the simulation
methodology.

D0 [ = v e o ey
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Fig. 7(a). Pressure Fig. 7(b). Pressure Fig. 7(c). Pressure
spectrum from the pure spectrum from the hybrid ~ Spectrum from the hybrid
LES at Y4 cavity length RANS-LES at Y% cavity RANS-LES at % cavity
location compared with length location compared length location compared

experiment. with experiment. with experiment.

In order to illustrate the role of the hybrid model, Fig. 8(a) shows contours
of mean eddy viscosity and velocity in the boundary layer upstream of the cavity.
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It is clearly seen that as the mesh resolution increases approaching the leading
edge of the cavity the eddy viscosity drops, but there is no noticeable difference in

the mean velocity contours — the boundary
90 layer thickness

I AT and profile itself

- L " are not affected.

Eddy Viscosity ‘:’ .InStead’ an
L \‘ b JM“P Vh increased _level

of unsteadiness

'i"'z_*fﬁk‘" T 777 is seen in the

E— S o A? b‘ W' % boundary layer
U Velocity . as the cavity is
g o “w 7w approached. The

. L oscillations  of
Fig. 8(a). Contours of eddy viscosity Fig. 8(b). Unsteady histories of 1o shear layer

and U-velocity over the upstream velocity in the upstream feedback

n{'\ll“l“l’)ﬂl I‘:\\Iﬂ"
through the subsonic portion of boundary layer. the boundary

layer there by.causing oscillations in the flow variables. However, farther
upstream, these are wiped out by the eddy viscosity yielding a steady boundary
layer there. The time histories of the streamwise velocity at three different
locations upstream of the cavity are shown in Fig. 8(b) — at the location farthest
from the cavity, the oscillation amplitudes are mild and only low frequencies are
seen to exist. However, as the cavity is approached, the amplitude and frequency
content of the velocity fluctuations are seen to increase, this corresponds to the
reduction in eddy viscosity, showing that the lower turbulent dissipation levels
allows greater amounts of unsteadiness to be sustained in the boundary layer. This
clearly highlights the role of the hybrid model and shows that the sought behavior
has been achieved in the flow field.

So far we have discussed methods of simulating the weapons bay flow
field using hybrid techniques. The goal of these simulations is to develop a greater
understanding of the flow field dynamics thereby permitting us to control its
behavior. However, real time control in the hybrid RANS-LES simulations is still
not feasible and hence reduced order models are required to help us examine
control strategy alternatives. We now present results from our approach to develop
one such model using POD and the simulations described above.

3.0  Proper Orthogonal Decomposition Analysis

The low-dimensional model developed here is derived using modes from
the application of the Proper Orthogonal Decomposition to the cavity data set.
The basis set of the POD modes are projected onto the governing partial
differential equations (PDE) using a Galerkin method. The methodology to derive
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the dynamical systems model discussed here is similar to that of Aubry et al [15]
and Ukeiley et al [16]. In what follows we will briefly discuss the results of
applying the POD to the numerical data-set of the cavity then discuss the
formulation of the low-dimensional model. Since the cavity flow field under study
is compressible the POD has been applied to both the density and velocity fields.

31 Application of the POD

Applications of the POD to the unsteady simulations have been reported in
Ukeiley et al [16], Sinha et al [17] and Ukeiley et al [18]. All these applications
follow the original work of Lumley [5], which is derived from projecting a
candidate structure on the instantaneous field and maximizing in a least square
sense. This results in a Fredholm integral equation, the solution of which yields
the orthogonal basis vectors and the relative weights of these vectors that optimally
describe the chosen field. This was later generalized to the ‘method of snapshots”
by Sirovich [19] where he showed that the eigenfunctions of the POD can be
written as linear combination of instantaneous flow fields,

M
91D = X y"(1ui(x. 1) @

and they can be evaluated by solving an intermediate eigenvalue problem. This
requires identifying the eigenfunctions of a matrix which is calculated by
correlating independent snapshots and integrating over the spatial domain of
interest. Significantly, this results in an eigenvalue problem which is of the order
of the number of ensembles, and not the number of spatial locations, as with the
original formulation. Equation (4) can be solved either independently for each
flow variable or through the use of a suitable kernel that combines flow variables.
Following Lumley and Poje [21] we have used

; b
W=[{Ef"}i=1,,_3,{—re}i=4];uz=<u,-uj);r2=<p2> such that a and b satisfy

a2<uiu j ) + b2<p2> =2 thereby modifying equation (4) as

M
¢ (X)= El v (5 )wi(X. 1) )

The effects of using the modified kernel as opposed to the independent
decomposition will be discussed
briefly here. Figure 9 shows the
convergence of the POD applied to
both the density and velocity
fields. Approximately 20% of the
mean square energy is contained in
the in the dominant mode and 70%

Fraction of Mean-Square

Fraction of Mean-Square
¥ [ SR o emsy oo

& - , § % 3 &
Mode Number Mode Number

Fig. 9. Convergence of POD for density and
u velocity.
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in the first eight modes. The spatial structure of the modes is shown in Fig. 10(a)
which shows the first 4 POD modes of streamwise velocity. The dominant modes
are seen to contain information about the large scale features of the flow while the
higher modes contain much of the smaller scale detail in the flow field. The
vortical structure seen in the results of the hybrid calculation are seen here through
an opposition in sign of eigenfunction across the shear layer. Figure 10(b) shows
the modes associated with the density field. As with the velocity field, streamwise
aligned waves and waves propagating out of the cavity can be distinctly identified
in these modes. Shown in Fig. 11 is the effect of using the coupled formulation as
opposed to the uncoupled formulation originally proposed. Here it is seen that that
first modes are very different for the two reconstructions, however, as more modes
are added, the solutions seem to converge. From a qualitative examination of the
flowfields using only one POD mode, it is seen that the coupled application yields
a reconstruction that is closer to the original flowfield, in spite of the fact that the
first modes from the independent reconstructions actually contained a greater
fraction of the mean square energy. Thus this implies that in order to predict the
dynamics of the flow field, the coupled application yields better results.

Strewmnwise Velodty Made 1 Denalty Mode |

From Simwlation

Streamwiss Veladty Made 2 Density Mode 2

n -

i3
g
=
g

o
b
3%

First POD Node First POD Mogo
Independent App Icazors Cougled Applcaton

Stsamwise Velodty Mode 3

First Eight POD Modes First Eight POD Modes.
independeni Applicanons Coupiod Applicaticn

Streamwise Velodty Made 4

Fig. 10(a). POD modes Fig. 10(b). POD Fig. 11. Comparison of the reconstructed
of the velocity field  models of the density  flow field from the coupled and uncoupled
from the coupled field from the POD applications
formulation. coupled formulation

32 Dynamical Systems Model

The system of PDE’s for the model developed here consists of the
conservation of mass and momentum equations for a compressible fluid and are
given by,

P, %, , 9
aPa, e T ©)
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In using this system as the governing equations we are assuming a constant total
enthalpy flow for the model. The first step in deriving the model equations is to
expand out the density and velocity in terms of the POD modes. These
representations can be written as follows,

;= ﬁla"(»sb,-"(f)
N_ ! [P (8)
p= L'y’ (.

Since only the density and velocity will be expanded in terms of POD
modes we will use an Ideal Gas assumption to relate the pressure field in terms of
one of the model variables. After substituting in the above relationship the
Galerkin projection is performed. The projection takes advantage of the POD
basis being orthogonal to simplify the constant matrices. The resulting equations
have the form,

‘—ag, = Yd'CI-Eb'BI-LY ' -t )" -d"B2-Lb6'B-LL (' -b'¥a"-aMB2  (9)
n 1 I n ) I'n
for the continuity relationship and,

dt

LY YbPa"d'@2+L Ya"a'S1+ L X b%a"s2+ L XL bPa"a's3
pnl n | pn pnl

4 M ey Y BPCI-Yd"LI- EEbPa" L2~ Ya"a"0l
pn n pn pn (10)

for the Navier-Stokes equations. In the above equations C1-C3, B1-B3, L1, L2, Q1,
Q2 and S1-S3 are constant matrices calculated from the POD eigenfunctions.
These coefficients relate to the various properties of the governing PDE’s. For
example, the linear term, L1, contains two parts; the first is viscous dissipation, the
second has mean gradients which relates it to production of turbulence. It should be
noted that separating the time and spatial dependence allows for the coefficients
involving the POD eigenfunctions to be calculated only once since all of the time
dependence is in the expansion coefficients.

33 Solution Methodology

Based on the results from the application of the POD the low-dimensional
model developed will use 8 density and 8 velocity POD modes. This yields a set
of 16 ordinary differential equations which need to be solved: 8 from continuity
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and 8 from Navier-Stokes. These 16 equations have been programmed into a
fourth order Runge-Kutta routine with adaptive time stepping. The routine will be
used to integrate the ODE' s to obtain the expansion coefficients a(t) and b(t).
Once the time evolution of these coefficients has been obtained they can be
projected onto the eigenfunctions to get the time dependent velocity and density
fields. This allows us to study both the time evolution of the dominant features
and supplies a simple set of ODE' s that can be coupled with an active flow control
methodology to determine an optimal flow control situation.

From examining the equations it is apparent that there are several terms
that can not be written in terms of the POD modes, such as the temperature, the
mean velocities and mean density. The temperature field will be assumed to be a
function of space only, i.e., T =T(x). This means that the temperature field will
not be a function of time and in the model the mean value from all of the snapshots
will be used. This is consistent with a constant total enthalpy assumption, which
also allows us to only use the continuity and Navier-Stokes equations with out the
energy equation. For the initial approach both the density and velocity fields will
be treated as not being a function of time either. The numerical values used for
these parameters will be those from the ensemble average of the snapshots. These
values might be high, however, since there is over 80% of the turbulent kinetic
energy and mean-square density retained in the model it is a reasonable first step.
In the future a model for the mean velocity that more accurately represents an
appropriate one for the truncated system and allows feedback from the turbulence
can be introduced such as the one discussed in Ukeiley and Glauser, 1995.

Another important aspect of low-dimensional modeling is how to account
for the neglected POD modes. To date we have tried to treat this simulation much
like the VLES simulations that were used to generate the data used to extract the
POD modes. That is to say, the numerical dissipation will be assumed great
enough to account for energy lost to the POD modes that have not been included in
the model. This is an initial approach and it is envisioned that an extra term to
account for the truncated modes, much like what has been classically done, will be
added later.

4.0  Conclusions and Future Work

In this paper we have addressed some key issues pertaining to the
development and assessment of control strategies for cavity flows. Requirements
for hybrid RANS-LES modeling in general have been outlined and demonstrative
calculations have shown the need for each one of the components of hybrid
modeling. The interfacial boundary condition generation issue was addressed
briefly — further enhancements and improvements are being studied and will be
presented in the future. The issue of mesh dependent modeling was demonstrated
through its application to the cavity problem. In this regard, a more complete three
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equation version of this model is being currently studied and will be presented in
the future. The technique of POD was shown to be a good candidate for the
application to the development of a lower dimensional model for the cavity —
convergence of the POD modes was demonstrated along with comparisons to with
the Hybrid RANS-LES calculations to show that the model mimics the
simulations. The dynamical systems model of the flow field was derived and will
be tested and studied in more detail in the future.
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