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Abstract—We report a novel method for accurately computing the modes of an arbitrarily-shaped hollow waveguide. Our method uses a point-based (Nyström) discretization of an integral operator over the waveguide aperture to compute the modes.

I. INTRODUCTION

This paper describes a technique for numerically computing the modes of an arbitrarily-shaped cylindrical waveguide with perfectly-conducting walls and an isotropic, homogeneous core. The method is different from standard methods in that we formulate the problem in terms of the eigenfunctions of an integral operator over the waveguide aperture and it is unique in that we employ a high-order, point-based (Nyström) discretization to obtain numerical solutions.

The Nyström method is a method for solving integral equations. In contrast to a method of moments discretization, a Nyström discretization of a function on a surface \( S \) is simply a tabulation of function values at a discrete set of points on \( S \). Integrals are approximated by weighted sums of function evaluations. Specifically, we approximate the integral of a function \( f(x) \) as

\[
\int dx f(x) \approx \sum_{i=1}^{N} \omega_i f(x_i),
\]

where \( x_i \) is the \( i \)th abscissa of an \( N \)-point, high-order quadrature rule and \( \omega_i \) is the associated quadrature weight.

The conventional Nyström method is a simple and efficient method for solving integral equations with nonsingular kernels. When the integral kernel is singular (as is generally the case for Green functions), one needs to introduce local corrections in order to compensate for the fact that a quadrature rule for regular functions cannot integrate singular functions with high-order accuracy. Further details regarding local corrections and their use in the Nyström method for solving scattering problems may be found in [1].

The modes of an isotropic, homogeneous-core cylindrical waveguide with perfectly conducting walls can be classified [2] into three categories — transverse magnetic (TM), transverse electric (TE), and transverse electromagnetic (TEM). Modes in each category are related to the modes of a scalar waveguide problem. The TM (TE) modes are derivable from the scalar modes of the same waveguide assuming Dirichlet (Neumann) boundary conditions on its walls. The TEM modes are derivable from solutions to the 2d Laplace equation on a cross section of the guide.

The arrangement of the remainder of the paper is as follows: section II describes how to obtain eigenmodes and eigenvalues for the scalar waveguide problem with Dirichlet or Neumann boundary conditions; section III describes how to solve the 2d Laplace equation inside the waveguide aperture; section IV describes a method for computing the vector waveguide modes from the scalar traveling modes and 2d electrostatic modes; and, finally, in section V we present some results obtained from a software implementation of these methods.

II. SCALAR WAVEGUIDE MODES

The scalar waveguide modes \( u_n(x) \) satisfy the 2d scalar wave equation

\[
(\nabla_{\perp}^2 + k^2 - \beta_n^2) u_n(x) = 0
\]

inside the waveguide aperture \( W \) and the correct boundary conditions on its boundary \( \partial W \). They are also eigenfunctions of the \( H \) operator [3] defined as

\[
H(x,x') \equiv \sum_n \frac{Z_n}{ik} u_n(x) u_n(x').
\]

In these equations,

\[
Z_n = \frac{k}{\beta_n}
\]

is the modal impedance, \( k \) is the free-space propagation constant, and \( \beta_n \) is the propagation constant for the \( n \)th waveguide mode.
Using the fact that the modes form a complete and orthonormal set of real functions on $W$, one can show that the function $\bar{G}$ defined by

$$\bar{G}(x, x') = \int_W ds' H(x, x') H(x', x''),$$

is the Green function appropriate to the inside of the waveguide because it obeys the wave equation $(\nabla^2 + k^2) \bar{G}(x, x'') = -\delta^2(x, x'')$ inside $W$ and the correct boundary conditions on $\partial W$. Furthermore, the eigenfunctions of the integral operator

$$\int_W ds'' \bar{G}(x, x'') = \sum_n \left( \frac{Z_n}{ik} \right)^2 u_n(x) \int_W ds' u_n(x')$$

are the modes of the waveguide and the eigenvalue corresponding to the $n$th mode $u_n(x)$ is

$$\left( \frac{Z_n}{ik} \right)^2 = -\frac{1}{\beta_n^2}.$$  

Therefore, our procedure for computing the scalar traveling modes of a waveguide will consist of first computing a discretized representation of the integral operator $\int_W ds'' \bar{G}(x, x'')$ and then using a numerical eigenvalue routine to determine discretized representations (of a finite set) of the modes and the corresponding propagation constants. The remainder of this sections describes a method for obtaining discretized representations of $\int_W ds'' \bar{G}(x, x'')$ with Dirichlet or Neumann boundary conditions on $\partial W$.

Start with a solution to the inhomogeneous (transverse) wave equation $(\nabla^2 + k^2) G(x, x') = -\delta^2(x, x')$. We will use

$$G(x, x') = -\frac{1}{4} Y_0(k|x - x'|),$$  

where $Y_0$ is the second kind Bessel function of order zero. To this solution we can always add solutions $F(x, x')$ to the homogeneous wave equation $(\nabla^2 + k^2) F(x, x') = 0$. Our objective is to find a solution $\bar{F}$ that makes

$$\bar{G}(x, x') = G(x, x') + F(x, x')$$

obey the boundary conditions on $\partial W$. Unlike the Green function for 2d scattering in an unbounded region, this Green function is real valued.

**A. Dirichlet Case**

Since we care only about $\bar{G}$ inside $W$, we can arrange any distribution of charges $\sigma$ outside of $W$ to make $G$ obey the boundary conditions on $\partial W$. The simplest solution is to put them on an artificial boundary $\Gamma$ that is outside $\partial W$ by an infinitesimal distance. Then

$$F(x, x') \equiv \int_\Gamma dl'' G(x, x'') \sigma(x'', x')$$

obeys

$$\left( \nabla^2 + k^2 \right) F(x, x') = \int_\Gamma dl'' \left( \nabla^2 + k^2 \right) G(x, x'') \sigma(x'', x') = 0$$

since $(\nabla^2 + k^2) G(x, x'') = 0$ for all $x \in W$ and $x'' \in \Gamma$. Taking the limit as $\Gamma \to \partial W$ we get

$$\bar{G}(x, x') = G(x, x') + \int_{\partial W} dl'' G(x, x'') \sigma(x'', x').$$

A simple interpretation of this equation is as follows: $\sigma(x'' \in \partial W, x' \in W)$ is the charge distribution induced on the walls of the waveguide by a unit charge at $x' \in W$; the total potential at $x \in \partial W$ is the sum of the potential from the original unit charge, namely $G(x, x')$, and the potential produced by the induced charge distribution on the waveguide walls, namely

$$\int_{\partial W} dl'' G(x, x'') \sigma(x'', x').$$

In the Dirichlet case, the total potential must vanish everywhere on $\partial W$. To enforce this condition, we will demand that the inner product of the potential on $\partial W$ with each function $f_k(x \in \partial W)$ from a suitable set of testing functions must vanish, i.e.,

$$0 = \int_{\partial W} dl f_k(x) G(x, x') + \int_{\partial W} dl f_k(x) \int_{\partial W} dl'' G(x, x'') \sigma(x'', x').$$

for every point $x' \in W$.

We can write this condition in matrix form as

$$0 = f^{\partial W} \Omega^{\partial W} \left( G^{\partial W, W} + \sigma^{\partial W, \partial W} \Omega^{\partial W} \Sigma^{\partial W, W} \right)$$

where $\Sigma^{\partial W, W}$ represents the discretized form of $\sigma$ and $G^{\partial W, \partial W}$ and $G^{\partial W, W}$ are discretized representations of the kernel $G$ with local corrections [1]. $\Omega^{\partial W}$ is a diagonal matrix of quadrature weights for integrals over $\partial W$. [In general, our notation involving $W$ and $\partial W$ superscripts is meant to indicate the domain(s) of the coordinate variable(s). For diagonal quadrature weight matrices $\Omega$, only one superscript is used for notational compactness with the understanding that the two domains are always the same.] Since $f^{\partial W}$ is arbitrary, the solution to (15) is

$$\Sigma^{\partial W, W} = -\left( G^{\partial W, \partial W} \Omega^{\partial W} \right)^{-1} G^{\partial W, W},$$

which means that the discretized form of $\int_W ds'' \bar{G}(x, x'')$ is

$$G^{W, W} \Omega^W - G^{W, \partial W} \left( G^{\partial W, \partial W} \right)^{-1} G^{\partial W, W} \Omega^W.$$
B. Neumann Case

As in the Dirichlet case, we arrange sources on \( \Gamma \) in just the right amount to make the total potential obey the boundary conditions on \( \partial W \). In the Neumann case, however, a dipole distribution \( \mu \) has some advantages over a charge distribution. The potential at any point \( x \in W \) due to a dipole distribution \( \mu \) on \( \Gamma \) is

\[
F(x, x') = \int_{\Gamma} dl'' \left( \hat{e}'' \cdot \nabla'' G(x, x'') \right) \mu(x'', x'),
\]

where \( \hat{e}'' \) is the unit normal to \( \partial W \) at \( x'' \) in the plane of, but pointing away from, \( W \). For the same reason as before, \( F \) obeys the homogeneous wave equation whenever \( x \in W \). The edge normal derivative of \( F \) at \( x \in \Gamma \) is

\[
\hat{e} \cdot \nabla F(x, x') = (\hat{e} \cdot \nabla) \int_{\Gamma} dl'' \left( \hat{e}'' \cdot \nabla'' G(x, x'') \right) \mu(x'', x'),
\]

(19)

The normal derivative of a dipole layer potential is continuous across the boundary so we can take the limit \( \Gamma \to \partial W \), replacing \( \Gamma \) by \( \partial W \) in the above expression.

In the Neumann case, the edge normal derivative of the total potential must vanish everywhere on \( \partial W \). We will demand that the inner product of the edge normal derivative of the potential on \( \partial W \) with each function from a suitable set of testing functions must vanish. In other words, for each testing function \( f_k(x \in \partial W) \), we require that

\[
0 = \int_{\partial W} dl f_k(x) (\hat{e} \cdot \nabla G(x, x')) + \int_{\partial W} dl f_k(x) (\hat{e} \cdot \nabla) \int_{\partial W} dl'' (\hat{e}'' \cdot \nabla'' G(x, x'')) \mu(x'', x')
\]

(20)

for every point \( x' \in W \).

We can write this in matrix form as

\[
0 = f^{\partial W} \Omega^{\partial W} \left( [\hat{e} \cdot \nabla] (\hat{e}'' \cdot \nabla'' G) \right)^{\partial W, \partial W} \Omega^{\partial W} M^{\partial W, \partial W}
\]

(21)

where \( M^{\partial W, \partial W} \) represents the discretized form of \( \mu \), and \( [\hat{e} \cdot \nabla] (\hat{e}'' \cdot \nabla'' G) \)^{\partial W, \partial W} and \( [\hat{e} \cdot \nabla] \)^{\partial W, \partial W} are discretized representations of the corresponding edge normal derivative operators with local corrections. \( \Omega^W \) and \( \Omega^{\partial W} \) are diagonal matrices of quadrature weights for integrals over \( W \) and \( \partial W \), respectively. The solution to (21) is

\[
M^{\partial W, \partial W} = - \left( [\hat{e} \cdot \nabla] (\hat{e}'' \cdot \nabla'' G) \right)^{\partial W, \partial W} \Omega^{\partial W} (\hat{e} \cdot \nabla)^{\partial W, \partial W},
\]

(22)

which means that the discretized form of \( \int_W ds'' G(x, x'') \) in the Neumann case is

\[
G^W, W \Omega^W - (\hat{e} \cdot \nabla G)^{\partial W, \partial W} \left( [\hat{e} \cdot \nabla] (\hat{e}'' \cdot \nabla'' G) \right)^{\partial W, \partial W}^{-1} (\hat{e} \cdot \nabla G)^{\partial W, \partial W} \Omega^W.
\]

(23)

III. Solving Laplace’s Equation in \( W \)

When the waveguide aperture is multiply-connected, there exist non-trivial solutions to the 2d Laplace equation in \( W \). Such solutions correspond to the TEM modes in the waveguide.

What follows is a procedure for computing the solution to the 2d Laplace equation in \( W \) for an arbitrary potential distribution on the boundaries. The same procedure has an obvious extension to 3d which could be used to solve electrostatic problems inside multiply-connected cavities.

For a given boundary value function \( b(x \in \partial W) \), we desire to find a function \( \psi(x \in W) \) that satisfies

\[
\psi(x) = b(x) \text{ for } x \in \partial W, \text{ and } \quad \nabla^2 \psi(x) = 0 \text{ for } x \in W.
\]

(24)

(25)

The solution for \( \psi(x) \) can be written as a 2d single-layer potential with an unknown source distribution

\[
\psi(x) = \int_{\partial W} dl' \log |x - x'| \sigma(x').
\]

(26)

This potential automatically satisfies the second condition above because \( \nabla^2 \log |x - x'| = 0 \) for \( x \in W \) and \( x' \in \partial W \). The single-layer potential density \( \sigma(x') \) is determined by the condition that \( \psi(x) = b(x) \) on the boundary, i.e.,

\[
\int_{\partial W} dl' \log |x - x'| \sigma(x') = b(x).
\]

(27)

If \( L^{aw,aw} \) and \( L^{\partial W,aw} \) are the discretized representations of \( \log |x - x'| \) (with local corrections) for \( x \in \partial W \) and \( x \in W \), respectively, and \( \psi^W, \Sigma^{aw} \), and \( \beta^{aw} \) are the discretized representations of \( \psi(x) \), \( \sigma(x) \) and \( b(x) \), respectively, then

\[
L^{aw,aw} \Omega^{aw} \Sigma^{aw} = \beta^{aw},
\]

(28)

and the solution for \( \Psi^W \) becomes

\[
\Psi^W = L^{W,aw} \Omega^{aw} \Sigma^{aw} = L^{W,aw} \left( L^{\partial W,aw} \right)^{-1} \beta^{aw},
\]

(29)
To get TEM modes, $W$ must be multiply connected, i.e.,
\[
\partial W = \partial W_1 \cup \partial W_2 \ldots \cup \partial W_n
\]  
where the $\partial W_i$ are unconnected boundaries and $n \geq 2$. There is a TEM mode corresponding to each of the $n - 1$ independent boundary functions described by
\[
b_{ik}(x) = 0 \text{ for all } k \text{ except } k = i
\]
\[
b_{ii}(x) = 1
\]
for $i = 1, 2, \ldots, n - 1$.

IV. VECTOR WAVEGUIDE MODES

The transverse electric components of the TM, TE, and TEM vector waveguide modes are derivable from the scalar waveguide modes according to
\[
u_n^{TM}(x) = \frac{\nabla \varphi_n}{\sqrt{k^2 - \beta_n^2}}
\]
\[
u_n^{TE}(x) = \frac{\mathbf{n} \times \nabla \psi_n}{\sqrt{k^2 - \beta_n^2}}
\]
\[
u_n^{TEM}(x) \propto \nabla \zeta_n,
\]
where $\varphi_n$, $\psi_n$, and $\zeta_n$ are the scalar Dirichlet, Neumann, and Laplace modes, respectively. The transverse magnetic component [2] is
\[
\mathbf{H}_\perp = \pm Z_n^{-1} \mathbf{n} \times \mathbf{E}_\perp,
\]
where
\[
Z_n = \sqrt{\frac{\mu}{\varepsilon}} \times \left\{ \begin{array}{ll}
\frac{\beta_n}{k} & \text{for } n \in \text{TM modes} \\
\frac{1}{k} & \text{for } n \in \text{TEM modes} \\
\frac{\beta_n}{k} & \text{for } n \in \text{TE modes}
\end{array} \right.
\]
is the modal impedance and $\varepsilon$ and $\mu$ are the dielectric constant and magnetic permeability, respectively.

We need discretized representations of the surface gradient to effect the transformation from scalar modes to vector modes given above. This section shows how to represent the surface gradient operator (on an arbitrary surface) in matrix form. Left multiplying a matrix representing a scalar surface function by the matrix representing the surface gradient produces a discretized representation of the surface gradient of the scalar function.

First consider the linear derivative operator. In the spirit of the high-order Nyström method, we will demand that the discretized derivative operator return exact results at a particular set of sample points for each function in a set of suitable functions. In other words, if we are given a set of points $x_j$ on a curve $C$, then $\Delta_{ij} = \Delta(x_i, x_j)$ is a high-order discretized representation of the differential operator $\frac{d}{dx}$ at $x_i$ on $C$ if it is the solution to the linear system
\[
\sum_j \Delta(x_i, x_j) f_k(x_j) = \frac{df_k(x_i)}{dx}.
\]
for suitable testing functions $f_k(x)$.

We can also make a connection with the Nyström method by re-expressing the derivative as an integral operator and applying the standard procedure [1] for computing local corrections. If we write the linear derivative of $f(x)$ on the curve $C$ as
\[
\frac{df(x)}{dx} = \frac{d}{dx} \int_C dx' \delta(x - x') f(x'),
\]
then the discretized representation of the differential operator $\frac{d}{dx}$ on $C$ is obtained by solving the linear system
\[
\sum_j \omega_j \Delta(x_i, x_j) f_k(x_j) = \frac{df_k(x_i)}{dx} = \frac{d}{dx} \int_C dx' \delta(x - x') f(x')
\]
for $\Delta(x_i, x_j)$ using suitable testing functions $f_k(x)$. Clearly, $\Delta$ and $\Delta$ are related by $\Delta \Omega = \Delta$. The only difference between this linear system and the local correction linear system in [1] is that computing the right hand side of (40) only requires evaluating derivatives of the testing functions at the sample points instead of evaluating inner products of the kernel with testing functions.

We have encountered operators similar to this in scattering problems before. The hypersingular operators $\nabla' \int ds' (\mathbf{n}' \cdot \mathbf{V}) G(x, x')$ and $(\mathbf{n} \times \nabla) \int ds' (\mathbf{n}' \times \mathbf{V}') G(x, x')$, which appear in boundary integral formulations of scalar and electromagnetic scattering, respectively, are pseudo-differential operators. Like these operators, the discretized gradient operator must be used with extreme caution (and avoided whenever possible) because it tends to amplify rather than attenuate numerical "noise".

Now consider surface derivative operators. Let $\mathbf{t}_1(x)$ and $\mathbf{t}_2(x)$ be independent unit tangent vectors on the surface $S$. By analogy with the linear derivative operator, we obtain a locally corrected matrix representation $\Delta_{ij}(x_i, x_j)$ of the surface gradient operator $\mathbf{t}_\mu \cdot \nabla$ on $S$ by solving the linear system
\[
\sum_j \Delta_{ij}(x_i, x_j) f_k(x_j) = \frac{df_k(x_i)}{ds} = \mathbf{t}_\mu(x_i) \cdot \nabla f_k(x_i)
\]
with $\mu = 1, 2$ using suitable testing functions $f_k(x)$. If these testing functions afford a high-order approximation to a scalar function $\psi(x)$ on $S$, then the vector $\Delta_{ij} \psi$ represents a high-order approximation to $\mathbf{t}_\mu(x_i) \cdot \nabla \psi(x)$, with $(\Delta_{ij})_{ij} \equiv \Delta_{ij}(x_i, x_j)$ and $V_i \equiv \psi(x_i)$.

The matrix representation of $\mathbf{n} \times \nabla$ is obtained by replacing $\mathbf{t}_\mu(x_i) \cdot \nabla$ with $\mathbf{t}_\mu(x_i) \cdot (\mathbf{n} \times \nabla)$ in (41).
TABLE I

<table>
<thead>
<tr>
<th>4 x 4</th>
<th>6 x 6</th>
<th>8 x 8</th>
<th>Exact m n</th>
<th>4 x 4</th>
<th>6 x 6</th>
<th>8 x 8</th>
<th>Exact m n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.592201</td>
<td>0.590741</td>
<td>0.590715</td>
<td>1 1</td>
<td>0.889957</td>
<td>0.890835</td>
<td>0.890726</td>
<td>0 2</td>
</tr>
<tr>
<td>0.512091i</td>
<td>0.520366i</td>
<td>0.520471i</td>
<td>2 1</td>
<td>0.745280</td>
<td>0.745429</td>
<td>0.745358</td>
<td>1 0</td>
</tr>
<tr>
<td>0.969128i</td>
<td>0.991772i</td>
<td>0.992159i</td>
<td>3 1</td>
<td>0.507053i</td>
<td>0.527063i</td>
<td>0.520106i</td>
<td>2 0</td>
</tr>
<tr>
<td>2.080501i</td>
<td>1.637739i</td>
<td>1.648007i</td>
<td>4 1</td>
<td>0.911383i</td>
<td>0.992549i</td>
<td>0.955737i</td>
<td>0 2</td>
</tr>
</tbody>
</table>

V. Results

We implemented these techniques in software to compute the modes of arbitrarily-shaped, closed waveguides. Our code requires two inputs. The first is a description of the waveguide aperture. The aperture is described in terms of one or more quadrilateral or triangular patches. The mesh always covered the planar waveguide aperture exactly in order to preserve the ability to achieve high-order convergence in the solution. We locate discretization points on each of these patches according to a high-order 2d quadrature rule. Discretization points on the boundary are located according to a 1d quadrature rule of the same order. The number of such points is determined by the second input, the order of the quadrature rule. This value also determines the maximum order of the testing functions used to compute local corrections.

The output of the code consists of numerically computed eigenmodes and eigenvalues. We have tested the code by using it to compute modes of several waveguides with simple cross sections. Sample results for two waveguides are presented in this section. The first is a rectangular waveguide, a problem for which analytical solutions are available. We compare computed propagation constants (eigenvalues) to analytical results. The second problem is a rectangular waveguide containing two square conductors. Such a waveguide has two TEM modes in addition to its TM and TE modes. We list computed propagation constants and plot the lowest modes. Similar results have been obtained on other waveguide shapes including circular waveguide, circular coaxial waveguide, and rectangular waveguide with septum.

Tables I and II list eigenvalues for an a x b rectangular waveguide with a = 1.1\a and b = 0.75\a. For computational purposes the waveguide aperture was defined by a single rectangular patch. The first column of each table gives the eigenvalues computed using a 16-point, high-order quadrature rule, namely a product rule constructed from two 1d Gauss-Legendre rules each using 4 points. The second and third columns give the 16 lowest eigenvalues computed using high-order product rules involving 36 and 64 points, respectively.

The fourth column gives the exact values of the 16 lowest eigenvalues. The analytical solutions [2] for a rectangular waveguide are well known. The modes satisfying Dirichlet boundary conditions take the form

$$\varphi_{mn}(x, y) = \sin (m\pi x/a) \sin (n\pi y/b)$$

for m, n = 1, 2, 3, ...

Similarly, the Neumann modes are

$$\psi_{mn}(x, y) = \cos (m\pi x/a) \cos (n\pi y/b)$$

for m, n = 0, 1, 2, ...

Accordingly, the exact eigenvalues for both Dirichlet and Neumann boundary conditions are

$$\beta_{mn} = \sqrt{1 - \left(\frac{m}{2a}\right)^2 - \left(\frac{n}{2b}\right)^2}.$$
TABLE III
Computed Eigenvalues ($\beta/k$) vs. Discretization for a $5\lambda \times 3\lambda$ Waveguide Containing Two Interior Conductors

<table>
<thead>
<tr>
<th>First 10 TM modes</th>
<th>First 10 TE modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 x 4</td>
<td>6 x 6</td>
</tr>
<tr>
<td>0.899770</td>
<td>0.898954</td>
</tr>
<tr>
<td>0.889666</td>
<td>0.888867</td>
</tr>
<tr>
<td>0.880594</td>
<td>0.879772</td>
</tr>
<tr>
<td>0.877820</td>
<td>0.877004</td>
</tr>
<tr>
<td>0.868649</td>
<td>0.866051</td>
</tr>
<tr>
<td>0.858987</td>
<td>0.858275</td>
</tr>
<tr>
<td>0.842123</td>
<td>0.822946</td>
</tr>
<tr>
<td>0.814496</td>
<td>0.813010</td>
</tr>
</tbody>
</table>

point quadrature rule, the lowest eigenvalues are accurate to almost 6 digits. The higher the spatial frequency content of the mode, however, the lower the accuracy of the computed result. This is evident in the list of Dirichlet eigenvalues computed using a 16-point quadrature rule. It also holds in both cases for the higher modes that were computed but are not shown in the tables.

The second sample problem is a $3\lambda \times 5\lambda$ rectangular waveguide containing two $1\lambda \times 1\lambda$ square conductors. Table III lists the computed eigenvalues for the first ten Dirichlet/TM and Neumann/TE modes of the guide. All computations were performed using a mesh consisting of thirteen $1\lambda \times 1\lambda$ patches arranged on a Cartesian grid. The columns labeled '4 x 4' and '6 x 6' give results for discretizations derived from 16-point and 36-point product rules, respectively. The accuracy of the results can be estimated from the fact that results computed from the different discretizations agree to better than 2 digits in the TM case and better than 3 digits in the TE case. As for the previous problem, however, the accuracy of the propagation constants for the other modes declines with increasing mode number.

Plots of the vector modes are given in Figures 1 through 5. Small arrows indicate the local direction of the (transverse component of the) electric field in the aperture. The background shading represents the corresponding scalar potential.

Figure 1 shows the two TEM modes of the guide. The first was derived from the solution to the $2d$ Laplace equation assuming a unit potential on the left interior conductor and zero potential on all other boundaries. The second plot is essentially its mirror image. The lowest eight TM modes are shown in Figures 2 and 3 and the lowest eight TE modes are shown in Figures 4 and 5.

VI. Conclusions
Our method is based on the following observations: the scalar traveling modes of a waveguide can be obtained by diagonalizing an integral operator whose kernel is the Green function for the $2d$ scalar Helmholtz equation inside the waveguide aperture; the $2d$ electrostatic modes are solutions to the $2d$ Laplace equation inside the aperture; and, the electromagnetic modes can be obtained by taking gradients of these scalar modes.

We showed how to construct discretized representations of the various integral operators using the locally corrected Nyström method and presented results from a software implementation of this method.

Improvements are possible in a number of areas. For example, if we were to set up the $2d$ Laplace problem using a double-layer potential instead of a single-layer potential, the resulting integral equation would be second kind rather than first kind. Second kind integral equations are better conditioned and generally lead to more accurate solutions, especially for high spatial frequency modes. If we went one step further and combined the double layer potential with a single layer potential (i.e., employ a combined source formulation), the resulting equation would be second kind and would also be insensitive to spurious resonances. Similar considerations apply to the integral equations representing the Green

Fig. 1. TEM modes of a $5\lambda \times 3\lambda$ waveguide containing two interior conductors.

2The number of computed modes in this case equals the number of quadrature points.
functions for the scalar traveling modes.

Our original objective was to compute an accurate, discretized representation of the waveguide integral equation\(^3\) in order to model waveguide apertures and excitations in general antenna and scattering problems. This requires accurate representations of the electromagnetic modes on the aperture. The results as presented here are not sufficiently accurate for this purpose. Consequently, this paper should be regarded as a report on a work in progress.

We are grateful for support from the Raytheon Company.

**References**


---

\(^3\)The waveguide integral equation [3] is an exact specification of the relationship between the transverse electric and magnetic fields in any cross section of a waveguide. When a waveguide takes part in a scattering problem, the waveguide integral equation plays the role of a (non-local) boundary condition relating \(E_\perp\) and \(H_\perp\) (or \(\mathbf{M} \equiv \hat{n} \times \mathbf{E}\) and \(\mathbf{J} \equiv \hat{n} \times \mathbf{H}\)).
Fig. 2. First four TM modes of a $5\lambda \times 3\lambda$ waveguide containing two interior conductors.

Fig. 3. Second four TM modes of a $5\lambda \times 3\lambda$ waveguide containing two interior conductors.
Fig. 4. First four TE modes of a $5\lambda \times 3\lambda$ waveguide containing two interior conductors.

Fig. 5. Second four TE modes of a $5\lambda \times 3\lambda$ waveguide containing two interior conductors.