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1 Introduction

With the capacity of today's computers, one can envisage the resolution of shape optimization problems in aerodynamics. Nevertheless, optimization methods require many evaluations of different aerodynamic configurations, and so are much more expensive than a single analysis. It is therefore mandatory to find methods that evaluate aerodynamic functions and their gradient at the lowest possible computational cost, as well as fast and robust optimization methods.

Classical optimization techniques (descent methods) not only require the value of the function to optimize, but also of its gradient. The classical way to compute the gradient is to use a finite-difference formula; the main drawback of this method is due to the fact that \( n + 1 \) evaluations of aerodynamic functions are necessary at each iteration, \( n \) being the number of parameters defining the geometry to optimize. So, such methods are completely unsuited to aerodynamic shape optimization, because of the high computational cost of the single analysis. Alternative methods (stochastic optimization, genetic algorithms) don't require gradient information are also highly costly in term of CPU time.

For a few years, techniques for sensitivity analysis based on the optimal control theory have been developed ([1],[13]). These techniques derive from the state equations another set of equations called "adjoint" or "costate" equations. The solution of these adjoint equations is used to compute the gradient at very low cost; since solving the adjoint equations is equivalent to solve the state equations, the cost of sensitivity analysis is greatly reduced. Some authors use adjoint equations derived from the discretized Euler equations ([5],[7]). In this paper, we focus on adjoint equations derived from analytical state equations.

2 Optimal control

A typical shape optimization problem can be stated as follows:

Let \( \Omega \) be a subspace of \( \mathbb{R}^2 \). Find the shape of \( \Gamma, \) a boundary of \( \Omega \) controlled by design variables \( u \), such that the functional:

\[
\mathcal{J}(u) = \int_{\Gamma} \Phi(s, q_x, q_y, u) d\Gamma_f
\]

computed on a boundary \( \Gamma_f \) (where \( \Gamma_f \) and \( \Gamma_0 \) can be different) is minimized

Over the domain \( \Omega \), the state variables \( s \) are governed by the advective-diffusive state equations:

\[
\partial_s [F(s) - f_s(q_x, q_y)] + \partial_q [g(s) - g_q(q_x, q_y)] = 0 \quad \text{on} \ \Omega \quad (2)
\]

\[
G_i(q_x, q_y, u) = 0 \quad \text{on} \ \Gamma_i \quad (3)
\]

where \( q = q(s) \) are the primitive variables and

\[
q_x = \partial_q q = M \partial_s s \quad (4)
\]

\[
q_y = \partial_q q = M \partial_s s \quad (5)
\]

with \( M = \frac{\partial q}{\partial s} \) the jacobian of the transformation between primitive and state variables.
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In order to find an optimality condition, one have to form the Lagrangian of the problem:

\[ L = J + \int_\Omega \psi^T \left[ \partial_x (f - F_i) + \partial_y (g - G_i) \right] d\Omega + \sum_i \int_{\Gamma_i} \mu_i^T G_i^T d\Gamma_i + \int_\Omega \lambda^T_x (q_x - M \dot{q}_x s) + \lambda^T_y (q_y - M \dot{q}_y s) d\Omega \]

where the Hamiltonians \( H \) are defined as:

\[ H_f = \Phi + \mu_f^T G_f \text{ on } \Gamma_f; \]

\[ H_i = \mu_i^T G_i \text{ on the other boundaries.} \]

The optimal control theory states that the Lagrangian is stationary at the optimum solution, i.e. at the solution, the (indpendent) variations of the Lagrangian with respect to the state \((s)\), costate \((\psi, \mu)\) and design \((u)\) variables is zero.

The variation of the Lagrangian due to the design variables is the sum of two contributions:

- a local variation due to the variation of the design variables;
- a convective variation due to the displacement of the domain and boundaries.

The variations of the Lagrangian due to the state, and costate variables are local variations.

### 2.1 Local variations

The local variation of the lagrangian can be split in eight parts:

\[ \delta L_{\text{loc}} = \delta L_{\text{loc}}^a + \delta L_{\text{loc}}^{\psi a} + \delta L_{\text{loc}}^{\mu a} + \delta L_{\text{loc}}^{\psi \mu} + \delta L_{\text{loc}}^{\psi \psi} + \delta L_{\text{loc}}^{u a} + \delta L_{\text{loc}}^{u \mu} + \delta L_{\text{loc}}^{u u} \]

As the variations of the state, costate and design variables are independent, the variation of their contribution to the variation of the Lagrangian must be zeroed independently.

It is easy to demonstrate that setting \( \delta L_{\text{loc}}^{\psi a} \) and \( \delta L_{\text{loc}}^{\mu a} \) to zero leads to the state equations and boundary conditions, while setting \( \delta L_{\text{loc}}^{\psi \psi} \) and \( \delta L_{\text{loc}}^{u u} \) to zero leads to the primitive-conservative relations.

The local variation due to the design variables is:

\[ \delta L_{\text{loc}}^u = \sum_i \int_{\Gamma_i} \frac{\partial H_i}{\partial u} d\Gamma_i \]

The local variation due to the state variable is, using Gauss' theorem:

\[ \delta L_{\text{loc}}^s = - \int_{\Gamma_f} \left\{ \psi^T \left[ \partial_x (A - A_f) n_x + (B - B_f) n_y \right] \right\} \delta s d\Gamma_f - \int_{\Gamma_f} \left\{ \left[ \lambda^T_x n_x + \lambda^T_y n_y \right] M + \mu^T \dot{q}_x G_i + \dot{q}_x \Phi \right\} \delta s d\Gamma_f + \int_{\Gamma} \left\{ (A - A_i)^T \partial_x \psi + (B - B_i)^T \partial_y \psi \right\} \delta s d\Omega - \int_{\Omega} \left\{ \partial_x (M^T \lambda_x) - \partial_y (M^T \lambda_y) + \lambda^T_y \frac{\partial M}{\partial s} \right\} \delta s d\Omega \]

The local variation due to the costate variable, using Gauss' theorem:

\[ \delta L_{\text{loc}}^{\psi a} = \int_{\Gamma_f} \left\{ \partial_{q_x} \Phi + \sum_i \mu_i^T \partial_{q_x} G_i - \psi^T (C n_x + E n_y) \right\} \delta q_x d\Gamma_f + \int_{\Omega} \left\{ \lambda x + (C^T \partial_x \psi + E^T \partial_y \psi) \right\} \delta q_x d\Omega \]
\[
\delta L_{\text{inc}} = \int_{\Omega} \left\{ \delta q_y \Phi + \sum_i \mu^T_i \delta q_y G_i - \psi^T (Dn_x + F\psi_y) \right\} \delta q_y \, d\Omega \\
+ \int_{\Gamma} \left\{ \lambda_y + (D^T \partial_x \psi + F^T \partial_y \psi) \right\} \delta q_y \, d\Gamma \\
\]

where
\[
C = \frac{\partial \Phi}{\partial q_x}, \quad E = \frac{\partial \Phi}{\partial q_y}, \quad D = \frac{\partial G_y}{\partial q_y}, \quad F = \frac{\partial F}{\partial q_y},
\]

Equaling the integrals over \( \Omega \) to zero in (12) and (13) gives the relations between \( \psi, \lambda_y \) and \( \lambda_y \):
\[
\lambda_y = - (C^T D_x \psi + E^T \partial_y) \\
\lambda_y = - (D^T D_x \psi + F^T \partial_y)
\]

Equaling the integral over \( \Omega \) to zero in (10) and using the two above relations gives the adjoint equations:
\[
(A - A_n)^T \partial_x \psi + (B - B_n)^T \partial_y \psi \\
+ \mu^T \left( \partial_x \tilde{F} + \partial_y \tilde{G} \right) = 0
\]

with:
\[
\tilde{F} = (C^T D_x \psi + E^T \partial_y) \\
\tilde{G} = (D^T D_x \psi + F^T \partial_y)
\]

the "adjoint viscous fluxes".

The adjoint boundary conditions are found by equaling integrals over \( \Gamma_i \) to zero in (10), (12) and (13):
\[
(A_n - A_n m)^T \psi + C^T_n \partial_x \psi + E^T_n \partial_y \psi \\
+ \mu^T \left( \partial_x \tilde{G} + \partial_y \tilde{F} \right) = 0
\]

\[
\partial_q \Phi + \mu^T \partial_q G_i = 0
\]

\[
\partial_q \Phi + \mu^T \partial_q G_i = 0
\]

with:
\[
A_n = A_n, \quad B_n = B_n, \quad C_n = C_n, \quad D_n = D_n, \quad E_n = E_n, \quad F_n
\]

2.2 Convective variation

Let us first recall that the convective variation (i.e. the variation due to the movement of the domain) of a functional of the form:
\[
J = \int_\Gamma f \, d\Gamma
\]
is:
\[
\delta J^{\text{conv}} = \int_\Gamma \left\{ \tilde{\psi} \cdot \omega + \kappa f \right\} \, d\Gamma
\]

where:
\[
\kappa = \frac{\partial \omega \cdot \tilde{\psi}}{||\tilde{\psi}||^2}
\]

- the boundary \( \Gamma \) is described by the parameter \( \sigma : (x(\sigma), y(\sigma)) \);
- \( \tilde{\psi} \) is the tangent vector: \( \tilde{\psi} = (d_x, d_y) \);
- \( \omega \) is the boundary displacement due to the change of the design variables.

For a functional of the form \( J = \int_\Omega f \, d\Omega \), the convective variation is:
\[
\delta J^{\text{conv}} = \int_\Gamma f \omega_n \, d\Gamma
\]

where \( \omega_n \) is the projection of \( \omega \) to the normal to the surface \( \Gamma \).

Applying the formula above to the Lagrangian of the system (6) leads to the following convective variation (where Gauss' formula is applied):
\[
\delta L^{\text{conv}} = \int_{\Gamma_f} \tilde{\psi}(H + \psi^T f_n) \cdot \omega + (H + \tilde{\psi}^T f_n) \kappa \\
+ \int_{\Gamma_f} \left[ (f - f_n)^T \partial_x \psi + (g - g_n)^T \partial_y \psi \right] \omega_n \, d\Gamma
\]

If the adjoint equations hold, the variation of the Lagrangian is formed by the convective variation (20) and the local variation due to the design equations (8). Considering that \( \omega = \xi \omega \), the optimality condition is:
\[
\delta L = G \delta u
\]

where:
\[
\delta G = \int_{\Gamma_f} \left[ \frac{\partial H_f}{\partial u} + (\Phi + \psi^T f_n) \kappa \\
+ \tilde{\psi} (\Phi + \tilde{\psi}^T f_n) \cdot \xi + \mu^T \tilde{\psi} G \cdot \xi \right] \omega_n \, d\Gamma
\]

(22)
This equation is the *design* equation. The quantity \( G \) can be used as a gradient in an optimization procedure.

In summary, the optimality condition has the form of three sets of equations:

- the *state* equations (2) and boundary conditions (3);
- the *adjoint* equations (16) and boundary conditions (17,18,19);
- the *design* equations (22).

## 3 Application to two dimensional Navier-Stokes equations

### 3.1 The Navier-Stokes equations

The 2D Navier-Stokes Equations have the form:

\[
\partial_t (f - f_0) + \partial_y (g - g_0) = 0 \tag{23}
\]

where \( f, g \) are the inviscid fluxes, and the viscous fluxes are given by:

- \( f_0 = [0, \tau_{xx}, \tau_{xy}, u \tau_{xx} + v \tau_{xy} - h_x]^T \)
- \( g_0 = [0, \tau_{xy}, \tau_{yy}, u \tau_{xy} + v \tau_{yy} - h_y]^T \)

The components of the stress tensor \( \tau \) and the thermal flux \( \varphi \) can be expressed in term of the first derivative of the primitive variables \( q \equiv [p, u, v, T] \):

- \( \tau_{xx} = \frac{3}{2} \mu \partial_x u - \frac{3}{2} \mu \partial_y v \)
- \( \tau_{yy} = \frac{3}{2} \mu \partial_y v - \frac{3}{2} \mu \partial_x u \)
- \( \tau_{xy} = \mu (\partial_y u + \partial_x v) \)
- \( h = -k \nabla T \)

with \( \mu(T) \) the dynamic viscosity, and \( k(T) \) the thermal conductivity.

The far-field boundary conditions are the same as for the Euler equations. The conditions for a wall are:

- the no-slip condition: \( u = v = 0 \)
- the isothermal condition \( T = T_0 \) or adiabatic condition \( \nabla T \cdot \hat{n} = 0 \)

### 3.2 Optimization problem

The functional to minimize has the form:

\[
J = \int_{\Gamma_f} \phi(p, \tau, \sigma) d\Gamma_f \tag{24}
\]

with \( p \) the pressure and \( \tau \), the wall shear stress. The wall normal viscous stress \( \tau_n \), which is zero, has to be introduced for compatibility reasons in the adjoint boundary conditions [10][2].

### 3.3 Adjoint equations

The adjoint equations are given by (16). Expanding this equation leads to:

\[
A^T \partial_x \phi + B^T \partial_y \phi - M^T \left( \partial_x \tilde{f}_\phi + \partial_y \tilde{g}_\phi \right) = h_\phi \tag{25}
\]

with:

- \( \tilde{f}_\phi = [0, \Gamma_{xx}, \Gamma_{xy}, k \partial_x \psi_4]^T \)
- \( \tilde{g}_\phi = [0, \Gamma_{xy}, \Gamma_{yy}, k \partial_y \psi_4]^T \)
- \( h_\phi = A_f \partial_x \phi + B_f \partial_y \phi \), or in extenso:

\[
\begin{align*}
\mathbf{h}_{\phi 1} &= 0 \\
\mathbf{h}_{\phi 2} &= \tau_{xx} \partial_x \psi_4 + \tau_{xy} \partial_y \psi_4 \\
\mathbf{h}_{\phi 3} &= \tau_{yy} \partial_x \psi_4 + \tau_{yy} \partial_y \psi_4 \\
\mathbf{h}_{\phi 4} &= k_T \left( \nabla \psi_4 \cdot \nabla T \right) \\
&\quad + \frac{\mu_T}{\mu} \left( \tau_{xx} \partial_x \psi_2 + \tau_{xy} \partial_x \psi_3 + \tau_{xy} \partial_y \psi_2 + \tau_{yy} \partial_y \psi_3 \right)
\end{align*}
\]

where \( \mu_T, k_T \) are the derivatives of the viscosity and conductivity with respect to the temperature. The components of the adjoint tensor \( \Gamma \) are:

- \( \Gamma_{xx} = \frac{3}{2} \mu (\partial_x \psi_2 + u \partial_x \psi_4) - \frac{3}{2} (\partial_y \psi_3 + v \partial_y \psi_4) \)
- \( \Gamma_{yy} = \frac{3}{2} \mu (\partial_y \psi_3 + v \partial_y \psi_4) - \frac{3}{2} (\partial_x \psi_3 + u \partial_x \psi_4) \)
- \( \Gamma_{xy} = \mu (\partial_x \psi_3 + \partial_y \psi_2 + u \partial_y \psi_4 + v \partial_x \psi_4) \)
3.4 Adjoint boundary conditions on a wall

The adjoint boundary conditions for a non-slip wall are computed by the equations (17, 18, 19). A lengthy calculation gives the following result:

- for $\psi$:
  \[\psi_\gamma = \Phi_\tau_n \]
  \[\psi_n = \Phi_\tau_n = -\Phi_p \]
  \[\psi_4 = 0 \text{ (isothermal BC), or} \]
  \[k\nabla \cdot \nabla \psi_4 = \Phi_\tau_n \tau_w \left( 1 - \frac{\mu}{\mu} \right) \text{ (adiabatic BC).} \]

- for $\mu$:
  \[\mu_n = -\left( \rho \psi_1 + \Gamma_n \right) \]
  \[\mu_4 = \tau_w \frac{\mu}{\mu} - \Gamma_s \]
  \[\mu_3 = \Phi_\tau_n \tau_w \left( 1 - \frac{\mu}{\mu} \right) - k\nabla \cdot \nabla \psi_4 \text{ (isothermal BC), or} \]
  \[\mu_3 = \mu_4 \text{ (adiabatic BC).} \]

where $(\psi_n, \psi_s)$ and $(\mu_n, \mu_s)$ are the normal and tangential to boundary components of the vector $(\psi_2, \psi_3)$ and $(\mu_1, \mu_2)$; $\Gamma_n$ and $\Gamma_s$ are the normal and tangential components of the adjoint tensor $\Gamma$.

The adjoint boundary conditions also give a compatibility condition on the objective function $\Phi$:

\[\Phi_\tau_n = -\Phi_p \] (26)

3.5 Design equation

The design equation is calculated using (22). Several terms in $\nabla (\Phi + \psi^T \mathbf{f}_c)$ cancel each other due to adjoint boundary conditions, and the gradient is written:

\[G = \int_{\Gamma_f} \frac{\partial}{\partial n} (\Phi + \rho \psi_n - \tau_w \psi_s) d\Gamma_f \]
\[+ \int_{\Gamma_f} (\Phi + \rho \psi_n - \tau_w \psi_s) \psi \cdot d\Gamma_f \]
\[+ \int_{\Gamma_f} \rho \nabla \psi_s \cdot \nabla \psi \cdot d\Gamma_f \]
\[+ \int_{\Gamma_f} \mu_3 \nabla u_n \cdot \psi \cdot d\Gamma_f \]
\[+ \int_{\Gamma_f} \left( \rho \nabla \cdot \psi - \frac{\tau_w}{\mu} \Gamma_s - k \nabla \cdot \nabla \psi_4 \right) \xi_n d\Gamma_f \] (27)

with:

- $\mu_3 = \psi_4 \tau_w \left( 1 - \frac{\mu}{\mu} \right) - \Gamma_s$
- $\mu_4 = \rho \psi_4 - \Gamma_s$

4 Discretization and numerical solution

The optimality condition is composed of three equations (state, adjoint and design). The most common method, which is the one used in this work, is to stand on the intersection of the state and adjoint surfaces, i.e., to have state and adjoint variables that satisfy state and adjoint equations, and to march to the design surface. This method is the well-known descent method, commonly used in mechanical optimization.

4.1 Navier-Stokes equations

The Navier-Stokes equations (23) are discretized by finite-volume method and solved by an implicit time marching method [9].

Integrating the unsteady equations on a finite volume $\Omega_t$ and using the Gauss theorem yields:

\[\partial_t \int_{\Omega_t} s d\Omega_t + \oint_{\Gamma} \left( \mathbf{F}(s, n) - \mathbf{F}_v(s, n) \right) d\Gamma = 0 \] (28)

where $\mathbf{F} = \mathbf{f}_c + \mathbf{g}_n$ and $\mathbf{F}_v = \mathbf{f}_v + \mathbf{g}_n$ are respectively the advective and viscous fluxes through the boundary $\Gamma$ of the cell.

Considering polygonal cells, and integrating the flux using an $n_g$-points Gauss formula, gives:

\[\partial_t \int_{\Omega_t} s d\Omega_t + \sum_{j \in N_i} l_j \sum_{j \in N_i} w_j \left( \hat{\mathbf{F}}_j - \hat{\mathbf{F}}_{v,j} \right) = 0 \] (29)

where $l_j$ is the length of the edge $j$, $w_j$ the weight of the Gauss point, and $N_i$ is the set of edges defining the control volume $\Omega$. The numerical inviscid flux are computed using the Roe flux-difference splitting:

\[\hat{\mathbf{F}} = \frac{1}{2} \left[ \mathbf{F}(s^L, n) + \mathbf{F}(s^R, n) - |\delta(s^L, s^R, n)| (s^R - s^L) \right] \] (30)
where $\tilde{\Omega}$ is the Jacobian matrix evaluated using Roe's average of $s^R, s^L$, the latter being the value at the right or the left of the edges extrapolated from the center of the adjacent cells. This reconstruction can be of order 0 (constant), 1 (linear) or 2 (quadratic), and may imply complex detector-limiter to deal with flow discontinuities (shocks or slip lines).

A centered discretization is used to discretize the viscous terms of the Navier-Stokes equations. The viscous flux is evaluated at one point located at the middle edge.

Once the spatial part is discretized, the equation is integrated in time with a fully implicit Newton-like method. The following non-linear equation is solved at each time step:

$$\mathcal{F}(s^{n+1}, s^n) = \frac{s^{n+1} - s^n}{\Delta t} + R(s^{n+1}) = 0$$

(31)

If this equation is linearized, the following linear system is obtained:

$$\left( \frac{1}{\Delta t} + J \right) s^{n+1} = -\mathcal{F}(s^n, s^n)$$

(32)

with $J = \frac{\partial \mathcal{F}}{\partial s}$, the jacobian matrix. This system is solved by a 1-step Newton method using a ILU0 preconditioned GMRES Algorithm\[14\].

### 4.2 Adjoint equations

The continuous adjoint equations (16) are discretized with the same finite-volume method as the Euler equations: integrating (16) over a cell $i$ gives (using Gauss theorem):

$$\partial_t \int_{\Omega_i} \psi \, d\Omega_i + \int_{\partial \Omega_i} \mathbf{A}^T \partial_x \psi + \mathbf{B}^T \partial_y \psi \, d\Omega_i + \int_{\Omega_i} \partial_x f + \partial_y g \, d\Omega_i = \int_{\Omega_i} h \, d\Omega_i$$

(33)

or, using cell averaged values and applying Gauss theorem on integrals containing $\partial_x \psi, \partial_y \psi,$

$$\partial_t \psi_i + \sum_{j \in N_i} \int_{\Omega_j} w_{ij} \left( \mathcal{G}_{ij} + \mathbf{M}_{ij}^T \tilde{F}_{vn}(\psi_{ij}) \right)$$

(34)

where the numerical adjoint advective flux $\tilde{G}_{ij}$ is computed with a Roe-like flux splitting formula:

$$\tilde{G}_{ij} = \frac{1}{2} \left[ \mathbf{A}^T \psi_i \left( \psi^R + \psi^L - \nu (\psi^R - \psi^L) \right) \right]$$

(35)

with $\mathbf{A}_n = \mathbf{A} n_x + \mathbf{B} n_y$ and $\nu$ an artificial dissipation factor. This dissipation factor is mandatory for the convergence of adjoint equations used in transonic flows problems. It will be shown that in such problems, the discontinuous state variables imply Dirac peaks in the adjoint solution. A lot of dissipation is then needed to avoid divergence problems.

As for the state variables, the adjoint variables on the edges are extrapolated from the nodal values using a constant, linear, or quadratic reconstruction. The adjoint viscous flux $\tilde{F}_v$ is evaluated in a similar manner as the viscous flux of the Navier-Stokes equations.

Time derivatives are added to the adjoint equations to obtain a time dependent system of equations, which is then solved iteratively by using the same method as for the Navier-Stokes equations, i.e. fully-implicit Newton-like integration.

### 4.3 Optimization procedure

The optimization procedure presented here consists in transforming the highly non-linear shape optimization problem:

$$\min \quad f(x)$$

with $c_i(x) \leq \bar{c}_i \quad \text{for} \quad i = 1 \cdots n_c$ (36)

where the function and constraints are not explicitly known into a sequence of simpler (explicit) problems. At each iteration $k$, a subproblem $P^k$:

$$\min \quad \tilde{f}^k(x)$$

with $\tilde{c}_i^k(x) \leq \bar{c}_i \quad \text{for} \quad i = 1 \cdots n_c$ (37)

is constructed and solved by the CONLIN procedure developed at the University of Liège[6].

In this procedure, the key point consists in finding a good modelling of the objective function and constraints. Two different approaches were tested.

The first method is called "Method of Moving Asymptotes" (MMA)[11]. At iteration $k$, a function $f$ is approximated by:

$$\tilde{f}^k(x) = \sum_{i=1}^n \frac{p_i}{L_i^k - x_i} + \frac{q_i}{x_i - L_i^k} + r$$

(38)
The parameters $r_i$, $p_i$ and $q_i$ are adjusted such that:
\[
\frac{\partial f}{\partial x_i}\bigg|_{x(k)} = \frac{\partial f}{\partial x_i}\bigg|_{x^*(k)}
\]
In addition $p_i$ is set to zero when $\partial f < 0$ at $x(k)$ and $q_i$ is set to zero when $\partial f > 0$, such that $f$ is a monotone increasing (resp. decreasing) function of $x_i$:
\[
\begin{align*}
R_i^{(k)} &= \max \left[ 0, \left( x_i^{(k)} - x_i^*\right)^2 \frac{\partial f}{\partial x_i} \bigg|_{x(k)} \right] \\
q_i^{(k)} &= \min \left[ 0, \left( x_i^{(k)} - x_i^*\right)^2 \frac{\partial f}{\partial x_i} \bigg|_{x(k)} \right]
\end{align*}
\]
The parameters $U_i^{(k)}$ and $L_i^{(k)}$ are the asymptotes which are allowed to move from one iteration to another, in order to narrow or broaden the feasible space.

The second method of approximation is the "Diagonal Quadratic" method [4]. At iteration $k$, a function $f$ is modelled by:
\[
\hat{f}^{(k)}(x) = f(x(k)) + \sum_{i=1}^n b_i (x_i - x_i^{(k)}) + \frac{1}{2} a_i \left( x_i - x_i^{(k)} \right)^2
\]
with:
\[
\begin{align*}
b_i &= \frac{\partial f}{\partial x_i} \bigg|_{x(k)} \\
a_i &= \frac{\partial^2 f}{\partial x_i^2} \bigg|_{x(k)}
\end{align*}
\]
As the second derivatives of the function is usually not available, the term $a_i$ has to be approximated. We have employed a rank-1 update procedure for the coefficients $a_i$:
\[
a_i^{(k+1)} = a_i^{(k)} + \alpha \frac{v^2}{z}
\]
with $v = \nabla f^{(k+1)} - \nabla f^{(k)}$, $z = v^T (x^{(k+1)} - x^{(k)})$ and $\alpha$ a relaxation factor:
\[
\alpha = \min \left( 1, \frac{\sqrt{\sum_i a_i^{(k)}}}{z ||v||} \right)
\]

5 Geometry considerations

5.1 Airfoil parametrization

The profile is defined by the formula:
\[
y(x) = y_t(x) \pm y_c(x)
\]
where $y_t$ and $y_c$ are the thickness and camber distributions defined as follow (see figures 1(a) and 1(b)):

- the thickness distribution is modelled by two Bezier curves (one curve of degree 3 on the front part and one of degree 2 on the aft part); the design variables are the position and value of maximum thickness, the leading edge radius and the trailing edge wedge angle.

- the camber distribution is modelled by two Bezier curves of order 2; the design variables are the position and value of maximum camber, and the first derivative at leading and trailing edges.

The airfoil section is then defined by eight parameters.

5.2 Mesh movement

During the optimization cycle, the geometry is modified and the computational mesh must be adapted. A straightforward method consists in generating a new mesh at each iteration, but this requires a fast and robust mesh generation technique. In the method used here, which is called "spring analogy", the vertices of the mesh are moved, without changing the connectivity nor the number of mesh points.

The mesh is considered as a spring network that reacts to a perturbation of the boundary by adjusting the vertex position in such a way that the deformation energy is minimal. This leads to a system of non-linear equations that are solved by a Newton algorithm.

The spring analogy method is well suited for unstructured meshes for inviscid flows but needs some modifications to be used on hybrid meshes for viscous flows, because of the high aspect ratio of the cells in the boundary layer that can produce overlapping or highly distorted meshes. A vertex $i$ near
The first adjoint variable obtained at the first iteration step is shown on figure 2.

![Figure 1: Airfoil modelisation](image1)

![Figure 2: First adjoint variable](image2)

the moving boundary (in the boundary layer) is moved according to the formula:

\[ x_i^{new} - x_i^{old} = \alpha(d) (x_j^{new} - x_j^{old}) \]

where \( j \) is the nearest point on the boundary with respect to \( i \), and \( \alpha(d) \in [0,1] \) is a decreasing function of the distance to the boundary \( d \), and vanishes for \( d > d_{cut} \). This procedure is applied to all the vertices for which \( d < d_{cut} \), and the remaining vertices are updated with the spring analogy.

6 Results

6.1 Inviscid transonic Lift/Drag Ratio optimization

The test case consists in maximizing the lift to drag ratio at \( M = 0.8 \) and an incidence of 2 degrees, with a lower bound to the maximum thickness of the airfoil (12% of chord). In such a configuration, there is a shock on the lee-side of the airfoil. This discontinuity in the state variable induces Dirac peaks in the adjoint solution. This peak is smoothed by the numerical computation which involves a numerical dissipation scheme. Attempts to use a less diffusive flux (i.e., a Roe-type flux difference splitting) may lead to a failure of convergence.

This type of discontinuity is inherent to the problem, because the shock in the flow solution is not differentiable. Such Dirac discontinuities can be found also when using the flow sensitivity derivatives to compute the gradient[8].

The problem of minimizing the ratio \( \frac{C_l}{C_d} \) is not obvious because the cost function cannot be written in the form (24), although \( C_l \) and \( C_d \) have this form.

The gradient of \( f = \frac{C_l}{C_d} \) is

\[ \nabla f = \frac{1}{C_l} (\nabla C_d - f \nabla C_l) \]
One straightforward approach is to compute two adjoint problems, with functions $C_l$ and $C_d$ and to put their gradients in the formula above. The method used here consists in using the functional $J = \frac{1}{2} \alpha_0 (C_d - \alpha_0 C_l)$, defined at the current design point $\alpha_0$, for the computation of the gradient. This function has the same gradient as the initial cost function at the current design point, and has the form (24), because it is linear in $C_l$ and $C_d$. Its gradient only requires one adjoint computation.

After twenty iterations, the lift to drag ratio has increased from $2.03 \cdot 10^{-2}$ to 10.65. The final airfoil is slightly thinner than initial airfoil, with camber and a sharper trailing edge, see figure 3. The lee-side shock has slightly increased and moved backward (fig. 3).

6.2 Lift maximization

The first test case is a lift coefficient maximization of an airfoil in subsonic viscous flow (Mach=0.5, Re=100.000). The initial airfoil is a slightly cambered NACA0012, and an upper bound on the drag coefficient is imposed. This problem was solved with different approximations for the objective and the constraint (in the text below, MMA/QUA stands for "Method of Moving asymptotes for the objective and diagonal quadratic method for the constraint", for example). Results are presented in table 1 and 2.

![Graph](graph.png)

(a) Shape modification

![Graph](graph2.png)

(b) Cp comparison

Figure 3: Shape and Cp comparison

<table>
<thead>
<tr>
<th>Method</th>
<th>$C_L$</th>
<th>$C_D$</th>
<th>$\frac{\Delta C_L}{C_L}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>1.778 \cdot 10^{-1}</td>
<td>3.024 \cdot 10^{-2}</td>
<td>5.88</td>
</tr>
<tr>
<td>MMA/MMA</td>
<td>2.399 \cdot 10^{-1}</td>
<td>2.771 \cdot 10^{-2}</td>
<td>8.66</td>
</tr>
<tr>
<td>MMA/QUA</td>
<td>2.449 \cdot 10^{-1}</td>
<td>2.774 \cdot 10^{-2}</td>
<td>8.83</td>
</tr>
<tr>
<td>QUA/QUA</td>
<td>2.273 \cdot 10^{-1}</td>
<td>2.945 \cdot 10^{-2}</td>
<td>7.72</td>
</tr>
</tbody>
</table>

Table 1: Aerodynamic coefficients

<table>
<thead>
<tr>
<th>Method</th>
<th>$\Delta C_L$</th>
<th>$\Delta C_D$</th>
<th>$\frac{\Delta S}{S}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMA/MMA</td>
<td>+34.9%</td>
<td>-8.30%</td>
<td>+47.2%</td>
</tr>
<tr>
<td>MMA/QUA</td>
<td>+37.7%</td>
<td>-8.30%</td>
<td>+50.1%</td>
</tr>
<tr>
<td>QUA/QUA</td>
<td>+27.8%</td>
<td>-2.60%</td>
<td>+31.2%</td>
</tr>
</tbody>
</table>

Table 2: Performance of the different approximation techniques

It can be noticed that the all-MMA or MMA/QUA strategies work better than the all-QUA strategy. That can be due to two facts:

- the MMA approximation is well suited for monotonically decreasing or increasing functions (and that can be the case for $C_L$);
- the QUA method relies on the quasi-Newton approximation of the Hessian matrix, which can be quite inaccurate, especially during the first iterations.

Figure 4 shows the initial and optimized shapes for MMA/QUA and QUA/QUA computations (MMA/MMA gives almost the same airfoil as MMA/QUA).

Figure 5 shows the Mach field around the optimized airfoil (MMA/QUA).

The optimized airfoil is cambered (1.1%) to increase lift, with the position of maximum camber displaced...
In the present test case, the pressure of an airfoil (Mach=0.5, Re=100000) has to be matched to the pressure field of an RAE2822 airfoil in the same flow conditions. The initial airfoil is the same NACA0012 as in the previous test case. The optimization technique used is MMA.

As can be seen on figure 7, the final solution is very close to the target, in term of shape and pressure distribution.

The residual history gives valuables observations of the behaviour of the MMA algorithm: the initial oscillations of the objective functions, due to oscillations of the variable describing camber, are progressively damped by bringing the moving asymptotes closer to each other. However this leads to a non-optimal solution; this difficulty was overcome by restarting the algorithm after iteration 13 (see figure 8).

In the previous calculation, the upper and lower bound on the design variables are chosen such that the optimal solution lies on the boundary of the design space. In such a case, the MMA approximation is very efficient, because the objective function is generally a monotonous function. When the solution is inside the design space, MMA fails to find the real optimum because it cannot model functions with one (or more ) extremum. Figure 9 shows the result of the same test case, with a larger design space: the computed solution lies on the design space boundary and is not the real optimum.

6.3 Inverse design

Inverse design problems can be treated as optimization problems, the function to optimize being the least square distance between a target pressure field and the actual pressure. Although optimization techniques are much more expensive in term of calculation time, they always succeed in finding an optimum value where inverse design techniques can fail. Inverse design problems are also useful when testing algorithms, because the optimal solution is known.
7 Conclusions and prospects

In this paper, we have showed that the adjoint method can give accurate gradient to aerodynamic coefficients. This method, together with fast flow analysis algorithms and a robust constrained optimization procedure, is mandatory for the resolution of aerodynamic shape optimization problems in 2D on small workstations (all the calculations were done on a single CPU HP-C160 workstation).

Further work is needed on the resolution of the adjoint equations, especially to derive the adjoint equations for turbulent flows. Another topic of interest is the study of approximations of the functions; a hybrid method involving both MMA and QUA could be very efficient[12] if a good approx-

imimation of the Hessian matrices could be found. Further studies on Hessian matrices[3] could thus be valuable.
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