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observed during the test phase. We call this method the "adjustment proceduref
(AP).

. In this report, we study the accuracy associated with the AP for reliabilit
projections. Results of this study show that there are two sources of error
associated with the AP. The consequence of these errors is that the AP 1is

overly optimistic, generating projected values which, on average, over—estimaté
the system reliability. In particular, it was found that even when the effec-

tiveness factors are known exactly, the AP will still overestimate the syster
raeliability.

3

A procedure is developed in this report for estimating the error term of
the AP,~ Utilizing this procedure a practical projection methodoloqv is con-
structed which gives improved accuracy for making reliability projections.
Numerical examples illustrating the application of this methodology are agiven.
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AN IMPROVED METHODOLOGY FOR RELIABILITY GROWTH PROJECTIONS

1. INTRODUCTIOM

fhe ne:d for highly reliable military systems is obvious and this
need is generally reflected in high reliability requirements to be attained
duriag development. The early prototypes for compiex, military systems will
invariably have significant reliability and performance deficiencies axd,
consequently, these systems are subjected to a development testing program
to find problems and take corrective action. The improvement in reliability
and performance which occurs will depend on the number and the effectiveness
of the fixes that are incorporated into the svstem,

Experience has shown that prograns which rely simply on a demon-
stration test by itself to determine compiiance with the reliability require-
ments generally do not achieve the reliability objectives with the allocated
resources. It has become increasingiy clear that management and engineering
attention to reliability throughout the program is necessary if the high
rejuirements for complex systems are to be met. Reliability growth manage-
ment is defined in US Department of Defense Handbook 189 as "the systamatic
planning for vreliability achievement as a function nf time and other
resources, and controlling the on-going rate of achievemant by reallocation
of resources based on comparisons between planned and assesseu reliability
values."

Major management decisions regarding the reliability effort are
made based on comparisons of the assessed and target values. If the assess-
ments are in agreement with the target values, the reliability progrum
typically witl remain unchanged. However, if the assessed values are well
helow the target values, then major changes in the program may be necessary.
If the assessed values do not accurately reflect the system reliability
status, then clearly, incorrect management decisions can be made; the sys-
tem may be accepted and fielded with lower reliability than desired or
unnecessary and costly changes and delays in the program may occur.

For most development programs, reliability assessment methodol-
ogies must account for a dynamic envircnment due to modifications being
incorporated into the system. For example, in the presence of reliability
qrowth, the data from the earlier part of the test phase would not be repre-
sentative of the current configuration. O0On the other hand, the most recent
test data, which would best represent the cur-ent configuration, may be
limited, and not in itself be sufficient for « valid reliability estimate.
Because of this situation, various growth models or techniques a—e often
emploved for assessing system reliability during a test phase.

According to the format in US Department of Defense Handbook 189,
two reliability estimates would typically be made at the end of a test
phase. The demonstrated reliability value is an estimate of the system
reliability for its configuration at the end of the test phase. The demon-
strated value is based on data generated during the test phase. Also, at
the end nf the test phase delayed fixes are often incurporated into the
system and it is usually desirable to make a projection of the impact of
these fixes on the system reliability at the beginning of the next phase
of development.
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Most of the reliability growih literature has been concerned with
procedures and models most approprt : “  a demonstrated reliability value
and very 1ittle attention has been p>. 1o techniques for reliability projec-
tions based on delayed fixes. The ..ust common procedure, in practice, for
making reliability projections when fixes are delayed until the end of the
test phase, utilizes engineering assessments of the effectiveness of the
delayed fixes for each observed problem failure mode. The effectiveness
factors are then used with data generated during the test phase tc obtain a
projected estimate for the updated configuration by adjusting the number of
failures observed during the test phase. We call this mnethod the "adjust-
ment procedure.” Sec US Department of Defense Handbook 189 for a discussion
of reliability growth projection procedures.

In this report, we study the accuracy associated with the adjust-
ment procedure and propose an improved projection mcdel, Sprcifically,
in Section 2 we define a rigorous structure and framework, consistent with
real 1ife, for investigating the projection procedures. Based on this
structure, we show that there are two cources of statistical bias associated
with the adjustment procedure which generally cause one to overestimate the
system reliabiiity. In particular, it is shown that even when the effective-
ness factors are known exactly, the adjustment procedure is still a biased
estimate. In Section C we develop an improved projection model which
removes one important source of error inherent in the adjustment procedure,

2. COMMENTS ON THE ADJUSTMENT PROCEDURE

Before we describe the adjustment procedure, we will first give
some hackground and cstablish some needed notation.

Suppose a system is subjected to development testing for a period
of time T. The system can be considered as consisting of two types of
failure modes. Type A modes are alt Tailure mrdes such that when seen
during test, no corrective action will be taken. This accounts for all
modes for which it is not cost-effective to attemgt to increase the relia-
bility by a design change. Tlype B modes are all modes such that if seen,

a design change, or fix, will be attempted.

It is assumed that all Type B modes are in series and fail inde-
pendentiy according to the exponential distribution. We also assume that
the occurrence of Type A modes follow the exponential distribution with
failure rate .p. In this paper, we will assure that fixes for Type B
modes found during test will be incorporated as delayed fixes at the end
of the test phase.This implies that the system reliability is constant
throughout the test phase and will, then, jump to a higher value after the
delayed fixes have been implemerted.

Ler K dengte the number of Type B modes in the system and let
xi be the failure rate for the i-th Type B mode, i = 1,...,K. Then,
at time 0, the system Tailure rate r{0) is

r(G) = an + A, (1)
K
where xg = ; xj. (In practice, of course, K will generally not be
1=] known before or after the testing.)
6
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During the test time (0, T) a random number ™ < K of distinct
Type B modes will be ohserved. We further denote by dy the effectiveness
factor (EF) for the i-th Type B mode, i=1,...,K. The factor dj is the
percent decrease in x; after a corrective action has been made for the
i-th Type B mode.

Let 1, i2....,iM be random variables which denote the indices
of the Type B modes observed during the test time (0,T). As a result of
the M corrective actions taken on the M Type B modes observed, the system
failure rate at time T is reduced from r(0) to

M M
r(TY =oa+ Y (Y = di Ixg, + (ag ~ 1 2q)) (2)
!
= At AR - L di i, (3)
J:'] j j
The term
M p
o0 - di ) (4)
=1 IR

is the failure rate for the M modes after the corrective actions. The term

M
(g =~ % 2q)) (5)
=1 3

is the remaining failure rate for all unseen Type B modes.

The adjustment procedure is a method which has been used as an
estimate of r{V). We will show that this procedure is not valid, and that
it will usually yield erroneous, totally misleading results. In particular,
we show that the adjustment procedure will generally overestimate the true
current system reliability.

Let Na, Np be the total number of Type A and Tvne B failures
observed and let N = Np + Ng. For the M < Np distinct Type B modes
observed during test we let Nj_ denote the numher of cobserved failures for

j .

B mode ij. The adjustment procedure consists of reducing the Nij for the
observed Type B modes to ref}ect a decrease in failure rate resulting from

the correction actizn, Let d; denote the assumed EF. Then, the adjustment
1

v

procedure modifies N by

N A L N T {6}

—
Cu
€

.

and estimaies the system failure rate at time T by
7
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Pe(T)= N*/T (7)
M
=Ny /T + 5 (1-dj ) Ny /T, (8)
A i iy Ny

Observe that if d;j =1 (i.e., the fixes are all assumed to be
100 percent effective}, then
F(T) = Ng/T (9)
which simply estimates the failure rate for the Type A modes. This will
certainly underestimate the system fajlure rate at time T unless all prob-
lem failure modes (Type B) in the system have been found and completely

removed. This rarely, if ever, happens for complex systems during develop-
ment.

To quantify the bias for the adjustment procedure we next consider

the expected value of r(T) - r*(T). Observe that r(T), the true system
failure rate at time T, is a random variable depending on the Type B modes
seen during the test and their EFs.
Let I4(t) denote the indicator function defined by
{ 1 if 1-th Type B mode occurs during (0,t)
Ii(t) =
0 otherwise {10}

Then, we may write r(T) as

[ e

r(T) = ap + L1 - d414(TH) xq. (1)

i=1

Also, note that r (T) may be written as

K
PT) = Np/T + T (1 - df) Ng/T. (12)
i=1
Therefore,
x Ko
E(r™(T)) = E(Ng/T # § (1-d§) Ny/T) (13)
121
K N
=gt ) (0 - d]) gy (14)
. i=)
and
8
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E(r(T)) = e(a + L [0 - dy1i(T)] Ay) (15)
K AT
=)‘A+.2.][.l 'd](] - € ! )] '\‘° (]6)
'l:
This yields
E(r(T)=r*(T)) =
Ko K AT

1=] i

Equation {17) gives the average aifference in the adjustment pro-
cedure estimate and the actual system failure rate. The first term in (17)
is, of course, the contribution tp the bias resulting fron the difference
between the estimated tFs and the true tFs. The second term is the contri-
bution to the bias resulting from the randomness associated with the occur-
rence of Type B problem modes during the test period (0,T).

Mow, it is very important to note that E(r*(T)) given by Equation
(14) does not depend on T. That is, the expected value of the adjustment
procedure estimate is a constant for all T. However, the expected value
of the actual system failure rate given by Equation (16) decreases as the

test time T increases. As a matter of tact. E(r(T)) approaches t(r*(T))

* . * *

as T > = for d; = d;. The adjustment procedure estimate r (T) when d; = d;
is actually an estimate of the limiting system failure rate when all Type B
modes have been observed and a fix incorporated. This implies that for

d; = dj, r*(T) is an estimate of the lover bound L(r*(T)) on system failure
rate and is not a valid estimation procedure for r(T), the current system
failure rate,

Assume that d; = di and note that

E(r™(T)) = Ay + Ag = L dir,. (18)

The following remarks are to further clarify the significance of the

bias associated with the adjustment procedure. The initial failure rate
for the i-th Type B mode is Aj. If the i-th mode is observed, the value
that the failure rate will be reduced to is (l-dj)A; after the fix; that

is, Aj is reduced by the amount djAj. The probability that the i-th mode

will be seen by time T is l-e and, consequently, the average amount
Aj is actually reduced by time T is
9
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dirg(1 - e ). (19)
From (18) we see that at time T the adjustment procedure decreases Xy by 1
the average amount
diri. (20) 1

To correct for this bias we, therefore, need to add the amount

=37
djrje (?1)

to the adjustment procedure estimate for the i-th mode. The total amount of
correction needed for all K modes is tne bias term B(T), where we define
B(t), 0 <t <T, by

-kit :
B(t) = ! rjdje . (22) '
i=1 '

~1%

e

In the next section, we will develop a methodolagy for estimating
the bias term B(T) which is appropriate when K, the rumber € procblem fail-
ures modes, is large. This estimate of the bias will be used to construct
a_projection procedure which is, for all practical purposes, unbiased when
d; equals dy. In this regard, the US Army Materiel Systems Analysis Activity
{USAMSAA) has conducted studies to determine from historical data the actual
EFs for helicopters, tanks, missiles and electronic equipment (see Trapnell, 4
1982). These factors, which are based on historical experiences, may be
used as guidelines for assigning EFs to similar systems under devalopment.

3. A SYSTEM RELIABILITY PROJECTION MODEL

o —— e ——

In this section, we present a procedure for estimating the bias
term B(T)} given in Equation (22). The estimated bias will then be used to
develop a reliability projection methodology which is appropriate under
assumptions which are generally reasonable in practice for complex system
development.

We let M(t) denote the random number of distinct Type B modes ob-
served during (0,t) and observe that M{t) may be written as

A e — e e e

K
M(t) =i{]I1-(t). (23)
Hence,
-2t

(1 - Y. (24)
1 {

E(M(t)) =
i

N~

We denote by W(t) the cumulative sum of the EFs for the Type B
modes observed during (0,t). It follows, of course, that

10 )
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Wit) =

1 diljlt) ' {25)

1

ne~1 X

and

K -1t
E(W(t)) = § dijl1-e ). (26)
i=1

Taking the derivative of E{W(t)) yields

K At
(d/dt) E(M(t)) = | dpge T (27)
i=]

Thus, the key result that
B(t) = d/ut E(MW(t)). (28)

To develop an approach for estimating B{t) we use the relation-
ship (28) and develop a model which expresses E(W(t)) as a power function
of t, namely,

E(W(t)) = atB {(29)

where o > 0, 8 > 0. With this expression for E{W(t)), we have
B(t) = agtB-l, (30)

To formulate the model we begin by noting that

K -2t
h(t) = d/dt E(M(t)) = } xrje (31)
i=1

is the averas . rate with which a new Type B mode will occur at time t.

We will motivate the non-homogeneous Poisson process with rate h{t) as a
stochastic model to approximate the occurrence of new Type B modes. This
model implies that h(t)at is interpreted as the unconditional probability
of a new Type B mode occurring in the interval (t,t+at), instead of an
averaqge orobability.

Consider an interval (t,t+at) and let M(t,t+at) = M(t+at)-M(t)
denote the number of distinct Type B modes observed in this interval. Note
that M(t,t+at) 1s the sum of K independent Bernoulli random variables.
Therefore, for E(M(t,t+at)) = E(M(t+at))-E(M(t)) small, and K large, it fol-
lows (See Feller, 1957, Ch. XI) that the distribution of M(t,t+ at) is
approximately Poisson distributed.

For At infinitesimally small, E(M{t,t+at)) is approximately
equal to h{t)at. Thus, for at infinitesimally small, the Poisson prob-
ability of at least one Type B mode occurring in (t,t+At) is approximately
h(t)at, and the Poisson probability of more than one distinct Type 8 mode

N
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occurring in this interval is near zero. In addition, for large K, it is
reasonable to assume that the number of distinct Tvpe B modes observed in
nonoverlapping intervals are independent. Under these conditions, it
follows that the occurrence of distinct Type B modes are in accordance
with the nonhomogeneous Poisson process with mean value function (24)

and fntensity function or rate, h(t).

Based on empirical studies at USAMSAA on complex weapon systems
(see Reiher, et al., 1978, page 49), it has been found that the mean number
of new Type B modes by time t is often approximated well by the power function

E(M(t)) = atB. (32)
where A > 0, g > 0. With this relationship, we have
h(t) = rptB-l, (33)

Mow, W(t} is the random sum of the EFs for those Type B modes
observed during (0,t). Within a test phase, it would appear reasonable to
assume that the observed EFs may be treated as independent random variables,
distributed arcund a commnon mean, say, ud, and independent of M(t). Under
these assumptions, we have

E(W(t)) = uq E(M(t)) (34)
or
E(Wit)) = ugath = atf (35)

as in (29), where a = Aug4. Consequently, it follows that the bias term
B(T) is expressed as

B(T) = a8TB-1, (36)
The mean uq is estimated by

-1 M(T)d (37)
*d = BT 321 15

where the d; 's are the EFs for the M(T) modes observed. To estimate the
J

parameters x and g8 for the rate of occurrence of new Type B modes, one may
use the method of maximum 1ikelihood (ML). These estimates are given in
Crow (1974),

Let X1 < X2 <...< Xq < T denote the cumulative test times for the
first occurrences of Type B modes, where we let M(T) = M. Then, the ML
estimates of g and x are

- M
§ =g (38)

1. 1og(T/Xy)
i=1

12
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and
yoe L (39)
R
T

The intensity Tunction h{t) is estimated by
h(t) = rgtd-] (40)

for t > 0. In particular the ML estimate for the rate of occurrence for dis-
tinct Type B modes at time T is
-~ AR s_ ~
h(T) = xgT = _M8 | (41)
T
Further, the ML estimate of the bias term B(T) is given by

3(T) = g 8 . (42)

Mnte that the ML estimate of a is

Aa

@ = Aud. (43)

Example

In this example, we illustrate the ML procedure for estimating
the occurrence rate h(t) for new Type B mndes. Suppose a system were
tested for T = 400 hours and 15 distinct Type B modes were first observed
at the following cumulative test times: 0.2, 11.2, 37.2, 39.0, 48.4, 53.4,
9n.2, 91.6, 151.4, 159.4, 197.2, 240.2, 323.6, 361.2, 381.6. These data
were generated by computer simulation of the non-homogeneous Poisson pro-
cess with alt) = xgtB-1 and » = 0.42, g8 = 0.5. From Equations (39) and
(38), the ML estimates of A and g8 are determined to be A= 0.501,

g = 0.567. Using these estimates, the ML estimate of h(t) is ﬁ(t) =
{0.50)(0.567)¢-0-433, Evaluating h(t) at t = 400 we find that the ML
estimate of the intensity of distinct Type B modes at the end of test is
h(400) = 0.021.

Crow {1974) shows that conditioned on M = m, the estimate

7 =m13 44
R 5 8 (44)

is an unbiased estimate of . If we consider

13

T T T o L X - R B R R IR SR T L A o L R PN e T e

Fapskng aaicked o

s -




h(T) = {45)
0 Otherwise,

as an estimate of h(T) then, for Prob (M = 0 or M = 1} near 0, h(T) is ap-
proximately unbifased., In practice, for a complex system under development,
the probability of two or more problem failure mcdes heing observed is usu-

ally near unity. In this case, it is reasonable to use h(T) instead of h(T)
for estiriating the rate h(T).

Wwe will now discuss a procedure for determining a projection of
r(T) which is essentially unbiased under the assumptions of the model for
estimating B(T) and for Prob {M = QorM =1} =0, Let

B(T) = agh(T) (46)
and consider the projection r(T) for r{T) where

M —
TTY = /T (Na + 7 (1 - dj) Ng) + B(T), (47)

For this model, we have approximately that
E(r(T) - r(T)) = 0. (48)
The projected mean t-1me between failure (MTBF) is

MTBF = (¥(T))-!. (49)
Example

We illustrate the calculation of the projection T(T), utilizing
data generated by computer simulation with Ap = 0,02, g = 0.1, K = 100
and the di's distributed according to a Beta distribution with mean 0.7.
For this simulation the system was tested for T = 400 hours and experienced
N = 42 failures. Of these failures, there were Ngy = 10 fzilures which
were Type A and Ng = 32 failures which were Type B, In addition, the 32
Type B failures were due to M = 16 distinct Type B modes.

The cumulative test times corresponding to the occurrence of the
Type A modes are: 43.16, 49.08, 75.62, 167.27, 238.73, 255.29, 277.33,
350.28, 353.03, 367.68. For the 16 distinct Type B modes, we 1ist mode
number and the cumulative failure times for that mode., These are:

Mode 1, 56.42, 72.09, 339.97
Mode 2, 192.66
Mode 3, 47.46, 350.2

14

. — S e

IR R

; “’"‘%,’,.,,

AR



T N AT T2 & AR e 2 Byl e el R e f B Rl W e SR e L e aewe o~ A

Mode 4, 285.01

Mode 5, 379.43

Mode 6, 249.15, 324.47

Mode 7, 133.43, 177.38, 324.95, 364.63
Mode 8, 125.48, 164.66, 303.98
Mode 9, 15.04, 254.99

Mode 10, 111.99, 263.47, 373.03
Mode 11, §3.96, 315.42

Mode 12, 99.57, 274.71

Mode 13, 25.26, 120,89, 366.27
Mode 14, 288,97

Mode 15, 395.25

Mode 16, 100.31

For the Type B modes 1isted above, the assigned EFs are, respec-
tively, 0.87, 0.70, 0.77, 0.64, 0.72, 0.63, 0.74, 0.89, 0.67, 0.85, 0.77,
0.92, 0.72, 0.69, 0.46, 0,50. The times X7 < X2 <...< Xyg of first occur-
rence for the 16 distinct Type B modes are: 15.04, 25.26, 47.46, 53.96,
56.42, 99.57. 100.31, 111.99, 125.45, 133.43, 192.00, 249.1%, 285.01,
379.43, 388.97, 395.25.

Using Equations (38) and (37), we calcuiate 8
0.721. The unbiased estimate B ¢f 3, aiven by (44), is
from (45), the estimated rate of occurrence of new Type
is R{T) = 0.030.

0.797 and g =
= 0.747 and,
modes at time T

@ sl

To calculate the projection F{T), we also determine, EXT) = 0.022,
using {46), Nao/T = 0.025

H Ny
and i F‘-d) —_—
4 i T 0.020,

where Nj is the number of observed failures for the i-th mode observed,
i=1,...,M.

_ We now use Equation (47) to calculate the projected estimate
r(T). This gqives

v(T) = 0.025 + 0.020 + 0.022 = 0.067
and the projected system MTBF is
MTBF = (0.067)-1 = 14.9,

For the same data, the adjustment procedure estimate r(T), from
(8), is

r*(T) = 0.025 + 0.020 = 0.045,
The corresponding MTBF for the adjustment procedure is [r*(T)]-1 = 22.2.

This is an estimate of the upper bound on the achievable MTBF for the system
and is not an estimate of the current system MTBF, The actual upper bound,

15
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using (Efr*(T)1)-1 given by Fquation (18) and the parameters of the simula-
tion model, is 20.6. In addition, for this example, it can be stated that
14,9 is an estimate of the current system MTEF. The actual! MTBF at time T,

given by [r(T)]-1 from Equation (2), is 14.7.
4, CONCLUSTONS

In this report, we have shown that the adjustment procedure for
reliability nrojection is biased and, in fact, estimates an upper bound on
system reliability after all groblem modes have been found and fixed. A
model was developed which yields, under reasonable assumpticns, an unbiased
estimate of the true system reliability after delayed fixes have been in-

corporated, It is emphasized that the adjustment procedure should not be
used for relfability projections.

16

v A sk

Aok
D W T .
L ??:};"2‘{4: h"t"t:'{"‘ﬂu;\r&:r .

et B v

ey

H




LY

-y — - -—a -~ i = et ————

REFERENCES

Crow, L. H., Reliability Analysis for Complex Repairable Systems,
Reliahility and Biometry, eds, F. Proschan ard R, J. Serfiing, Phila-
‘doTohia: , , pp. 379-310.

Department of Defense, Military Handbook 189, Reliability Growth
Management, Philadelphia:™ Naval Publications and Forms Cenfer, 1981.

Feller, W., An Introduction to Probability Theory and Its Applications,

New York: John WiTey and Sons, Inc, 195/, pp. Z63-264.

Trapnell, P, Sruce, Study on Reliability Fix Effectiveness Factors for
Army Systems, RAMD Interim Note, US Army MaterieTl Systems Analysis
Kctivity, Aberdeen Proving Ground, MD, 1982, in Progress.

Reiher, Herman, C., et al., Black Hawk Reliability Evaluation of Cor-
rective Action Effectiveness [CAE) fcr Production Aircraft, Joint
Tnterim Note Wo. C-7V/R-68, US Army Matertel Systems Analysis Activity,
Aberdeen Proving Ground, MD, June 1978.

Next page s bBlank.

17

e Py T P BRI B s Sttt 8 U APl e i TR e AR AR Ao A ¢ i 0 TPt ma R o SV, B 2 T O il T

v L RN IECL R



AT v ——— v———— i ew—u - -

e <

DISTRIBUTLON LIST

No. of
Copies Organization
1 Commandear
ea. US Army Materiel Development &
Readiness Command
ATTN: DRCCP DRCRE
DRCOM-S DRCDL -A
DRCDE-F DRCQA
DRCUE -SA DRCSM-W
ORCDE-SD DRCSM-WC
DRCDE-SG DRCSM -Wis
DRCDE-SS DRCSM-WA
DRCDE - SM DKCSM-WR
DRCDE-SC
DRCDE-SB
5001 Eisenhower Avenue
Alexandria, VA 22333
2 Commander
US Army Armament Research &
Development Command
ATTN:  DRDAR-QA
Dover, NJ 07801
1 Cemmander
US Army Electronics Research
& Development Command
ATTN: DRDEL-PA
2800 Powder Mill Road
Adelphi, MD 20783
1 Commander
US Army Aviation Research &
Development Command
ATTIN: DRDAV-Q
4300 Soodfellow Blvd
St. Louis, MO 63120
1 Conmander
US Army Missile Command
ATTN. UI\SMI-Q
Redstone Arsenal, AL 35398
1 Commander
US Army Troop Support &
Aviation Materiel Readiness
Ccmmand
ATTN:  DRSTS-y
4300 Goodfellow Blvd
St. Louis, MO 63120

No. of
Copies

Organization

1

19

e s R S i T RO S

Commander

US Army Tank-Automotive
Command

ATTN:  DRSTA-Q

Wwarren, Ml 438090

Commander

US Army Mobility Equipment
R&D Cowmand

ATTN: DROME-T

Fort Belvoir, VA 22060

Commander

US Armv Armament Materiel
Readiness Command

ATTN:  DRSAR-QA

Rock Island, IL 61299

Commander

US Army Communications-
Electronics Command

ATTN: ORSEL-PA

Fort Monmouth, NJ Q7703

Commander

US Army Natick R&D
Commanc

ATIN:  URDNA-EPY

Natick, MA Qgl7eu

Uirector
US Army TRADUC Systems . alysis
Activity
ATTN: ATAA-SA
ATAA-T
White sands Missile Range, NMm
88002

Commander

yS Army Logistics Center
ATIN: ATCL-MRP (H. Burnette)
Fort Lee, VA 23807

Commander

US Army uUperationai Test &
Evaluation Agency

ATTN: DACS-TET-E

5600 Columbia Pike

Falls Church, VA 2204]

- B ke

Tt WL D aGies Th et oo Aatae . et Saman o F B



R R R R

R

-ro—— e m—— - e

DISTRIBUTION LIST

No. of
Copies Urganizatiuva

Aberdeen Proving Ground

1 Cdr, USATECUM

ATTN: DRSTE-AD-R

Bldg 314
APG, MD 21005

1 Dir, BRL

ATTN: DRDAR-TSB-S (STINFQ

Branch)
Bldg 305
APG, MU 21005

20

e E

o
A5t

&

—_— S —_




