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Part 1 - Introduction and Summary
1. BEQUIREMENTS FOR A MODULAR C3 FLEXIBLE INTRACONNECT

A new method for connecting devices, subsystems, and centers is required in
order to achieve a truly modular approach to the operational needs of the
Tactical Air Force.

Current Tactical Air Force C3 Centers are characterized by designs
which are tailored or custo>m-made for a specific set of operational recuire-
ments and equipment characteristics. While these designs provide the perfor-
mance characteristics identified as necessary at the time of conception, the
design approach had inherent limitations (due to the technology available) which
restricted flexibility, adaptability, deployability, growth, and interoperability.

A solution to these limitations is the development of modular elements
in each of three system segments: hardware, software, and connecting links.
The goals of such a modular concept would include:

® The ability to configure a wide variety of functionally different

centers

o The ability io assemble a wide variety of center sizes

o The capability of introducing new devices in the field as they are

developed, without center redesign or modification

e The capability for the center commander to reconfigure or reallocate

tasks and functions in the field in order to meet a changing
environment

o The ability to re-implement present day centers.

Recent technology advancements have made the development of a cost
effective modular design, achieving the goals listed above, feasible and timely.
Key areas of the new technolog) are microprocessors, LSIs, and fiber optics.

The Modular C3 Flexible Intraconnect Analysis is aimed at providing
a concept fcr one of the three segments - hardware, software, connectiag
links — that comprise a modular c3 design.

In order for the modular C3 concept to be successful, the intraconncct
design must strive to reach the same goals as other modular C¥ elements.
Therefore a first step in developing the intraconnect concept is the establish-
ment of specific characteristics and features which, if satisfied by the flexible
intraconnect design, would indeed satisfy these goals. The kev specific flexible
intraconnect requirements are listed in the table. Some were defined in the
statement of work, others werc defined during the coursce of the study.

1-0
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TABLE 1.1-1. FLEXIBLE INTRACONNECT DESIGN.REQUIREMENTS

e Provide the transmission capacity necessary to support present data
rates and those expected in the 1990 time frame.

e Transfer data via a method which is transparent to the contents of
the data being exchanged by intraconnect users.

¢ Provide a standard interface so that present and future devices -
both simpie and complex — can be tied into the net.

e Provicle for "sub-networks' for the exclusive use of groups of

] designated devices.

i e Provide for on-line, but not dynamic, reconfiguration of user

_ devices.
kﬂ e Provide self-checking capabilities and support security needs of
3 users.

e Transmit data over a 5 mile range.

e Interface with existing communications subsystems such as TCCF
microwave, troposcatter, and satellite.

T———
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Part 1 ~ Introduction and Summary

2. OVERVIEW OF THE FLEXIBLE INTRACONNECT

The Star/Bus Flexible Intraconnect, developed ir this Mod 03 Interface Analysis,
provides for all known present and planned Tactical Air Force C3 Center configura-
tion and information exchange requirements. Because of its inherent flexibility, it
is adaptable to the forseeable growth and interoperability needs of the future.

In an intensive study, analysis, and design effort, over a period of 17 months,
Hughes and the Government in a joint effort, developed a Flexible Intraconnect (FI)
concept and prelim/nary design for interconnecting the devices, facilities, and
shelters of Tactical Command and Control Centers. The FI as it is referred to
throughout this report, is designed with the flexibilily to meet current, planned, and
future requirements as they are projected to evolve irom today to the post 1990 time
frame. This design was accomplished by an interdisciplinary team of technical and
operational specialists, iteratively developing the F1 design in a three task effort:

1) developing an FI design concept, 2) analyzing FI interfaces, and 3) developing a
preliminary ¥I design. A major part of the effort involved analyzing the configura-
tions and operations of existing and planned TAF C3 Centers, studying the TAFIIS
Master Plan, developing current and potential requirements for the FI, and verifying
the design results

An exhaustive survey of data distribution system architectures and device
technologies, and a thorough analysis of potential user devicc interfaces were per-
formed. This resulted in the development of an FI design providing a high data rate and
connectivity capacity, positive flow control, and configuration flexibility in a Star/Bus
hierarchiai topology. In addition, a standard interface for connecting C3 devices to
the intracennect was developed.

The FI can be described in terme of its architectural components: topology,
protocol, and media. The FI design applies to single facility as well as multi-
facility centers. Figure 1.1-. illustrates the FI architecture applied to a five shelter
CS center. The shelters may be colocated or dispersed over a wide area. The swr/
bus topology provides for star connection of clustered equipments to the l.ocal Inira-
connect (LI), a concentrated 90 Mb/s TDMA bus, The LIs located near clustered
equipments within a single facility center (or within shelters of a multi-opr rations-
module center) are interconnected by the External Intraconnect (EI) which is a
distributed TDMA bus on fiber optic cables. As a result, all devices, in all shelters
on the FI are virtually interconnected. Double lines are shown in the figure to sym-
bholize a transmit bus and a receive bus harmonized to provide efficient propagation
time compensation. Point-to-point fiber optic connections with three 20 Mb/s fibers
per bus result in 60 Mb/s EI capacity. To increase survivability of the system a
passive fiber-optic cable bypass capability is provided at each shelter to allow FI
operation to continue in the event of shelter losses.

The protocol of data transfer coatrol on the ILIs and the EI is a time slotted
reservation system on a TDMA bus. Although the protocols are generally the same,
there are differences between the Local and External Intraconnects based on their
physical structures and control mechanisms. For example, even though cach Local
intraconnect and External Intraconnect operates within itself as a synchronous TDMA
bus, tliey are not synchronized with each otheér, That ig, they are asynchronous with
respect to each other, Also, the potentially dispersed External Intraconnect operates
with distributed control between shelters, but the concentrated Loca’ Intraconnect

1-2
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Part 1 — Introduction and Summary

2. OVERVIEW OF THE FLEXIBLE INTRACONNECT (Continued)

operates with centrai control. The Star/Bus combination provides for both
survivability and efficiency, by optimizing for typical center topologies.
The Local Intraconnect (based on a TDMA concept deveioped in Task I) is a
concentrated (inches long) set of 18 parailel TDMA busses operating at a nominal
5 Mb/s which results in a total capacity of 90 Mb/s (see Figure 1.2-2). Local Intra-
connect Units provide buffer and control interfaces to the Device Terminai Equipments
(DTE) with standard intexrfaces. The Preferred Standard Interface (PSI) has versatile
positive control (implemented in a simpie physical structure) and is ideal for ail
future command and controi devices. In a sheiter application, the standard interface
would be avaiiable at standard receptacies distributed appropriately on the internal
shelter walls. for convenlent connection of devices to the iocal intraconnect, Selected
Adapter Units (SAU), convert non-standard interfaces to the PSI, providing for opera-
tion with existing and other devices. The External Intraconnect Unit (EIU) provides
the asynchronous buffering and gating between the Local and Externai Intraconnects.
A Local Intraconnect Control Unit (LICU) provides timing, configuration, and reserva-
tion control for the LI. Special signals, such as analog signals, may be provided for
by digitizing them in an SAU and handiing them in the FI ac data messages, or they
may be handled in separate channels via an Analog Interface Unit (AIU). A Sheiter-
Shelter Unit (SSU) provides for direct connection between shelters or facilities not
otherwise connected by the external intraconnect. The AIU and SSU functions were
identified in Task I, but were not anaiyzed further. Task II and III analyses con-
centrated on digital data distribution via the Preferred Standard Interface, Local
Intraconnect and Externai Intraconnect.
The FI design provldes for three baste types of mesnages: Bloek, Virtual Bus,
and Lazy Susan,
e Block Messages — Variable length messages (up to 1024 words) either
broadcast or discrete addressed.
s  Virtual Bun Messagon — Varlable Tungth mossage s broadossl to all mumbiirs
of the bus,
o Lazy Susan Messages — Variabie length messages transmifted in a pre-
determined sequence to members of the bus. (e.g.. User 1to User 4;
User 4 to User 2: User 2 to User 3; User 3 to User 1).
In the EI, Biock messages are of two types. A Short Block (SB) message has
been implemented in order to make use of propogation delay times. The Short Block
messages are limited to messages shorter than 64 words.

1-4
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Part 2 - Suramary of Task 1 — Conceptual Design Analysis
1. CONCEPTUAL DESIGN METHODOLOGY

A series of highly interactive analyses enabled development of the most cost
effective conceptual design for a Mod C3 Flexible Intraconnect architecture.

Past TAF C3 systems have been developed to meet a limited set of
operational requirements and are so optimized for those requirements that they
may not operate together effectively with functionally related systems. In addi-
tion, they are characterized by high life cycle costs and long lead times from
validation of requirements to initial operating capability. Microelectronic
technology and interconnect techniques have progressed to the point where
standard modules, a flexible connection architecture and a standard interface
can be employed to integrate the elements of individual tactical c3 system,
Element modularization would support the development of flexible systems and
the reduction of design, procurement and operating costs. One of the key ele-
ments needed to realize these goals is the development of a flexible connection
scheme which has a common interface standard that can be effectively inte-
grated into existing systems and applied to future systems as well. Therefore,
the purpose of the Task 1 effort was to develop a flexible modular concept for
the connecting devices, shelters and functions which comprise a tactical c3
system.

This flexible intraconnect should provide operational users the flexibil-
ity to meet current, projected and future requirements. It should promote
interoperability of centers as well as equipments and it should not compromise
presently employed functional relationships and operational procedures.

Four major analyses were performed to arrive at a most cost-effective
Flexible Intraconnect design concept. They were (Figure 2.1-1) an analysis of
configuration alternatives, a functional information flow analysis, a technology
review and design concept development analysis, and a weighted rating trade
analysis of the design concepts. Because of the limited schedule available for
the analyses, teams were formed to address the individual issues, in as paral-
lel and simultaneous a manner as possible. There was significant iteration and
cooperation between the teams and the analyses tasks.

The analysis of the configuration alternatives task consisted of a survey
of existing and planned TACS C?3 centers, and an analysis of the TAFIIS Master
Plan, in order {o develop four System Configuration Concepts (SCCs). Functional
information flow analysis was performed on these concepts to develop equipment
connectivity and data distribution loading requirements for the Flexible
Intraconnect.

In an overlapping effort design engineers surveyed existing and develop-
ing technologies which could impact the FI design, and developed scveral
candidate approaches for FI designs, emphasizing interconnectivity, flexibility,
modularity, interoperability and survivability. These approaches were then
overlayed on TACS C3 center configurations, applying the developed load
and connectivity requirements to test the candidate concept. Iterations of
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the above process refined and narrowed the candidate FI concepts to six candidates
based on three fundamental approaches., The six candidates were then subjected to an
evaluation process that involved a weighted rating trade analysis, combined with cost,
sensitivity and consistency analyses, to select the most cost-effective FI Design

Concept. .
2
>
[~
DEFINITION OF SYSTEM CONFIGURATION %
o tobACCUREE R A CONCEPTS (SCCs) FOR PRESENT AND e
: FUTURE TACTICAL SYSTEMS
FUNCTIONAL INFORMATION FLOW CONNECTIVITY AND LOADING
ANALYSIS REQUIREMENTS FOR PRESENT AND
i FUTURE TACTICAL SYSTEMS

TECHNOLOGY REVIEW AND DESIGN
OF CANDIDATE FLEXIBLE INTRA- CANDIDATE FLEXIBLE
St INTRACONNECT DESIGN
l CONCEPTS DEVELOPED
L MOST COST EFFECTIVE
EVALUATION OF DESIGN CONCEPTS p—e FLEXIBLE INTRACONNECT

DESIGN CONCEPT

Six candidate Fls were
compared using weighted
rating trade analysis

Figure 2.1-1. Overview of Study Approach. Multidisciplined analysis went into the
; development and selection of the optimum FI concept.
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Part 2 — Summary of Task I, Conceptual Design Analysis

2, ANALYSIS OF CONFIGURATION ALTERNATIVES

Four sets of TACS 03 centers were defined and used as a basis for developing
and evaluating the candidate conceptual Ils.

The TAFIIS Master Plan was used as the primary source document to
develop the present, near term and future TACS systems. Four System Con-
figuration Concepts (SCCs) as shuown in Table 2.2-1 were postulated, to represent
the present Air Force TACS, the near term automation of some of the TACS
elements, and two future (1985-1990) systems.

The SCC-1 represents the present 407L System which is primarily a
manual system. The CRCs and CRPs are automated and pass digital track data
among themselves. All other centers were considered to be manual (FACP,
TACC, DASC, ALCC, etc.) with track data being passed by voice, and other
operational data being transmitted/received by teletype and facsimile.

The SCC-2 is a postulated upgrading of the 407L System in consonance
with the objectives of the TAFIIS Master Plan. The TACC was separated into
two centers (operations and plans) and incorporated the appropriate intelligence
functions into each., The FACP was assumec to be automated and intercomnaected
with the CRCs/CRPs for the passage of digital track data. All other centere
were manual, with teletype and facsimile located in the appropriate centers.

The SCC-Z was developed as one of two alternative systems for the
1990s. The anticipated highly mobil threat in the European environment and the
rapid advance in automation technology indicated that TACS netting and rapid
dissemination of tactical information was essential for survivability and to
counter the threat. Therefore, all TACS systems were automated with the addi-
tional capability to pass high resolution photography, video and graphic displays
digitally from center to center as may be required. The teletype and facsimile
capability was retained where it was employed by TACS centers in the SCC-2
configuration. An essential difference in SCC-3 over the previous SCCs, was
that centers were now shelterized in either 8x8x20 foot or 8x8x10 foot shelters
to provide centers greater mobility. Each center was reviewed to determine the
essential manpower requirements (based on Tactical Air Control Manuals,
TACM 55-44 and 55-45) to perform the requisite operational functions. Based
on these functions, the numbers and types of shelters per center were
assigned, and numbers and types of data processing equipments were assigned
to each shelter., These configurations were used in the next task.

SCC-4 was an alternative to SCC-3. Because of the anticipated high
density, highly mobil threat, the FACPs were increased and given greater opera-
tional autonomy. This was possible through the concept of centralized control
and supervision, but with delegation of greater responsibilities for execution to
lower echelons (FACPs). The greater number of FACPs nearer the FEBA
allowed for rapid setup and teardown to move, relocate and be on the 'air' to
counter the enemy threat. In conjunction with the increase of FACPs (truck
mounted and mobil) the CRCs were deleted from the TACS. Another minor
change in the concept was the decrease in the number of large shelters (such as
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at the TACC operations and plans centers). This latter change had no significant
effect on the FI loading.

A large force deployment, as specified In TACM 55-45, was used to
determine the total number and type of TACS centers. Therefore, it was a
development task to arrive at a force strength that was realistic and would serve
to bound the high level of traffic in a high density combat environment.

- TABLF 2.2-1. SYSTEM CONFIGURATION CONCEPTS
Four SCC's represent a postulated set of evolutionary TACS C3 centers

from today through the 1990's,

SCC-1 Primarily manual, todays TACS. The CRCs and CRPs
are automated.

SCC-2 Upgrading of 407L. The TACC is split into 2 centers
with the appropriate intelligence personnel functions
incorporated. The FACP is automated.

SCC-3 All TACS centers are automated and equipped with a
family of standardized shelters for greater mobility.
The capability exists for digital passage of high resolu-
tion photography, video and graphic displays.

e e Rt A N e Y ot

SCC-4 The same as SCC-3 except the number of FACPs were
increased and the CRCs were deleted.
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Part 2 — Summary of Task I, Conceptual Design Analysis
3. FUNCTIONAL INFORMATION FLOW ANALYSIS

Data load and intracenter connectlvity anzalysis, whici: were highly interactive
with the SCC definition task, provided clear insight intc capacity and topology
requirements of the Flexible Interconnect.

Figure 2. 3-1 depicts the methodology used to derive the load at each TACS
center. Estimates of the FI load for each center, for each SCC were derived.
The data load for each category (shown in the box) was obtained and kept
separate for traceability and sensitivity analysis.

Personnel with extensive experience in tactical air operations reviewed
each center for all four SCCs and used judgements to obtain the data loads. The
TAFIIS Master Plan and other GFI documentation provided guidance as to data
originating centers, receiving centers, and data rates, particularly for high
resolution photography and video. The latest versions (available to Hughes Aircraft
Company) of the Tactical Air Control Manuals (TACM) were used to ruan the various
centers. A high intensive threat (over 2, 000 hostile and friendly aircraft) was used
to derive the digital track load.

The SCC-1, being mainly a manual system. derived the FI load at each center
for digital track data (TADIL B rates), teletype, facsimile, and digitized voice (16 Kb/s).
The total load was derived for traffic coming into eazh center and for traffic leaving
each center. Traffic consisted of inter-TACS traffic as well as traffic to other agencies
(USA, USN, AWACS, etc.). For example, at the TACC (operations) the total number
of track messages told from the CRCs was estimated, Other incoming and outgoing
voice messages were estimated by operator position. Additionally, the voice time on
the Intercommunications System circuit was estimated. When doubt occurred as to
whether an operator would be talking, it was assumed that he would be, therefore
insuring that the maximum instantaneous peak load would be obtained to determine the
FI capacity requirements.

The SCC-2 is almost the same as SCC-~1 except for the automated TACC
(Operations and Plans) and the FACPs. The data obtained for the other centers in
SCC-1 were used for the loading in SCC-2. Since the TACC and FACPs were auto-
mated, and manned differently, new loading sheets were derived, The digital traffic
between the TACC and the CRCs and between the FACPs and CRPs was taken into
censideration, which reduced the voice told track messages.

SCC-3 saw the introduction of digital transmission of high resolution photo-
graphy, video and graphic displays. As a result, new dati sheets had to be derived
for each center.

SCC-4 deleted the CRCs from TACS and reduced the number of shelters at the
TACC. This had little effect on the total traffic load. The number of FACPs were
increased but had no significant impact on the capacity of the FT




SCCNO.1&2
- DERIVE
STRUCTURE
* RESEARCH EACH FACILITY el
DOCUMENTATION »3 o EQUIPMENT FOR EACH
o DEFINE EXISTING | o PERSONNEL PERSON ON
FACILITIES * FUNCTIONS DUTY
SCCNO.3 &4
DERIVE LOAD
SYNTHESIZE ON EACH PART
EACH SCC OF FLEXIBLE
INTRACONNECT

DIGITAL
TRANSACTION

YUrosLTé

Figure 2.3-1. Connectivity Analysis Diagram. The methodology used to determine the FI
loading for each of the four SCCs.
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Part 2 — Summary of Task I, Conceptual Design Analysis

3. FUNCTIONAL INFORMATION FLOW ANALYSIS (Continued)

Figure 2.3-2 shows ihe data loading on varfous segments of the FI in 2 repre-
seatative TACC (Operations) for SCC 3. This Center In the SCC-3 configuration is
the heaviest load situation of all TAC Centers in all SCCs, The configuration is based on
a shelter concept postulated by Hvghes, The shelters are Self Contained (SC), Data
Processing (DP), Display (DISP) and Communications (COMM). ‘

The greatest load is on the external FI (27,253 Kb/s) which connects all of the
shelters. The load within each shelter exceeds 15, 000 Kb/s except for the DP shelter.
The major contributor to the 15,000 Kb/s load is high resolution photography
(11,500 Kb/s). .
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Figure 2.3-2. The TACC (Operations) FI Loading for SCC-3. The results of the analysis are
shown for the TACC (Operations) SCC-3.
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Part 2 — Sunmary of Task I, Conceptual Design Analysis

4, CANDIDATE FLEXIBLE INTRACONNECT DESIGNS

A limited set of candidate FI design approaches were identified via a filtering
process based on load/connectivity analyses, technology reviews and govern-
ment guidance. These concepts were then iteratively refined as a prelude to
final concept selection. : .

As shown in Figure 2.4-1, ihe approach to developing Flexible Intraconnect
design concepts was to determine reguirements for the FI, review applicable
technologies for implementation options, develop FI design approaches, overlay
them on C3 centers, and refine the approaches to develop six FI design con-
cepts as candidates for evaluation and final selection. After the basic FI
requirements were developed, the initial survey of technologies completed, and
a few basic design approaches identified, the design team splintered into task
teams developing three basic design approaches into six FI design concepts.
The task teams operated in parallel, but continuously shared results, permit-
ting the FI design candidates to be developed consistent with a common set of
requirements and to benefit from a synergistic, competitive environment.

Load, connectivity and operational requirements for large and small
centers, operating today and in the future were derived from the system con-
figuy ation concept analyses, providing the range of requirements which dictated
capacity and connectivity flexibility in the design. The Statement of Work set
goals of modularity, flexibility, interoperability, connectivity and survivability,
and also identified techniques of data distribution and routing. Government
representatives contributed to the team effort by interpreting, modulating and
refining requirements at In-Progress Reviews (IPR), as the analyses and
designs progressed.

In order to develop viable approaches for the FI design concept it was
necess&:y to review existing and developing technologies which might apply.
This included data distribution system architectural components, as well as
devices which might be used in the design. Architectural components included
(1) topologies, such as star, bus, ring, and lattice networks, (2) protocols such
as TDMA, packet switch, polling, contention, and reservation (3) media such
as twisted pair, coaxial cable, fiber optic cable and microwave. Device tech~
nology developments investigated included microprocessors, surface acoustic
wave devices, and charge coupled device memorias. As FI design concepts
developed, needs for more technology data also developed, resulting in an
almost continuous technology investigation as an iterative part of the design
process.

Since the number of possible architectvral combinations of topology,
protocol, and media initially considered was an unmanageable number to for-
mally evaluate or develop, a preliminary filtering process was applied, elim-
inating impractical combinations and obvious mismatches for the c3 applica-
tion. Remaining approaches were analyzed in preliminary concept analyses
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ond compared with the center requirements. These were discarded, modified or
refined, in an iterative process, until three basic approaches were settled on for
further developmeni. The approaches are gcategorized as follows: (1) distributed bus
approaches including base-band and carrier operated buses, (2) concentrated bus
approaches including TDMA switch, and store-and-forward techniques, (3) advanced
technology approaches, characterized by very high data capacities. The candidate
designs, as they developed, took advantage of all of the design approach development
results, For example, some of the lessons learned in the advanced technology approach
were applied to candidates using the TDMA switch, and distributed bus approaches.
(In fact this may have been the major benefit of developing the advanced technology
approach,)

Six candidate design concepts resulted from this "iriendly' competition within
the project (see Figure 2.4-2). 7They were (1) the multiple star concept, utilizing a
TDMA microbus in each shelter and point-to-point connection between shelters; (2) A
star/bus concept which had a TDMA microbus in each shelter but using a distributed
Frequency Division Multiplexed (FDM) bus between shelters; (3) A star/bus concept
with a TDMA microbus in each shelter but using base-band TDMA for data on a dis-
tributed bus between shelters. (FDM channels were applied for other informational
uses.) (4) A bus/bus concept, utilizing a distributed data bus internal in each shelter
and a distributed data bus between shelters. Both buses are base-band TDMA for data
distribution and the external bus also uses FDM channels for other information. (5) A
bus/bus concept, with base-band implementation for data on the internal buses but FDM
carrier operation on the external bus, (6) The advinced technology FI concept, utiliz-
ing concentrators in each shelter and a distributed bus between shelters, operating at
a nominal 150 Mb/s base-band data rate.

The six candidates were then subjected to a formal evaluation in order to select
the most-cost-effective FI design concept. That evaluation process is described in the
next toplce.
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Figure 2.4-1. Fl Design Apporach. An iterative design process resulted
in the development of six candidate concepts.
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Figure 2.4-2. Candidate Flexible Intraconnect Architectures. Six candidates were developed

from three basic approaches.
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Part 2 — Summary of Task I, Conceptual Design Analysis

E 5. METHOD OF EVALUATION AND SELECTION

Selection of the most cost-effective FI concept was made via discipiined use of
the weighted rating evaluation technique combined with cost, consistenzy, and
sensitivity analyses.

Evaluation of Fls and selection of the most cost eifective FI was a com-
plex task. Six different FIs were evaluated with respect to a large number of
criteria, considerations, and factors. The weighted rating evaluation technique
was used to perform the evaluation of FlIs and select the most cost effective FI, .
The goals of the weighted rating trade-off approach were to 1) reach an objec-
tive decision in a logical manner and 2) to document and explair th=: evuluation
and selection rationale,

There are sevaral valid objections fo the weighteo rating apprnach. First, _ e ~- = =+
4 '._ without discipline it is easy to make the numbers show anything desired. tuits, ™
. if the selection is known before the evaluation, the weighied rating c ly docu~-
ments and explains the selection rationale or justification. Second, there is
considerable difference in the manner in which different people corveri subjec~
tive judgments into numbers, It is an imprecise process. However, it is no
worse than placing subjective judgements info categories such as excellent,
good, fair, and poor. Third, the method can invoive sophisticated manipulation
of fuzzy data, This includes making analyses of numerical data in which the
uncertaintics in the data exceed some of the differences in the precessed results,
The interpretation of the weighted rating evaluation results must be made with
these objections in mind, However, no better method is known for reaching an
objective decision and for documenting and explaining the selection rationale.

Figure 2, 5-1 illustrates the main steps in the evaluation and selection
approach, First the criteria and alternatives were defined. Then each criteria
was given a weight indicating its relative importance in defining an overall
figure of merit (FOM). Then each alternative was rated with respect ot its
performance against each criteria. This rating was entered in the columns
labeled R in the figure. Then the weight for each criterion was multiplied by
rating nf each a't*ernative with respect to that criteria to provide the weighted
rating (WR) points in the column labeled WR in the figure. These WR points
were then added for each alternative to provide a sum which represented :he
figure of merit or measure of effectiveness (MOE). The difference between-
the FOM and MOE is the inclusion of cost in the sum of WR points for MOE.

A refinement to the weighted rating approach was the consistency analy-
sis. This analysis examined the difference in WR points to determine whethe.
or no. they were consistent with the significance of the items. The differences
in WR points were determined and were compared with each other. When logical
inconsistencies existed, the weights or ratings (or both) were changed until the
differences in WR points were more consisteni with respect to each other,

s Wy
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The senslitivity analysis examined the extent to which ratings or weights has to
be changed in order to change the order of the results. When such changes were
reasonable, the conclusions were soft. When such changes were unreasonable, the
conclusions were firm,

After several iterations of this disciplined evaluation technique by design team
mcmbers, the Star/Bus FI concept was selected as the most cost-effective, It Is
described in the next toplc.

DEFINE WEIGHT RATE cosT
CRITER A CRITERIA ALTERNATIVES ANAL.YSIS
L
CRITERIA wr| R [wr] R JwR] R |WR] & |wr CONSISTENC
ANALYSIS
=
PERFORMANCE
FLEXIBILITY
MOE
MODULARITY (
INTEROPERABILITY Fom| 3
AVAILABILITY/SURV SENSITIVITY
SECURITY ANALYSIS
RISK
cosT —
FOM TOTAL ¥ ¥ h T
FOM
SELECT | o] COsT
BEST EFFECTIVENESS
ALTERNATIVE ; ANALYSIS

Figure 2.5-1. Evaluation and Selection Methodology. The weighted rating discipline was
used to reach decisions logically and to document a traceable selection rationale.
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Part 2 -- Summary of Task I, Conceptual Design Analysis

6. THE SELECTED STAR BUS CONCEPT

The selected FI concept is the Star/Bus Concept, a hierarchal approach which
best meets the divergent requirements internal to, and between, shelters,

The selected FI concept is based on a TDMA microbus in each shelter
which connects the equipments in the shelter with each other and with an FDM
bus which connects all shelters of a center. The concept also provides for
direct point-to-point connection between shelters where desired.

Although the quantity and types of equipments in C3 centers for today
and the future vary considerably, the topologies of all centers were found to
fit a common patterr.. Equipments within shelters or facilities tend to be
clustered in relatively close proximity to each other. Shelters and facilities,
however may be colocated, or dispersed miles apart. For these and other
reasons identified in the FI concept selection process a hierarchal Star/Bus
topology (Figure 2.6-1, View a) was selected as the best FIConcept. Within
shelters (facilities), a star topology permits few or many clustered devices to
be connected star fashion to a TDMA microbus (a concentrated data bus device
which evolved in Task II! to be called the Local Intraconnect). The penalty in
shelter weight is slight relative to a distributed bus, but the advantages in
efficiency, control and cost of the concentrated TDMA microbus are great,
Shelters or facilities with cluster of equipments are connected by an external
distributed bus which ties all the TDMA microbus together. The external bus
concept provides for coaxial cable implementation with the Time Division
Multiple Access data carried in Frequency Divided Channels on carriers. *Thc
External Bus concept lends itself to distributed control, high data capacity and
low risk development for the near term. A second type of connection which per-
mits direct point to point connection between shelters via coaxial or fiber optic
cable is provided. This type of shelter connection offers a convenient option
for intraconnecting centers consisting of a few shelters.

The TDMA microbus concept developed in Task [ (see view b, Fig-
ure 2-7) takes advantagc of the fact that all devices are connected to it in a
star fashion with Device Interface Units (DIU, later called Local Intraconnect
Units) buffering the data into a parallel time slot structured microbus. It was
envisioned that each shelter could be fabricated with cables routed from DIUs
to standard receptacles on the shelter walls, where devices with standard
interfaces could "plug in"'. Alternatively, equipment cables could be routed
directly to DIUs at the TDMA microbus. The microbus has the capability for
implementing a very high capacity with very low risk, This is possible pri-
marily because the bus occupies a very small volume. The parallel micro-
buses can be implemented on simple copper wire at a low cost, in terms of
circuits and weight, becausc the bus services DIUs located only inches apart.
90 Mb/s capacity is achieved with circuits operating at 5 Mb/s, by using an
eightecn-bit parallcl microbus, Positive flow control is achieved with common

*In Task HI, the fiber optic cable was adopted as the medium for t.e esternal bus.
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timing and control circuits serving all DIUs and the Bus Interface Unit, (later called the
External Intraconnect Unit). Propagation times for this bus implementation are
negligibly short, resulting in efficient utflization of the data capacity. The Bus Inter-
face Unit (BIU) provides the buffering and control interface between the TDMA microbus
and the External Bus (later called the External Intraconnect).

The External Bus, implemented with coaxial cable, utilizes Frequency Division
Multiplexing (FDM) to provide multiple carrier based channels, Some of these channels
are allocated to wide band digital data in a TDMA bus and some can be allocated to
other applications, such as radar data, conference video and high resolution imagery.
The TDMA data bus implementation in the external bus is carried on three channels,
each with a capacity of 20 Mb/s, resulting in a 60 Mb/s capacity external bus. The
TDMA daia bus buffered and controlled by BIUs completes the second hierarchal link,
providing total connectivity between device equipments in shelters and between
shelters.

Analog signals or other data handled in special extzrnal bus channels may
bypass the shelter microbus and be presented to user devices directly by special
device interface units.

TOPOLOGY: - INTERNAL STAR
D - EXTERNAL BUS AND
- EXTERNAL POINT-TO-POINT

H6-08L26
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Figure 2.6-1. Operation of a TDMA Microbus in a Star/Bus
Topology. A star topology is optimum for cluscered equipments
internal to cach shelter. High capacity in a low risk, compact,
economic unit characterizes the TDMA microbus.
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Part 3 -~ Summary of Task II, Interface Analysis

1. REQUIREMENTS FOR INTERFACE ANALYSIS

Critical Interfaces within the flexible intraconnect were identified and analyzed
in order to develop structures and protocol for positive flow control, high ca-
pacity and fast response. :

The flexible intraconnect concept developed in Task I defined the most
effective topology, protocol and media to achieve the Mod c3 goals of modularity,
connectivity, interoperability, flexibility and survivability. In Task II it was re~
quired to identify critical interfaces within that Fiexible Intraconnect concept and
analyze them to determine effective message structures, timing and protocol
for achieving digital data transfer characteristics developed in Task I and
further refined in Task II. Four critical interfaces were identified for analysis
(Table 3.1-1). Critical interfaces include the interfaces with devices at the
boundaries of the Flexible Intraconnect (Standard Interfaces and Accommodating
Interfaces), and also the interfaces at the boundaries of the Local (Bus Interface)
and External Intraconnects (Shelter Interface). In addition to the interface ana-
lysis, a Concept Verification Analysis was performed to verify that the FI
concept, as it evolved in Task II still meet the requirements of TACS C3 centers
consistent with the TAFIIS Master Plan,

In Task I, analyses of the Local Intraconnect Interface (LII) (referred
to as the Bus Interface in Government guidance) started with the basic structure
developed in Task I (Figure 3.1-1). That is, a 90 Mb/s capacity implemented
with 18 parallel 5 Mb/s Time Division Multiple Access buses, in a star con-

1 nection. The analysis which remained to be done in Task II involved the
development of a protocol and timing structure for the Local Intraconnect Inter-
face which would meet message transfer and positive flow control requirements.
In the analysis, message transfer requirements were further refined and
developed to include Discrete Addressed and Broadcast messzges and Virtual

# Bus channels, Messages could be as long as 1024 data words and there could

i be as mary as 63 Virtual Buses. Up to 20 Mb/s capacity was allocated to

. Virtual Buses. The anaiysis resulted in development of a timing structure

and a common control scheme, based on a reservation system of access to

the Local Intraconnect,

A major requirement of the Task Il Interface Analysis was to develop a
standard interface—a point at which modular devices could be connected to the
FI. The standard interface is one of ihe mos: critical features of the FI con~
cept. With it, shelters can be produced with standard interface receptacles on
the walls, such that modular devices with standard interfaces (computers,
telephones, displays, etc.) may be "plugged in",

s b
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’ ] TABLE 3.1-1, SUBTASKS
The Task II effort consisted of analyses of the
T critical FI interfaces and concept verification.
: g ¢ Bus (Local Intraconnect) Interface Analysis
3 e Standard (Preferred) Interface Analysis
: " @ Accommodating (Selected Adapter) Interface Analysis
3 o Shelter (External Intraconnect) Interface Analysis
E e Concept Verification
©
: PREFERRED 20 Mb/s e
; STANDARD t s
INTERFACE
, ( | , VAN
SELECTED] | STANDARD gugﬂgg
«—| ADAPTER INTERFACE - :
' EXTERNAL
] UNIT : UNIT UNIT et
: . (INTERFACE)
] | : 60 Mb/s
- | SiU EXTERNAL
1 | . INTRACON-
& | 2 NECT UNIT
w .
Q4 I Y
2 SAU } Siu
E |
¢ POSITIVE FLOW CONTROL 90 Mb/s LOCAL
o ADDRESSED AND BROADCAST INTRACONNEST
MESSAGES INTERFACE
* 64 VIRTUAL BUSSES {18 BITS AT 5 Mbys)
|
- t siu
4 ANALOG
INTERFACE
- UNIT
TO OTHER
SHELTERS

Figure 3.1-1. Elements of the Task 11 Flexible Intraconnect. In Task II, the structure,
protocols, message formats and element names evolved, but the basic concept remained the
same.
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The Task II analysis initiated with the identification, analysis and development
of the Preferred Standard Interface. With suggested examples of protocol, and desired
characteristics as guidelines, potential candidates for the standard interface were
developed and analyzed. The result of the analysis was a recommendation for a Prefer-
red Standard Interface for the Flexible Intraconnect, documented in a Proposed Pre-
liminary Military-STANDARD.

Although new C3 devices could be developed vith the Preferred Standapd Inter-
face, it was recognized thzat after the Flexible Intriconnect is introduced to C* centers
many existinz devices will not present standard interfaces. Also some new devices
probably would be built without standard interfaces,

For these reasons accommodating interfaces were analyz~d to determine the
requirements for Selected Adapter Units to translate non-standard interfaces to the
Preferred Standard Interface of the Flexible Intraconnect. A wide range of devices
were considered in the accommodating; interface analysis, resulting in a basic design
approach for a family of Selected Adap‘er Units (SAU). It was determined that SAUs
can be fairly simple microprocessor based devices, with plug-in modules to accom-
modate differences in non-standard interfaces. Also it was found that in many cases a
single SAU type can accommodate a whole family of devices with similar interfaces
(for example all devices with RS-232 interfaces). As a result of the analysis, top
level SAU designs for a wide variety of svggested devices were developed.

The External Intraconuect Interface (EII) siructure was developed in Task I
with a TDMA bus and other channels implemented on a multichannel Frequency Divi-
sion Multiplexed (FDM) coaxial cable. (Note: In Task III the EII evolved to a fiber
optic cable). In Task II the timing structure, protocol of access, and control mech-
anism for supporting Block Message and Virtual Bus transfers on the TDMA bus were
analyzed. FDM channelization options were also explored. The analysis resulted in
the development of a protocol cf access which is basically a reservation system, but
which uses some dedicated and fixed time slots for efficiency, fast response, and
distribution positive control, between shelters.

The Concept Verification Analysis utilized the techniques developed in Task I,
to verify the FI concept as it evolved in Task II.

NOTE: In Task Il the FI concept evolved to incorporate a Lazy Susan message
system in additiox to the Block message and Virtual Bus systems.
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Part 3 — Summary of Task II, Interface Analysis

2, ANALYTICAL RESULTS FOR LOCAL AND EXTERNAL INTRACONNECT
INTERFACES

A reservatior system for access to the Flexible Intraconnect by interface units
was found to be more flexible than assigned slot methods and less vulnerable than
contention methods. Combining some dedicated slots with the reservation system
enabled distributed control in the External Intraconnect.

Many techniques were evaluated for providing access to the FI. These were
narrowed down to four methods which were examined in detail, Table 3.2-1 summar-
izes the advantages and disadvantages of the final four candidate time slot accers
methods. The tradeoff is based on data capacity, delay time, flexibility of access to
time slots, operational dependability, hardware complexity and control requirements.
Due to the different characteristics of the local and external intraconnects, slot access
methods for these intraconnects were analyzed separately. The major differences for
consideration of the Local and External Intraconnects are: (1) the Local Intraconnect,
because of its physical and functional design can tolerate a central control approach;
the external intraconnect cannot, (2) propogation times are significant in the External
Intraconnect, not in the local. (3) External Intraconnects will usualiy have fewer
shelters than Local Intraconnects have terminals., Common considerations are:

(1) the need for operational stability @) Time Division Multiple Access (TDMA)
operation and (3) high throughput.

High Data rates (60-S0 Mb/s), flexible message size (300-20, 000 bits), short
duty cycle (apprcximately one millisecond) and transfer characteristics (such as uni-
form or burst type) are of particular importance in determining the best design. For a
network in which the subscribers transmit in a relatively uniform manner, the fixed
assigned TDMA system generally provides for simple and effective data transfer., If
the subscribers transmit at a low duty cycle in a burst mode, the contention scheme
may provide efficient use of the available bandwidth of the communication network,
However, contention schenies are generaliy limited to a maximum throughput which is
much lower than net capacity in order to prevent the system: from becoming unstable,
Far a felwork sllih 2 wide mongs of mogsage types 38 onnoandered 1o TALS cestars, 4
dynamic reservation system prcvides the most efficient use of time slots and presents
no system stability problem.

Consistent with the ahove considerations, pure reservation and reserva-
tion combined with some assigned time slots, proved to be the optimum protocols for
access to the local and External Intraconnects respectively. They apply to virtual bus,
short and block message transfers. On the local intraconnect, prior to each message
transfer, the desired number of Virtual Bus ov standard time slots must be reserved.
Reservations are made by reserving Virtual Bus slots during a flxed assigned slot
segment of each Virtual Bus cycie. During each Virtual Bus slots can be reserved,
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Short Block messages are transmitted on the external intraconnect using
assigned slot portions of each cycle. Reservations for long Block transfers are made
in fixed slots.

Characteristics of the local and external intraconnect interfaces, with the
selected access protocol, are illustrated in Table 3, 2-2, In this worst case example,
providing 64 Virtual Buses totalling 20 Mb/s as well as an extensive Block message
system, all operating with 8 shelters, the interface characteristics meet the FI de-

sign goals,
TABLE 3.2-1. TIME SLOT ACCESS METHOD TRADEOFF

Pure reservation and the combination of assigned slot and reservation access
approaches are optimum for local and external intraconnect designs respectively.

ME THOD ADVANTAGES DISADVANTAGES
Pure e Flexible for block transfers| e Complex Controls
Reservation | e Flexible for short message | e Inefficient for short messages
transfers in EI

® Requires Central Control

Assigned » Guaranteed Slots for each ® Must consider Propagation

and user Delay for Assigned Slots
Reservation | e Provides block transfer o Not as Flexible as Purs
flexibility Reservation

e Simple transfer setup
® No need of central control

Contention e Flexible ® Reduced capabllity due to collisions
e Short access time e Transfer rate must be limited to
e Simple control maintaic stability

e Overhead for acknowledgement
e KRisk of runaway

Fixed e Simple timing structure o Inflexible for block transfers
Assignment | e Simple control o Inefficient use of time slots

3-5 (3-6 BLANK)




N IR

1
!.-,

E e A ST . SR} €At 8 o 1 b -

e ceim o s

TABLE 3.2-2. LOCAL AND EXTERNAL INTRACONNECT INTERFACE
CHARACTERISTICS, An example of how the access protocol and capacities are
allocated at the interfaces.

DIGITAL TIME SLOT ACCESS MAX ACCESS
CAPACITY STRUCTURES | METHOD TIME
Local Intraconnect 90 Mb/s -—- -— -—
Virtual Bus 20 Mb/s Assigned Slot | Reservation |250 Microsec at
10 Mb/s
Block Messages |70 Mb/s Fixed Slot Reservation |250 Microsec
External Intraconnect |60 Mb/s -—- --- ———
Virtual Bus 20 (16.6)* Mb/s| Assigned Slot | Reservation |12 Millisec
Slot
Short Block 10 (3.2)* Mb/s | Fixed Slot Assigned 750 Microsec
Message Slot
Block Message 30 (28.3)* Mb/s| Fixed Slot Reservation {750 Microsec
Slot

i

*The bit rates of 20, 10, 30 are nominal; the numbers within the parentheses indicate
the actual effective transfer rate.

Referring to Table 3.2-2, the terms "assigned' and "fixed" when used to
Identify slots are defined as follows:

e Assigned: For any given conilguration, "asslgned" slots are allocated to
specific users,
o Fixed: For any given configuratioi, these slots are fixed with respect to
the remainder of the timing structure but may be used by any device on a
"first come - first served' basis.
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Part 3 — Summary of the Task II, Interface Analysis
3. ANALYSIS OF A PREFERRED STANDARD INTERFACE

Of the candidates that meet the modular requirements for a DMA transfer
system, the 8080A protocol was selected as representing the lowest common
denominator for the Preferred Standard Interface. .

Preferred Standard Interface Candidates — Initial guidance in Task II
directed the contractor to develop a standard interface for the Flexible Intra-
connect and to prepare a preliminary Military Standard describing it. The
interface protocol was to include one or two, but not more than three options
selected from four suggested machine protocols. Of the four machine protocols
suggested for consideration, three were defined by the Government and one was
to be the contractor's choice. The government suggestions for protocol were
the IBM 360/370 protncol, the Digital Equipment Corporation (DEC) PDP-11
protocol, and the Intel 8080A protocol. Hughes considered several military
computers for its choice of candidates for the standard interface protocol but
settled on the AN/UYK~-40 mini-computer as the most competitive choice.
Additional guidance regarding the standard interface oriented the selection
towards a DM A block data transfer structure and protocol,

Selection of the Preferved Standard Interface — Of the candidate pro-
tocols considered, the DEC PDP-11 and Inte] 8080A offered DMA transfer
control protocol interface options that were most suitable for the FI standard
interface. However, there was not adequate justification to select two protocols
for the standard and therefore the simplest of tne two, the Intel 8080A DMA
transfer protocol was selecte 1 for the Preferred Standard Interiace. The
structure of the interface includes nine parallel (half word) data bits, trans-
ferred in a half duplex mode, controlled by four control lines ,see Figure 3. 3-1).
The interface involves asynchronous control and can accept 8 or 9 bit-wide data
structures. The half word (9-bit) structure is compatible with the 18-bit parallel
data structure of the Local Intraconnect and offers compatibility with a wide
range of peripheral and potential user devices, This preferred interface
structure is expectad to lead to the most cost effective mod c3 systems
because of its simple control protocol and half-word data structure. Future
Mod C3 devices can be readily built to present data in a preferred standard
interface with this simple protocol. Full wosd parallel devices nften have
half-word optional interfaces; relatively simple SAU's are required when they
do not, Serial data interfaces are also accommodated by relatively simple
SAU's as described in subsequent topics.

Preferred Standard Interface (PSI) Operation — The PSI contains four
asynchronous control lines: two for controlling data flow into the SIU and two
for controlling data flow from the £1U, There are niae (9) bi-directional data
lines to carry the data to and from the SiU.

3-8
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The data transferred via the PSI occurs under positive control of transfer, in
that a halfword is presented for transfer on the data lines when and only when the con-
trol signal from the recelving device indicates the input buffer of the receiver is not
busy, When transfer occurs the receiver acknowledges acceptance of the data and then,
and only then, is the data cleared from the sender's output buffer,

8
a
P SRR '°
—_— 2
:9 DATA
- - DEVICE (WITH
SRCC STANDARD STANDARD
LOCAL INTERFACE INTERFACE)
INTRACONNECT| UNIT (S1U) D AELECTED
:N;ERFACE :4 CONTROL UNIT (SAU)
| PROTOCOL :
80B0A
e AEL B e J
Figure 3.3-1, Preferred Standard Interface®. This interface is characterized by simple
asynchronous control of 9-bit data transfers.
#Note: The Flexible Intraconnect design concept as it developed in Task III, maintained

the four control line structure of the PSI, but expanded the data transfer to include full
word (18 bit) transfer as well as half-word transfer. The logic of the control lines was
further refined to include block as well as word transfer control.
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Part 3 — Summary of the Task II, Interface Analysis
4., PREFERRED STANDARD INTERFACE MESSAGE FORMATS

All messages include three basic sections, the header, the data, and the error
check, Message control information is in the header,

The structure of standard messages as they are processed within the SIU
is iliustrated in Figure 3,4-1. Eighteen bit words are processed in the SIU,
compatible with the structure of the Local Intraconnect Interface (LII). Data
flows across the standard interface in nine* bit half words, but is converied
to the eighteen bit word format in the SIU, * as illustrated in Figure 3-3.

' Each message is originally assembled by a device or its Selected Adapter

] Unit (SAU). This includes the required mode bits (virtu:l bus or block transfer),
1 destination (broadcast or discrete address), source code, message length,

3 data, end of message code, and error check word. This information is struc-
tured in the messages in the following ways.

Header Section — The header section contains bits to specify the mode,
the destination of the data, the source of the data and in the case of a variable
length block, the length of the data section in half words, The first word of the
header contains mode and flag bits as well as the destination specified.

Data Section — The data section contains the inforinatior to be trans-
ferred. In variable length message blocks the data section is always terminated
with an end-of-message (EOM) word that is cousidered to be part of the data
section, The word count as specified in the header sectirn and EOM code are
tested to determine true end of message.

Error Check Section ~ The te1minating word of each message block is
an error check word, Error tests may be made at critical transition levels of
the FI: Device (or SAU) to SIU, SIU to SIU via LI, SIU to EIU, EIU to EIU etc,
When errors are detected status bite are set and appropriate logic responses

a initiated within the FI.
Message — There are two basic message types recognized and
4 processed by the SIU: data messages and control/status messages. Data mes-

sages are variable in lergth, but control/status messages are fixed in length,
Data Messages — Three types of data messages cre used to distribute
data via the Flexible Intracoanect: discrete addressed data messages, broad-
cast data messages and virtual bus messages (Lazy Susan was added in
Task III), All three types of messages are irdicated in the header of the mee-
sage structure, Since data messages are variable in length, a message length
word is included to assist the SIU processing.
Control and Status Messages —~ Control and stetus messages are used

within the FI fcr initialization, configuration control, assignment of SIU/device
addresses, assignment of virtual busses, to test the FI, and to monitor
status,

3-10
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Data Flow Across the PSI — Message blocks are transferred in half-words
across the PSI; internal to the SIU they are processed in full words, This full word to
_: half-word conversion within the SIU is a simple but desirable transfer function which is
b ¢ expected to reduce the requirements for SAUs.

. : Figure 3.4-2 shows the movement of a data block from the LI, through the SIU
to the associated device or SAU. The SIU receives the message composed of 18-bit
words from the LIU under control of SIU selection gating. The message progresses
through the buffer storage to the output control at the PSI. Each word is separated
into half words and presented to the SIU output buffer,
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Figure 3.4-2. Data Flow — LII to SIU to Device. Byte oriented devices are
accommodated directly by half-word transfer.
Bl BIT 8
17 o 3
(-]
EADER | MODE [ FLAGS ] DESTINATION WORD e
' N
SECTION SOURCE WORD 8
WORD COUNT
|
DATA DATA
SECTION

£RROR CHECK |
SECTION END-OF-MESSAGE
ERROR CHECK

(9 81T) (9 BIT)
j#—— HI ORDER ———an}@—~— O ORDER -~——o
HALF WORD HALF WORD
(18 BIT)
FULL WORD

Figure 3.4-1. Structure of Message. A three-part message structure was
established in Task II.

*Note: The Flexible Intraconnect Design concept as it developed in Task III,

maintained the basic 3 part message structure developed in Task II, but expanded
i the Header to 16 words. The SIU became the LIU. Data ilow across the PSI can be either
9-bit or 18-bit words.
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Part 3 ~ Summary of the Task II, Interface Analysis

| 5. SELECTED ADAPTER UNITS FOR NON~-STANDARD INTERFACES

Microprocessor based Sclected Adapter Units (S8AU) accommodate a wide range
of devices to the Preferred Standard Interface and provide a potentlal for plug~
in convertability.

A preferred standard interface was developed such that future Mod C3
devices could be developed with this interface and connect directly to the Stan-
dard Interface Unit of a Local Intraconnect. For those devices, both present
and future, whose interface is different from the preferred standard, a Selected
Adapter Unit (SAU) can convert the non-standard interface to the preferred
standard,

A list of user devices and device categories (Table 3.5-1) were provided
as guidance to the contractor to enable him to select representative examples
for use in analyzing the requirements and design approaches of SAUs. One of
the early conclusions drawn in the user device interface analysis is that many
of the devices have common interfaces requiring common SAU designs. For
example, many devices have NTDS Fast interfaces, all of which can use the
same SAU designs. Similarly devices with RS-232 interfaces may use the same
design SAU.

The configuration of the functional block diagrams for all SAUs is
similar (Figure 3. 5-1), with some functions common to all SAUs and some
functions peculiar to each type of SAU. For example, the microprocessor
control for all SAUs may be identical but the software algorithm determinant will
vary between SAU types. Also the line driver/line receiver compliment on the
device side will vary between SAU types. They are the same for all SAUs on
the Preferred Standard Interface side. The conclusion from this analysis is that
SAUs will be microprocessor oriented, with common types for many devices,
and that SAU types may be convertable from one type to another via plug-in
modules.

TABLE 3.5-1. USER DEVICES

A representative list of user devices provided as guidance for
SAU analysis

350/370 COMPUTER AND PERTPHERALS
UYK-7

PDP-10

HAC LIQUID CRYSTAL DISPLAY

CCD MASS MEMORY

HP GRAPHIC PLOTTER

CRT TERMINAL

8080A PERIPHERALS

AND OTHERS
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? Figure 3.5-1. Device SAU Functions. The basic functional configuration of all SAU- is
¢ similar with some identical components and some device peculiar components.
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Part 3 — Summary of the Task Ii, Interface Analysis
6. CONCEPT VERIFICATION ANALYSIS

The Flexible Intraconnect design concept, as it evolved in Task II, meets the
flexibility requirements of the four System Configuration Concepts, derived
from the revised TAFIIS Master Plan.

Four System Configuraticn Concepts (SCCs) were defined from the
revised TAFIIS Master Plan in Task I to represent today's, tomorrow's, and
future C3 systems, The FI design concept developed in Task I was then verified
for its flexibility to meet the changing requirements of the TACS by testing it
against these 3CC's. Since the SCCs were developed from the TAFIIS
Master Plan they were again used as the test for flexibility of the FI concept as
it evolved in Task II. '

SCC-1 is essentially today's manual tactical air control system (TACS),
with the exception of the CRC, CRP and ASRT which are automated centers,
SCC-2 features an aautomated and upgraded TACS and SCC-3 integrates the
intelligence functions in various centers while providing increasad mobility,
SCC-4 distributes the functions of CRCs among other centers which have self-
propelled modules.

The initial approach in developing the SCCs was to define the present
TACS as SCC-1. Inorder to evolve to SCC-2, Hughes reviewed the main oper-
ational functions of the TACS relative to command and control along with the
present TACS organization, The near-term threat environment was also ana-
lyzed and a mission activity profile was selected based on data supplied by
ESD/TAC for the SEEK FLEX program, The activity profile data were
reviewed and augmented with estimates of hostile track data, The activity base
was then extended for use in all TACS operational centers or facilities for
SCC-2, Finally, major TACS development programs were reviewed to deter-
mine their impact on SCC-2, These near-term programs are detailed in
Volume VII of the TAFIIS Master Plan and consist of such efforts as 485 L
TACC automation, FACP automation, AWACS (E-3A), JTIDS and TRI-TAC,
Based on all of the foregoing considerations, SCC-2 evolved based on changes
to SCC-1, '

Evolution of SCC-3 and SCC-4 procecded essentially in the sume man-
ner, A set of guidelines was developed for synthesis of each SCC :zonfiguration
based on the TAFIIS Master Plan as well as conceptual changes to the TACS
and a revised top-level functional and information flow, For SSC-3 and 4, a
determination of new operations that each center would perform was made,
based on each respective center's operations as previously defined in SCCs 1
and 2,

Figure 3.6-1 illustrates the methodology uszd in both Tasks 1 and 2 for
concept verification analysis. The effort in Task 2 is part of an iterative
process which overlays the four SCCs on the design concept that has evolved
for the FI. In the Task 2 verification analyses, the maximum operational load-
ing for the busiest centers was reviewed for each SCC to determine if the FI
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could satisfactorily handle it. For SCC-1 and SCC-2, the CRC was selected and for
SCC-8 and SCC-4, the TACC (OPNS) presented the "worst-case' loading conditions.

The analysls verified that the evolved FI concept meets and indeed exceeds all
anticipated maximum loading conditlons.

o
N
~
TASK1 <= TASK2 &
scc-1 | 2
scc-2
scc-3 l
ScC-4
TAFIIS I
MASTER e
PLAN I
| F1 CONCEPT
INITIAL CONCEPT SUPPORTS
CONCEPT VERIFICATION ALL SCCS
VERIFICATION ANALYSIS UNDER MAX
OPERATIONAL
LOADING

”

-
CANDIDATE , EVOLVED
ARCHITECTURES FLEXIBLE FLEXIBLE

INTRACONNECT INTRACONNECT
I . CONCEPT CONCEPT

——— e comms s o—

Figure 3.6-1. Methodology for Concept Verification Analysis. Four SCCs bascd on the
revised TAFIIS master plai. were used t» verify the evolved FI concept.
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Part 4 — Task III, Preliminary Design Analysis
Section 1 — Statement of Requirements

1. KEY MODULAR C° FI DESIGN CRITERIA

In addition to the Statement of Work, three basic design criteria were mutually
agreed upon by the Government and Hughes fur guiding the design of the Flexible
Intraconnect: (1) positive control, (2) technology exploitation, and (3) provisions
for capacity.

Early in the study the need became apparent for a set of design criteria,
which were consistent with, but went beyond the Statement of Work and the
TAFIIS Master Plan, Having identified a basic FI concept in Task I, and inter-
face definitions in Task II, it was necessary to refinc these concept and interface
definitions in Task III, and to develop preliminary functional and implementation
design data, There were many options of functional and implementation design
that would satisfy the basic Mod C3 requirements and would be consistent with
the selected FI concept. For example, some design options emphasized imple-
mentation efficiency, but at the cost of positive control. Some optimized the
design for near term implementation with less than optimum adapticu to future
developments. Other designs optimized the implementation with advanced and
developing technologies where they offered significant advantages, and thus
provided for alternate or interim implementations where technology advancement
was not as rapid as projected. Although the need for agreed upon design criteria
to resolve these issues came up in the Task II interface Analysis, it became
paramount in the Task III Preliminary Design Analysis. At the In-Progress-
Review IPR) working sessions, the Government identified three primary criteria
and their order of priority to be applied to the design of the FI. Definitions and
applications of the criteria were refined and mutually agreed upon by Hughes
aad the Government, The criteria were then iuplemented and embodied in the
preliminary design of the FI in Task IIl. The criteria are listed in order of
priority and with amplifying examples in Table 4, 1-1.

The first and most important criteria implemented in the design of the
FI, is to provide for "positive control' of system operations, This criteria im-
pacted the design in all aspects but primarily in the area of data transfer control.
The choice of reservation control for FI access, with some assigned slots in a
time slotted structure was directly influenced by this "positive control" criteria.
While its implementation efficiency was desired, the control discipline of the
reservation protocol won out over contention type protocols with their potential
to lockup or runaway under heavy load. Predictable operation, under all load
conditions, is critically important, In addition, "'positive control" criteria drove
the FI design to include front-end handshake as well as ACK/NACK control in
moving messages through the FI, preventing the system from loading up with
futile transmissions when a recelving node is "not ready". "'Positive Contrel" of
system operations also dictated that the FI design skould provide for simple
operator actions and operation. This was carried out in the FI design by provid-
Ing for an effective FI Management scheme that permits automatic start-up and
operation of the FI In a basic configuration with no operator Interaction. In addi-
tion, a provision is made In the FI Management scheme for monitoring and
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reconfiguring under software control, thus eliminating any need for sophisticated
operator interaction, and potentially resulting in simple operator control,

The second priority design oriteria is to "exploit the technology'. This
oriteria caused the FI design to maximize digital implementation, and the control
mechanisms to be designed to take advantage of microprocessor implementation.
In Task I the FI concept was envisioned to be implemented with coaxial cable in

‘the External Irtraconnect, with potential evolution to fiber-optic cables. In Task

III the design criteria to "exploit the technology' caused the design to reconsider,
and optimize for fiber optic cable implementation, recognizing that coaxial cable
could be implemented as an interim or fallback solution if necessary. Throughout
the study, technology development has been continuously surveyed to exploit
implementation in the FI where appropriate. Memory and surface acoustic wave
(SAW) devices have received special attention.

"Capacity" is the third of the three most important FI design criteria.
That is, the first two criteria are not to he sacrificed to achieve high capacity.
Inherently, capacity is coupled with data transfer efficiency because informa-
tion throughput is the ultimate measure of FI data capacity. The goal here

TABLE 4.1-1. FI DESICN CRITERIA

e POSITIVE CONTROL
HIGHLY DISCIPLINED
NO LOCKUP
NO RUNAWAY
MINIMIZE UNPREDICTABLENESS
SIMPLE OPERATOR ACTIONS
AUTOMATIC CONTROL
RECONFIGURATION AND MONITORING IN SOFTWARE

e EXPLOIT THE TECHNOLOGY
MAXIMIZE DIGITAL IMPLEMENTATION
MICROPROCESSOR IMPLEMENTATION
FIBER OPTICS
MEMORIES
SURFACE ACOUTIC WAVE DEVICES

e CAPACITY (BUS EFFICIENCY)
ADEQUATE (SURPLUS) CAPACITY
INCREMENTAL DEVELOPMENT
INCREMENTAL IMPLEMENTATION
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s to provide surplus capacity over what (s estimated to be required by C3 oenters
80 that the system will not overload and control can be simple. It i3 also the
goel, at this point, to desigr capacity Into the ooncept so that growth can be
accommodated incrementally, e.g., in the FI message structure data fields are
allocated to accommodate up to 63 shelters, even though much less than that

will be implemented initially., The full sheiter complement may never be ex-
ploited but FT growth will not be limited by the concept. Also, the preliminary
design developed in Task III is based on an implementation with 30 Mb/s in the
local intraconnects and 60 Mb/s in the external intracommect., These capacities
are considered more than adequate for any TACS C* center and are used because
they meet our capacity goals in an efficient, low-risk system. Inherent in the
concept, however, is the ability to increase or decrease those capacities incre-
mertally. For example, a system could be implemeated with only 20 Mb/s
capacity in the External Intraconnect, or it could be implemented with 100 Mb/s,
Only the number of fiber-optic channels driven in parallel would change.
Similarly the data capacity of the Local Intraconnects could be changed sirply by
changing the basic clock rate generated in the Local Intraconnect Cont rol Unit.

4. 1"2




3 i
%
:
|
g
|
;
SECTION 2
3 FI OVERVIEW
K
1. F'eaerSOfﬂleFIDeSign..........-..--.o....o.-.. 4.2-0
2. CharacteristicsoftheFI @ 8 0 2 0 0 0 ¢ 0 00 0 0 08 00 000000 4.2—2
3. NlessageTranSfersystemS......................... 4.2"6




P

Part 4 — Task I1I, Preliminary Design Analysis
Section 2 — FI Overview

1. FEATURES OF THE FI DESIGN

1 The Flexible Intraconnect design provides connectivity for modular elements of
; 3 facilities in a way that eahances the flexibility and interoperability of C3
centers and elements. This design has applications to current systems as well
as to systems that will be developed and operating in the 1990's.

Modularity and flexibility are important featur%s of the FI design, but
more important is the impact on Tactical Air Force C* Centers implemented
with the FI. Center modularity and flexibility that result from the use of the FI
enhances the operational capability and effectiveness of Tactical Air Control
Systems. The interoperab‘lity of centers, and their improved survivability,
| potentially resulting fro: FI implementation highlights the importance of the FI
3 features listed in Table 4.2,1-1,

: The FI is modular in the sense that is packaged modularly and it pre-

3 sents a standard interface to user devices, with device connectivity controlled
by FI software. This FI modularity provides for C3 center configuration flex-
ibility in field operations, for center build-up, scale-down, and role changing,
so necessary to support rolling force and leap-frogging tactics ir. future mobile
environments, The modular FI design with standard interfaces for devices also
supports incremental development f C° devices. For example, new C3 devices
can be developed with standard infertaces, and can be installed in centers with-
4 out incurring the cost of modifying the ~centers or developing new centers. In
addition, the FI packet or block message structure and the layered approach to
; interface protocols supports incremental development of C3 software. The
combination of incremental development and implementation of C3 hardware and
software capabilities provides for very economic upgrading of Tactical Air
Control System capabilities. The economics resultirg from reduced training,
maintenance and logistics can be even more significant,

The FI Star/Bus approach, implemented with fiber optic connections
between facilities or shelters provides for improved c3 center survivabifity
through wide geographical dispersement (up to 5 miles). of C3 functions. Sur-
vivability is also enhanced by the ability to reconfigure the FI (hence the sys-
tem), providing for continued, or degraded, operations in the face of c3 func-
tional losses. Functions, software modules, and data can be allocated to hackup
devices. Backup devices, and program modules can be brought on-line without
interrupting operations. Reconfiguration services of the FI can even restruc-
ture the connectivity of the center and provide for program and data transfer
pecessary for degraded operations or for performing new functional roles.

Enhanced interoperability of centers can be expected by implementation
of the FI. Standard intgrfaces and selected adapter unit: can accommodate all
expected varieties of C¥ center external interfaces. Also the data capacity and
layered protocol apnroach of FI data transfer systems can adapt to the wide
range of information formats and control protocols of C3 center external inter-
faces. Positive flow control in a highly disciplined, data moving FI protocol
prcvides for the high degree of data transfer reliability and accuracy necessary
for confidence in handling data from or to other centers.

4. 2-3

W™ e g g - SSrg s Gle




The Ligh capacity and data transfer modes designad into the g‘l not only
meet current requirements, but accomodate evolving concepts for C° centers
such as distributed processing, computer resource sharing, and distributed data
base management.

TABLE 4.2.1-1. FEATURES OF THE FLEXIBLE INTRACONNECT

Software control of the 03 center connectivity

Modular construction

FI supports C3 hardware and software modularity

FI enhances C3 center iateroperability

FI improves 3 center gurvivability

FI provides flexibility of C3 center configuration

FI accommodates distributed processing, data base and resource

sharing
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Part 4 — Task Il — Preliminary Design Analysis
Section 2 — FI Overview

2, CHARACTERISTICS OF THE FI

The FT electroanics, utilizing microprocessors for cortrol, provide high capac-
ity, connectivity, and versatility of arglication in 2 modular package occupyirg
less than one third of a standavd rack space in each shelter.

The Star/Bus heirarchal topology permits efficient implementation cf the
high capacity FI electronics in a small package. Typical shelter configurations,
each with up to 20 Data Terminal Equipments (DTE) conrecting to the Fi, need
only prcvide one-third of a standard 6 foot by 19 inch equipment rack in each
shelter to house the FI electronics. This estimate uses preliminary design
data based on implementation with circuits, modules, and cards from current
military systems. The FI electronics in this estimate include 20 LIUs, 1 LICU,
1 EIU and FI power supplies, for =ach shelter. Other FI characteristics are
listed in Table 4.2.2-1.

Whereas a typical ierge center would have no more than eight shelters
total, with less than twen'y devices per shelter, the FI contrnl mechanisms
and message structures are designed to accomodate up to 63 shelters and up to
63 devices per shelter, assuring adequate capacity for future growth or evolu-
tion, Operations analyses indicateg thet two niiles is the maximum probable
dispersion of shelters in a TACS C? center. However current fiber optic
technology deveiopments indicate that five miles is a reasonable performance
expectatior for field ceployahle fiber optic cables operated at 20 Mb/s per fiber.
With three fibers being driven on the external intraconnect cransmit bus and
three on the receive bus, 69 M./s ic achieved in the preliminary design, Iligher
capacities can be achieved by driving 1more fibers at that rate or by increasing
the bit rate per fiber., Fcr example a five fiber system would result: in 10> MB/S
in ‘he external intraconnect, A rate of 90 Mb/s is achieved in the preliminary
design of the local intraconnect wita low risk by operating 19 parallel synch-
ronoue busses at 5 Mb/s. Other capacities in the LI can be achieved by cliunging
tire clock rate (up to 180 Mb/s). Changing the number of parallel busses would
also alter the effective local intraconnect capacity but would have significant
impact on the logic of the interface units.

FI information transfer systems are based on packets or message blocks
with 16-word (18~bit) headers and variable data fields up to 1024 data words per
message. Data throughput is clearly a function of average messuge length,
since header length is fixed and data length is variable., However message/
capacity utilization is in excess of 90 percent for all configurations, with mes-
sage cycle times as short as one mi'lisecond. Probably the most important
characteristic of the FI, with respect to capacity, is its respcnse to peak max-
imum load and capacity saturation conditions. Recause of the nighly disciplired
reservation system of ¥I access, and positive control of information transter,
the FI will respond to saturation by operating al its maximum capacity. That
ig, it will be stable. It wiil rout "run-away' with futile transter attempts or
contro! mcssages, as is possible in cortention and non-handshuke systems.

The data transmission systems implemented in the FI {nclude 1) a Block
message transfer system which transfers messeges to discrete addresses or
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broadcasis masaages to all addresses on the FI, 2) a Virtual Bus transfer
system with a maximum of 63 channels, and 3) a Lazy Susan system with a
maximum of 63 simultancous virtual rings. All systems operate within the
Timo Division Multiple Access (TDMA) structure of the FI, and are described
in more detail :- subsequent topics.

The FI concept is compatible with data encryption techniques. Interfaces
for key-generation functions are identified in the preliminary design, Reliability
ostimates are based on preliminary design data and are discussed in more de-
tail in subsequent topics,

TABLE 1,2.2-1, FLEXIBLE INTERFACE CHARACTERISTICS

‘
BTN SR PN RS

o B

%
e
%

et b

CONNECTIVITY/CAPACITY
o Connectivity controlled by software
Up to 63 LIUs tor each local intraconnect (L)
Up to 63 LIs per Ei
D'TE connections via standard interface
Selected adapter units for non-standard interface devices
Up to § miles between shoeltera
Nominal bit rates: LIw= 90 Mb/s; Ei 6o Mb/s
Maximum data rate per user devico is 10M words/sec at 18 bits/
woad = 180 Mb/s
FT responso to capactiy saturation: stable operation at maximum
capacity
o Maximum measage/capacity utilization: 90+ percent,
DATA TRANSMISSION
o Block message transfor: up to 1024 x 18 hit data worda per mossage
- Discrete addressed
- Broadeast
Up to 63 Virtual Buses
Up to 63 Lazy Susan Networks
Time division multiple access (TDMA)
Access by reservation
Reception available to all authorized subscribers
Baseband modulation of digital data
Distributed control among shelters
Positive flow control via front=end handshake and ACK/NACK
ERROR RATES
o Less than one header error in 5,000 yoaf;
o Leas than ono undetected bit error in 10+ oits
RELIABILITY ESTIMATES (projected mid-1980's)
e LIUMTFB = 67,000 hours
e LICUMTRBF = 93,000 hours
e EIUMTBI 88,000 hours
PUYSICAL (ESTIMA'TED)
e Size for a typical shelter: 1/3 of a 19 inch by 6 foot rack
e Dowor consumption for a typioal shelter: losa than ono kilowatt,
nominal
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Part 4 — Tesk III, Preliminary Design Analysis
- Section 2 — FI Overview

3. MESSAGE TRANSFER SYSTEMS

All information transferred within the FI is transported as digital data in
message packets which are handled in three different ways within the FI, pro-
viding the flexibility to distribute information according to the needs of a wide
variety of users.

GRYTTRTIT

Message Transfer Requirements — User devices (DTEs) and information
systems in C3 centers have wide ranging needs in terms of bit rates, quantities,
and protocols of data transfer. Such needs will be even more pronounced in
future centers than it is today, not because the roles and functions of tactical

~trol are expected to change significantly, but because the systems performingu
v roles will be more automated, and more capable. They will be handling
more data and will be performing more functions., In addition, future centers will
implement distributed processing as well as data and computer resource sharing.
Centers will have to handie the transient bulk data transfers associated with
large data base and program module exchanges, as well as the steady informa-
tion flow associated with ''data base on ine bus'' operations. Low data rate users
such as voice telephone (digitized), automatic dat:. links, TTY and FAX will
still be significant in c3 operations. Also, there will be 2 need to handle short,
irregularly occurring control messages with fast response {im= requirements.
All these information exchange needs are served effectively and efficizatly by
the FI via its three message transfer systems: The Block message transfer
system, the Virtual Bus (VB) system, and the Lazy Susan (LS) system (see
Table 4,2,3-1).

Message Packets — The FI transfers all information (including Block
VB, and LS data) in message packets in order to have the flexibility to
simultaneously control a wide range of data quantity, rate, periodicity,
and protocol, Each mcssage is structured in a group of digital words,
including a fixed message header and variable data field. The header contains
information such as address and message type, needed to control the message
transfer and direct it to its intended recipients. Transferring all data is mes-
sage packets permits the FI to take advantage of high data capacity channels to
service many lower data rate users, in virtual simultaniety, and to control the
flow, rates, and access to the FI in a positive manner, The header content
also permits the FI control mechanism to control messages in categorical mes-
sage transfer protocols, such as the three message transfer systems listed in
the table.

Block Message Transfer System — The Block message transfer system
provides a contrcl mechanism for transferring block of data from source de-
vices to specific receiving devices via discretely addressed messages to all
devices on the FI via broadcast messages. Block messages may vary in length
from 32 up to 1040 eighteen bit words. Typical uses of the system include
large data transfers such as memosy dumps, program exchanges, total data
base transfers, direct memory access retrieval, page display, and peri-
pheral device data exchanges. Interactive messages such as command response
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and other control messages also are optimally serviced by the Block message
transfer system. Low data rate users such as digital voice traffic (16, 32, 64
Kb/s), digital data links (TADIL A, B, Link I, JTIDS), TTY, and facsimile are
potential users of the block message transfer system.

Virtual Bus Transfer System — Within the Flexible Intraconnect, a con-
trol mechanism for regulating the use of the FI and for controlling the transfer
of messages has incorporated which provides for reserving a portion of the FI
capacity for a designated family of users. One of these guaranteed capacity
information transfer systems within the FI is called a Virtual Bus (VB).

The total set of VBs (up to 63) operating within the FI is referred to as the

VB transfer system. A Sequence Number scheme for messages has been
included in each message header and implemented in the FI control func-

tions to provide for ordering user message transmissions within each of the
VBs, so that device transmissions can be regulated according to data rate
requirements of a family of user devices. As result, a family of user devices
can be designated by one user, each member with its time ordered sequence

and "metering rate" set up for its transmissions. The FI has the capability to
allocate and control VBs according to requested requirements and to control the
order of transmissions within each VB according to the Sequence Number assign-
ments of each user in the family. The FI uses its FI Management function,
Sequence Number, message type, authorization code and timing and control func-
tions to perform VB setup and control. Sequence Number assignments to VB
users may be performed by one of the users or by FI Management as a special
service (See FI Management, Part 4, Section 10).

TABLE 4.2.3-1. THREE MESSAGE TRANSFER SYSTEMS

BLOCK MESSAGE TRANSFER SYSTEM
e Variable length messages up to 18 kilobits
e Discrete addressed messages
e Broadcast messages

VIRTUAL BUS

Guaranteed/protected capacity within the FI
Limited _broadcast
Metering rate control

User managed

e 63 virtual buses, maximum

LAZY SUSAN

e "Virtual Ring"
¢ Time ordered sequential distributed processing
e User managed

e 63 Lary Susan netc, maximum
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Part 4 — Task III, Preliminary Design Analysis
Section 2 — FI Overview

3. MESSAGE TRANSFER SYSTEMS (Continued)

Although message transmissions are strictly controlled within each VB all user
devices within a VB family will receive transmissions on that VB, The VB
supports distributed processing, permitting implementation of the ''data base
on the bus" concept and computer resource sharing, Examples of C° functions
for which the VB system is ideal are track data processing and distribution and
display data distribution. Some voice and data nets will benefit from the
guaranteed capacity and broadcast features of VBs,

Lazy Susan Transfer System — The LS system is operated within the FI
TDMA network in manner very similar to the VB system, but to each user on a
LS net it appears as though it is operating on a ring network. Thus, each LS
is a "virtual" ring. It is a controlled access network, but its sequence number
scheme is used to circulate messages around a ring of users in a time ordered
manner. Each user in a ring listens only to messages transmitted by one other
user-in the ring. The user may or may not modify each message it receives
before it passes it on. The virtual ring is organized so that messages circulate
to all members, like plates on a 'lazy susan'. The originator of each message
has the responsibility to remove its message from the LS ring after one com-
plete cycle. Like the VB, each LS net may be managed by one of its users or
by the FI Management function as a special service. There may be up to €3 LS
nets designated and controlled within the FI at any one time. The LS nets will
be used where sequential time ordered distributed processing is important, and
where processes rather than addresses are critical. Suggested applications
include track message updating, intelligence data processing and sharing, and
Frag Order processing the LS have been considered for distributed processing
and for distributed data bases.

4,2-8
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Part 4 — Task III — Preliminary Design Analysis
Section 3 ~ Key Issues in the Task IIl Analysis

1. IDENTIFICATION OF ISSUES

As a result of technology developments and factors encountered in preliminary
design tasks, nine issues emerged as dominant considerations for Task III
analyses. '

Preliminary design issues in Task IIT caused the analysis to focus on
FI implementation considerations with emphasis on FI capacities, control
mechanisms, message structures, and transfer media. In addition, interfaces
analyzed in Task II were further refined in Task III. New issues, addressed in
detail, included specific implementation for positive flow control, development
of an FI Management schen:e, top level functional design of FI units, an error
analysis, and a reliability analysis. Nine issues which received major atten-
tion in Task III are listed in Table 4.3.1-1.

Since the conceptual design studies in Task I were completed, fiber
optics, microprocessor, and memory technology developments have advanced
at unprecedented rates. Microprocessor and memory developments continue
to support the FI design concept developed in Task I. Fiber optics technology
developments, on the other hand, have advanced to the point where, in Task III,
it was declded o reconsider the media issue in the External Intraconnect. The
Task I conclusion was that the preferred approach for the External Iniraconnect
was to optimize the design for coax cable implementation, with the opportunity
to convert to fiber optic cable implementation when technology developments
supported it,

In Task III it was concluded that the External Intraconnect design
should be optimized for fiber optics with provisions to fall back on a coax cable
implementation if necessary in the future. Because of the differences in char-
acteristics of fiber optic cables as compared to coax, External Intraconnect
topology and protocol issues had to be re-analyzed. The considerations that
led to selecting a transmit bus/receive bus topology with reservation access
protocol are discussed in the next topic,

Refinement of the Preferred Standard Interface continued to be a major
issue in Task III, involving increasing the PSI data transfer format from nine
bit parallel to eighteen bit parallel (with a 9-bit operational option), 1efining the
control line protocol, and expanding the definition of message structure content.

Layered protocol approaches being implementzad in other national and
international data transfer standard developments were analyzed; this resulted
in an impact on the Preferred Standard Interface definition. For example, the
block message structure and header content were designed to permit Device
Terminal Equipments to use the FI as a data transfer medium but to operate with
their own higher level protocol requirements. In addition Virtual Bus and Lazy
Susan control mechanisms were desigred to allow use rs to set up their own
Virtual Bus or Lazy Suscn networks and to manage them according to their own
needs with higher level protocols.

4.3-0
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TABLE 4.3.1-1., KEY ISSUES IN TASK Il

External intraconnect Redesign
Media, Protocol and Topology

System Capacities/Capabilities
Conceptual vs Implementation

Preferred Standard Interface
Design, Definitions and MIL-STD-XXXX

External Interfaces _
Selected Adapter Units and Higher Level Protocols

Positive Flow Control
Bottlenecks & Saturation Prevention

FI Management
Management Service vs Critical Control

Implementation
Central vs Distributed Processor vs Special Purpose Logic

Error Analysis
Reliability Analysis
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Part 4 — Task III — Preliminary Design Analysis
Section 3 — Key Issues in the Task Il Analysis

1. IDENTIFICATION OF ISSUES (Continued)

Table 4.3.1-2 illustrates an interpretation of a seven layer protocol definition
as it applies to the Flexible Intraconnect and the Preferred Standard Interface.

Preliminary design of the FI involved analysing the distribution of func-
tions in the FI and settling on implementations that exploited the technology
without incurring inordinate development and operational risks. Although the
same issues of distributed and central control had been settled in Task I, it
remained in Task III to determine the manner of implementing those control
functions. An external intraconnect design that efficiently incorporates dis-
tributed reservation control and positive flow control into the timing structure
results from these analyses and is described in the Timing Structure section of
this report. The balance between distributed and central local intraconnect
control functions also resultcd from these analysis. For example Local Intra-
connect reservation control is implemented in each shelter by the Local Intra-
connect Control Unit, a much more economic approach than distributing redun-
dant control functions to all LIUs. Most of the control functions in the FI units
may be performed by microprocessors but program step and timing analysis
made it clear that input/output gating on the Local Intraconnect, External Intra-
connect, and Preferred Standard Interface should be performed by special pur-
pose logic because of the speed requirements. Decreasing memory costs and
increasing memory sizes, available on chips, encouraged larger buffers and
increased memory utilization; but the increased use was constrained by relia-
bility and error rate considerations.

Task I analyses developed minimum FI data rate and connectivity capa-
city requirements; Task III analyses determined that increased capacities
should be designed into the FI where the technological considerations supported
it in order to provide for future growth and expansion of the concept. For
example, the capability for 63 shelters and 63 devices is designed into the mes-
sage structures and control mechanisms of the FI even though lower numbers
were required by Task I operations analyses, Fiber optic implementation of the
External Intraconnect will permit displacements of as much as 5 miles between
each shelter even though 2 miles maximum dispersion of shelters was indicated
by Task I deployment studies, Low risk technology permits 60 and 90 Mb/s
implementation in the FI even though 27 Mb/s was the maximum load
analyzed in Task I,

External C3 center interfaces were examined again in Task III to deter-
mine the requirements on FI preliminary design and the resulting effects on
center interoperability, The conclusions were that the FI supports and enhances
the interoperability of centers via their standard interfaces, sclected adapter
units, high capacity, and flexible layered protocol approach.

FI Management requirements and design approaches were analyzed in
Task III; this resulted in an approa.h which is based on automatic control
implemented as an on-line FI function, with management services (such 2s
reconfiguration and monitoring), implemented off-line as a service function.
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Error analyses performed in Task III determined (and verified) adequate
header and data error processing mechanisms, and identified critical error
contributors in the FI. A major impact of the error analysis was on the total
flow control processing method. Total ACK/NACK control was implemented
throughout the FI, from LIU to LIU, to negate the potential introduction of
errors by buffer memories, as well as long cable runs.

Reliability analyses were performed, based on preliminary design of
FI units. The predicted reliability for FI units and typical FI configuration is
very encouraging. However the sensitivity of failure rates to memory content
encouraged constraint in the tendency to increase control buffer sizes. Relia-
bility analyses are reported in detail in section 4.11 of this report.

TABLE 4.3.1-2., LAYERED PROTOCOL APPROACH

RESPONSIBLE [LEVEL NAME EXAMPLES
FLEXIBLE 1 Physical Layer PSI Physical Séructure, Block &
INTRA CON- Word Transfer Control
NECT (FT)

2 Link Layer Block & Header Protocol, Error

Codes and Control

3 Network Layer Virtual/Real Address, Hand-

shake
DATA 4 Transport Layer VB and LS Operation, Data Nets,
TERMINAL Console Nets
EQUIP (DTE)
USER 5 Session Layer Computer-Console, Phone

Hookup, Directed Data Stream
6 Presentation Layer |Data Strip, Format & Decode

7 Application Level |Higher Level Language-Fortran,
Algol, Display
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Part 4 — Task IIl, Preliminary Design Analysis
Section 3 — Key issues in the Task III Analysis

2. EXTERNAL INTRACONNECT REDESIGN

Fiber optic cable and supporting component technology has developed at such an
accelerated rate since Task I that it was decided to redesign the External Intra-
connect with optical fibers as the primary transmission media.

In the Task I conceptual design analysis, the selccted FI concept was
based on a coaxial cable implementation of the External Intraconnect. At the
time, fiber optic cable was not selected as the primary media in the baseline
design because it was judged to be too risky for 1979 implementation.

Since that time fiber optic technology has progressed more rapidly
than expected and fiber optic links capable of operating at 20 Mb/s over 8 kilo-
meters have been delivered to the US Army for field deployment testing. The
MITRE Corporation has successfully demonstrated the use of fiber optic links
for multiplexed phone and data applications in operating U.S. A. F. C" centers.
The ITT Corporation and others have developed single fiber optical waveguides
that exceed Mod C* requirements at projected reasonable costs. Adequate
optical transmitters and receivers are currently available, The Hughes Air-
craft Company is developing optical couplers, splitters, and fiber optic cable
connectors that reduce the cost and development risks associated with field
deployment of fiber optic cable data busses. All the 3problems associated with
fiber optics application to field deployable tactical C° systems have not yet been
solved; but fiber optic technology progress has accelerated to the point where,
in Task III, implementation of the External Intraconnect with fiber optic cable
was reconsidered (see Table 4.3.2-1).

Reconsideration and preliminary design analyses led to the conclusion
that the External Intraconnect will be implemented with point-to-point fiber
optic links between the shelters, with electro-optical regeneration (repeat ing)
at each shelter (in the EIU), A low-risk design approach utilizes 20 Mb/s on
each optical fiber, requiring three fibers for 60 Mb/s capacity, but accommo-
dating up to 5 miles cable run between shelters. As shown in Figure 4.3. 2-1,
provision is made in the design to implement a passive bypass around each
shelter which permits continued, uninterrupted operation of the Flexible Intra-
connect in the event of a shelter loss. The EI operates with a transmit bus and
a receive bus topology, permitting propagation time compensation by the
harmonization of transmission times at each shelter. (A desirable benefit of
the selected EJ implementation is that it has the flexibility to be configured in
a star topology as well as a bus topology.) The protocol of operation selected
for the EI is a time slot structured (time division multiple access (TDMA) net-
work) with some slots accessed by reservation and some slots assigned. As
analyzed in Task I, this combination bus access protocol provides a maximum
of flexibility with highly disciplined stable control.

Power budget analyses indicated that all-passive coupling of the fiber
optic EI would be too limiting in terms of maximum quantity of shelters, and
their maximum dispersement. Passive fiber optic coupling also limits con-
figuration flexibility, However, point-to-point links with active regeneration

4,3-4




; TABLE 4.3.2.-1, CHAKACTERISTICS OF A FIBER
: OPTIC CABLE EXTERNAL INTRACONNECT

MEDIA:
e Fiber Optic Cable: 3 fibers at 20 Mb/s each
e Electro-Optical Regeneration at Each Shelter
e Passive Bypass at Each Shelter
PRGTOCOL:
e Slotlted TDMA Structure
e Reservation and Assigned Slot Control
TOPOLOGY:

e Transmit Bus/Receive Bus with Propogation Time Compensation
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0 >
N g
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NO. 1
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Figrre 4.3.2-1. TX/RX Bus Topology on Fiber Optic Cables. It provides propogation time
compensation without wasteful guard times and permits reconfig uration to a star topology
when desired.
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Part 4 — Task lII, Preliminary Design Analysis
Section 3 — Key Issues in the Task III Analysis

2, EXTERNAL INTRACONNECT REDESIGN (Continued)

at each shelter, overcome all of those limitations and in addition perm: .s
operation of an almost unlimited number of shelters, with up to 5 miles "cween
shelters. (The Task I coax concept was limited to less than 8 shelters with a
total dispersion of 2 miles.) Because fiber optic waveguides are practically
limited to unidirectional operation, no additional cabling is required for operat-
ing a transmit bus and a receive bus than for a bi-directional bus, Message
transfer efficiency analyses showed that the fiber optic transmit/receive bus is
90% efficient for all combinations up to 63 shelters. (The Task I bi-directional
coax implementation message transfer efficiency was acceptable only up to

8 shelters.) Preliminary design analyses showed that it is possible to operate
a fiber optic link with frequency division multiplexing {¥DM); however tech-
nology has not advanced far enough to support FDM operation on fiber-optic
cable as a low risk field deployment approach. Therefore space division multi-
plexing, channelizing by individual fibers, was selected for the El; 60 Mb/s
canacity is achieved by three fibers operating at 20 Mb/s on each bus (20 Mb/s
represents a low-risk approach for the associated electronics). Additional
channels can be provided by adding additional fibers and associated electronics.

In addition to the characteristics discussed previously, the decision to
design the External Intraconnect with fiber optics was influenced by the poten-
tial for growth and additional capability offered by this rapidly developing
tachnology. Because of the low weight of optical fibers, faster and easier de
deployment of C3 centers can result. (Hughes is currently developing rapid
payout fiber optic systems that may have potential for C3 center deployment
applications.) Fiber optic waveguides offer bandwidth potential which far
exceeds that being implemented in the current design. Longer ranges, hence
more flexible configuration applications, are likely to result from fiber optic
developments. In addition, fiber optic cables offer more security than electro-
magnetic media.

It is recognized that fiber optics still offers some developmental risks
for application in field deployable military systems. Environmental consider-
ations, such as dirt, temperature, moisture, and rough handling have not yet
been totally accounted for in fiber optic component developments (although
current projections are encouraging). In the event that these developments do
not progress at the required rate, the External Intraconnect can be implemerted
with coax cable. This 'fallback' design approach requires modifying only the
transmitter and receiver functions cf the EiU.
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Part 4 — Task IlI, Preliminary Design Analysis
Section 4 — Operation of the [ocal and External Intraconnects

1. FI TIMING STRUCTURE CONSIDERATIONS

A time slotted structure, with somo slots available by reservation, and some
{ixad-assigned, provide highly efficient and stable THMA busses in both the local
and External intraconnects.

—— e b NiAOR e . LR SuRDIA RIS A Wb h e SRR (RS RANS el A A W v

Timing structure, access methods, message transfer protocol communi-
cation ranges, and vulnerability to failure were major concorns in the dosign of
the ¥I. The technigues used had to be captible of handling the required data rate
effictiently, to offar simple control protocal providing rapid accoss and allow the
uge of available hardware. During the Fi design, many techniques were evain-
ated against the specifie requirements fmposed by FU operation: the trado-offs
wore basoed on positive cantral, data capacity, notwork officiency, propagation
dolay onstderativns, Tleaibitily of wocedstog nelwork thindng, and operational
simplicity, and bavdwaie complexity, Since the Fi is constructed with Local and
Prwrau] Tutacondecis, eqeh sdfib e cent ehavaeieslulon  the teolulqaes
solected had to provide satisfactory solutions to the common and unique proh-
lems of hoth Intraconnects,

A CTDMA systom was dovised g the basie VU thming strneture. The
accuss methods aiad the message Lransier control prowocol were developed and
tatlored to the regquirements and characteristies of each intraconneet,  The pur.
pose of the design yas to offor the high officiency, simple operation and imple-
mentations whick wre generaily imboedded in the TDMA systom, For a network
in which the subseribers transmit in a relatively uniform manner, the fixed
assignod TDMA slots generally provide simple and effective data transfers,  For
low duty eyelo, burst type transmissions, a contention seheme provides eofficiont
low coxt uso of the available bandwidth, howover, at the visk of bocoming un-
stable,  To provide for uniform transmission neods and control funetions as woll
as burst trangmissions bath, assigued slot and voservation schomes wore so-
lected for FILtime slot aceoss,

The FUdesign accommaodates Virtwal Bus (B, Lazy Susan (LS, and
Block message transfers, as depieted in the figure, e Local Intraconnect
servlees the boeat tteacommree! Unlts (110, Laeal sty aeommeet Contred tadt
(LICH) and the Extornal Inhmeonnect Unit (K1Y, The external intraconnect
sorvicos the F1Us in ench shelter, Mossages can be bamsferved loeally via the
1.1 between LUS in the same shellor or externally via the L and the Kl to Litls
in othor shelters,
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During local transmission, assigned slots are provided for VB or LS
messages. VB or LS message transfers take place when the appropriate VB or
LS time occurs since the participants of a VB or LS transmit in accordance with
preassigned sequence numbers. The VB message is broadcast to all users in
the FI but LS messages are received in a sequential order according to the sequence
numbers. VB or LS messages generated by an LIU are transmitted locally as
well as externally via the EIU and EI to the LIU's of other shelters.

Prior to each Block message transfer, the LIU must make reservations
with the LICU indicating destination address and message length. The LICU
controls transmission via a transfer enable linc and the data bus. Transmission
handshakes are accomplished via (1) memory status messages which each LIU
periodically reports to the LICU, and (2) ACK/NACK replies at the end of each
message transfer.

The External Intraconnect interface consists of a transmit bus and a
reeclve bue, each with three parallel fiber optie links transferring data at a
rate of 20 Mb/3. A cycle is defined for the external timing structure (each
cycle lasts for 1250 time units TU)). In each cycle, assigned slots are pro-
vided for VB or LS message transfers and a slot is also assigned to each EIU
for short Block message transfers. For each Block message transfer, a front-
end handshake and an ACK/NACK of message transfer status occurs. This
handshalie prozedure is accomylished via assigned handshake slots.

o
N
»
100 TU 200 TU* S
LOCAL L VBAND LS | BLOCK { vBLS BLOCK | X
TIMING °F ;
............. = oo > o o
r SILTER NG 1 1 '_SHHHRNO.:‘ rsnunn NO N-‘
\ | | 1 | I
1
I pli Jess] DI 0 1 i i i
| | { 1 {
| l LIy ]ooor Liy I 1 { | | |
l { i {ooel 1
I DATA BUS i | | | [
(18 EITS) |
| CONTROL BUS | ! | !
0 (5 & 78ITS) | i | | i
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| ISR TS I N S, o SR | | R |
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TRANSMIT
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X TU-TIME UNITS

Figure 4.4.1-1. Overall FI Structure. Separate timing structures for the Local and External
Intraconnects optimizes the use of reservation and assigned slots.
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Part 4 — Task I, Preliminary Design Analysis
Section 4 — Operation of the Local and External Intraconnects

2. LOCAL TIMING STRUCTURE

Efficient message transfer on the Local Intraconnect with positive flow control is
achieved via complementary data and control bus timing structures,

Various tgpes of Data Terminal Equipments (DTE) are installed in a shel~
ter to perform Co functions, Transfer timing, message routing, data capacity,
and traffic handling are important factors to be considered in developing an effi-
cient, flexible, and positively controlled Local Intraconnect. A network with
short transfer delay is required and bottleneck and network staturation problems
must be prevented. The timing structure must fit various message characteris-
tics and minimize redundant retransmissions,

The short distances (inches) between the LIUs, LICU and EIU on the Local
Intraconnect, together with efficient flow control make possible the use of a mod-
erate speed data bus and separate control busses. The LIUs and the EIU frans-
fer messages on the Local Intraconnect data bus in accordance with timing and
control signals transmitted via a control bus and the data bus. The data bus is a
uniformly time slotted 18-bit parallel network with time slots apportioned to
block message, Virtual Bus and Lazy Susan transfers. The control bus provides
reservatioun and transmission control for Block message transmissions, LIU
status reporting, and VB/LS timing., (See Topic 4.6.A.3 for a description of the
control bus interface.)

The ove rall timing structure is shown in Figure 4.4.2-1, The use of a
programmable time unit instead of absolute time allows design flexibility for dif-
ferent operational needs. (A typical Time Unit (TU) can be one microsecond.) The
selection of the same value of time unit for all shelters simplifies timing design
and FI Manager timing configurations. In an operational environment where high
bus capacity with short message lengths is required, a short cycle time is desir-
able. For low bus capacity and lorg message lengths, a long cycle time can
be used. In either case, the cycle time length is programmable and is configur-
able by the FI Manager.

The Block (B) transfer time is shared by all the LIUs, the LICU and the
EIU in any one shelter, Reservations are made prior to each Block message trans-
fer by the use of a reservation request containing the destination address and the
message length, Since the VB, LS and Block transfers use the same 18-bit data
interface, possible transfer conflict is avoided by temporarily interrupting Block
transfers during the VB or LS time slots. The reservation control provides each
LIU a time for Block transfer reservations. The reservation consists of a2 3 word
interchange between the LICU and each LIU, The first word is placed on the bus
by the LICU. It contains the address of the LIU that is being polled for reserva-
tion requests, LIUs are notified of the polling action by activation of the "reser-
vation enable' line. The second and the third words, indicating destination add-
address and message length, are transmitted from the LIU to the LICU.

When enabling a Block message transfer, the transmission enable line is
activated and the first word is transmitted from the LICU to poll the transmitting
LIU. At the end of each message transfer, time slots are provided for
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: ACK/NACK transmitted by the receiving LIU, The ACK/NACK is transmitted in
1 the last word of each transmission enable period.

The Local Intraconnect timing design provides a greater than 90% message
transfer efficiency.

(-4
OVERALL 100 TU 200 TU 2
LOCAL ! VB/1 PRI 3
TIMING VB/LS | BLOCK LS | BLOCK ! BLOCK =
STRUCTUR ! T 3
erone : : e 11 Vel
T | LS RESER-
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Figure 4.4.2-1. Timing of Local Data Bus and Transfer Control Bus. Using the data bus
: for message and reservation transfers, and a separate bus for control provides efficient data
transfers as well as positive and flexible control of data flow.




BB TR AT

R i

Part 4 — Task ITI, Preliminary Design Analysis
Section 4 — Operation of the Local and External Intraconnects

3. CONTROL OF MESSAGES TRANSFERS ON THE LI

The local timing structure provides both control and data time slots, permitting
reservations, handshake and data transmissions to be accomplished efficiently.

Local timing information is generated in the Local Intraconnect Control
Unit (LICU). Each LIU and the EIU receives timing and control information and
performs the processing necessary to participate in all local message transfer
operations, The 18-bit data busses are bi-directional for transmission and re-
ception in half duplex fashion, The control busses are uni-directional and most
signals are generated in the LICU., Figure 4, 4. 3-1 identifies the data/eontrol flow
sequence,

The LIUs and the EIU continuously monitor the VB and LS slots using the
number indicated by the control bus to determine the VB or LS bus number,
Transmissions occur when the bus numbers and sequence numbers, preassigned
to each LIU, appear on the control bus.

Time slots other than VB and LS slots are used for block message reser-
vation or block message transfer according to eontrol signals received from the
LICU, When the reservation control is aetivated by the LiCU, each LIU senses
the reservation line and detects the word on the data lines for address matching,
The polling address requires 6-bits; the remaining bits are used for indicating
"this is the address polling word", If the address is matched, the LIU transmits
the destination address and the message length using seeond and third word,
respectively., (If no message is to be transmitted, it is so indieated in the second
word,) The LICU may receive one or more reservations during each reservation
period. Each reservation for point-to-point message transfer is examined against
the destination memory status (stored in the LICU) for transmission front-end
handshake. Memory status information is transmitted from each LIU and EIU
periodically via mcmory status report lines in the eontrol bus to the LICU,
Message transfer is enablcd only when the destination memory is available,

(For broadcast mcssages, no front-end handshake is used. )

The combination of a deactivated reservation line and an activated trans-
mission enable line indicates a Block message transfer period. Each L1U or
EIU detects the transition of the transmission enable line from idle to active state
and examines the data bus. Thc unit whose address matehes the address on the
data bus then transmits a Block message. The transmission enablc line remains
activated for a preset duration after the end of message to allow time for error
checking by the reeciving LIU. The last word of each transmission enable period
is reserved for the ACK/NACK from thc destination LIU. The source LIU re-
ccives the ACK/NACK and can detcrmine if any further action is required,

In order to prevent bottlenccks at the EIU, the highest LI reservation
priority is assigned to the EIU, This is achieved by using a dedicated reservation
request line from the EIU to the LICU,
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Figure 4.4.3-1. Message Flow on LI. Message transmissions via the Local Intraconnect
result from the interaction of control signals transferred between the EIU, LIUs and
the LICU over the data and control busses.
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Part 4 — Task III, Preliminary Design Analysis
Section 4 — Operation of the Local and External Intraconnects

4, EXTERNAL TIMING STRUCTURE AND TRANSFER FORMAT

Reservation and handshake control bits are packed into the External Intraconnect
time slot structure along with \B, LS and Block messages, providing an efficient
means for distributed, positive control of message transfers.

Messages are transferred between shelters via the external intraconnect
(EI). A mumber of timing constraints are imposed upon the design of this intra-
connect: (1) timing must be designed to provide high transmission efficiency for

the various types of messages, (2) bottlenecks which may cause EI saturation
must be minimized and, (3) the timing structure must be capable of accommo-
dating varying numbers of EIUs. It is desirable that the vulnerability resulting
from centralized control be avoided, and finally, the timing structure must be
capable of being reconfigured. Techniques have been developed which meet all
these requirements.

Using fiber optic links, a communication range of 2 miles induces a propa-
gation delay of 32 usec, This delay could be compensated for by the use of guard
bands of 32 usec between each message, however this would severely reduce trans-
mission efficiency and throughput, In the Hughes design, the need for propagation
delay guard times is eliminated by compensating for the delay by advancing the
start of the External Intraconnect time cycle in each EIU by an amount proportional
to the propagation time to the end of the cable. All messages are then received in
synchronism on the EI receive bus,

Figure 4.4.4-1, depicts the External Intraconnect time cycle in an FI
configuration of 16 shelters. Block (B) messages, VB and LS message trans-
fers, and transfer handshakes are packed in an orderly way in each cycle.

16 Short Block (SB) message slofs are provided in the timing structure to accom-
modate 16 EIUs, (assuming each shelter is assigned one SB message slot).

The amount of time in each cycle aliocated to transfers of block messages,
Virtual Bus messages or Lazy Susan messages is variable and is determined by
the application, For systems which make heavy use of the Virtual Bus and/or
Lazy Susan feature, most of the cycle time is devoted to transferring those mes-
sages. However, the time needed to transfer one maximum length Block message
(1024 18-bit words) is reserved. This time can be used to transmit many short
messages, a few long messages, or one maximum length message.

A small portion of each cycle (about 4%) is devoted to the ACK/NACK and
"front-end handshake' functions. The latter scheme contribuvtes to the elimin-
ation of bottlenecks and provides high transmission efficiency. Front-end hand-
shake is achieved through a three step process: (1) transfer of message counts
between Els, (2) requests for transfer of messages, and (3) the "granting" of
such requests,

Each EIU is assigned a message count slot so that it can notify other
EIUs as to the number of messages it desires to transmit during each cycle.

The message count slots occur at the beginning of each cycle.

4.4-6




The next step in the front-end handshake process is issuance of transfer
requests by EIUs desiring to transmit messages. The transfer request indicates
the destination address and message length. (In the example in the figure, 40
slots have been allocated for this function). The third and final step is the trans-
fer grant. These are replies from the destination EIUs which indicate readiness
to accept messages. If the EIU immemories are full, for example, it will not issue
a transfer grant and the EIU desiring to transmit the message will not do so. In
this way lost messages and the repeated transmission of lost messages are mini-
mized. One transfer grant slot is required for each transfer request. (40 in the
sample).

At the end of each cycle, slots are provided for the ACK/NACK. Perform-
-ing ACK/NACK within the same cycle as the message transmission permits rapid
indication of the status of the received message and avoids special handshake
messages. Based on the design example as depicted in Figure 4.4.4-1, for a
1.0 usec time unit (TU), the handshake pcrtion (overhead) uses less than 5% of
the total EI capacity. -

The next topic describes the message transfer process in more detail.

CYCLE (1250 TU) -
MESSAGE
COUNT
SHORT
BLOCK TRANSFER
TRANSFER GRANT -
REQUEST SHORT /NACK
SHORT BLOCK SHORT
I BLOCK / BLO‘CK
. . CK VB/LS
1.2,391.2.3.441.2 f4° 5 6‘7 1.2 f4|°|91| 0|1 1|1'| B5EG I / 1|3141515l1 2 ff‘:_

P *
MESSAGE COUNT " TRANSFER GRANT |’ ACK/NACK
L | . |
6BITS DESTINATION ADDRESS 15 BITS 28ITS

TRANSFER REQUEST

| A \
MESSAGE
DESTINATION ADDRESS , LENGTH
12 BITS ' eBITS !

Figure 4.4.4-1. Structure of External Intraconnect Time Cycle. Allocating time periods for
short messages between “handshake” slots provides fast response and eliminates the need
for guard times.
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Part 4 — Task III, Preliminary Design Analysis
Section 4 — Operation of the Local and External Intraconnects

5. MESSAGE TRANSFER SEQUENCE

Messages are transferred over the External Intraconnect only after a clear
transmission path has been established. This is achieved by use of a reservation
method implemented via a distributed control scheme.

The sequence of events in transferring messages over the external intra-
connect is shown in the figure, As described in the preceding topic, a period
of time is assigned to each EIU which enables it to inform all EIUs the number
of inessages it wishes to transmit. These ""message counts' are transmitted at
the beginning of each cycle. Each EIU receives these counts and therefore knows
how many messages are to be transmitted during the cycle. While the count mes-
sages are being transferred to the EIUs (i.e., during the propagation delay time)
SB messages can be transmitted.

Subsequent to the time allocated for the first series of SB messages,
the EIUs detect their assigned transfer request slots and transmit transfer
request messages. These are received by the addressed EIU which checks the
status of its receive memory to determine if it can accept the message from the
"sending' EIU. If it can, the destination EIU transmits a transfer grant for
each message it can accept. The transfer grant contains a 15-bit field for the
destination address and an indication to "send" or "don't send."

Again, in order that time not be wasted due to propagation delays, slots
for SB messages are allocated both before and after the transfer request and
transfer grant slots.

The Block messages for which transfer grants have been received are
then transmitted in their appropriate reserved slots. Transfer of Block mes-
sages continues until interrupted by Virtual Bus and Lazy Susan time slots. After
the EIUs transmit these two types of messages, and following another SB mes-
sage period (compensating for propagation time) each EIU responds with an
ACK or a NACK for each message for which a transfer grant was issued.

The above described process ensures that

e a clear transmission path has been established prior to start of

message transfer

e each EIU is aware of the order and length of each message trans-

mission

It should be noted that these characteristics are achieved in a highly
responsive manner without wasting time waiting for propagation delays, and
by means of a distributed (not centralized) control mechanism.
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Figure 4.4.5-1, External Message Transfer Sequence. A distributed reservation control
scheme provides for high transmission and efficiency and reduces bottlenecks.
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Part 4 — Task IlI, Preliminary Design Analysis
Section 4 — Operation of the Local and External Intraconnects

6. EXTERNAL TIMINC: ACQUISITION ALTERNATIVES

Automatically switchable timing masters and '"passive' master timing functions
complement distributed control of the External Intraconnect. Epoch synchroni-
zation intervals are more efficient than message preamble synchronization

procedures.

At the 20 Mb/s data rate per fiber (3 fibérs @ 20 Mb/s = 60 Mb/s) tim~
ing accuracy is an important factor in reliable message reception. Each EIU has
its own timing gererator. Because all EIU timing must be constructed on a single
timing base to assure a smooth and orderly data flow, the timing must be synchro-
nized among the EIUs. Many timing acquisition approaches have been developed
using open loop or closed loop procedures for this purpose.

" 1n the open loop sync without a preamble, synchronization sequence is
placed in front of each message transfer. The receiver detects the synchroniza-
tion sequence to determine the message bit locations. Frequently the timing is
refined via a tracking process. In closed loop sync methods timing is acquired
via round trip transmissions. In this case, the timing is acquired prior to mes-
sage transmission, In TDMA systems, the timing is often synchronized to a
time reference and a preamble is used for each message transfer,

Open loop timing methods have the advantage of simple processing but
generally provide low transfer efficiencies. The closed loop method requires
more complicated processing and requires a reply from the "donor". Fora
TDMA system, a propagation delay guard time is generally provided, reducing
transmission efficiency, or with a critical node (a relay) to eliminate the propa-
gation guard time. The Hughes FI design with its external transmit and receive
bus structure allows the use of a simpie open loop timing acquisition procedure.
Propagation guard time can be eliminated without creating a critical node.

A two step procedure is employed for EI timing acquisition: (1) epoch
sequence synchronization and (2) loopback sequence synchronization, A timing
master is also introduced as a timing reference. A 100 us time duration is
allocated in each 10 cycles for timing acquisition, This total time (10 cycles)
is defined as an epoch. The 100usec duration is further divided as depicted in
the figure. At the beginning of the 100 usec period, the master (any EIU) trans-
mits a synchionization sequence called epoch sequence. Other EIUs initialize
timing by switching to the listening mode. A correlation of the epoch sequence
establishes an epoch timing mark. The master transmits an address code after
the epoch sequence to poll an EIU for a loopback sequence transmission. A
loop-back measurement period is provided the propagation delay from trans-
mission to reception can be measured. The measured delay is then used to bias
transmit timing to compensate for propagation delay. After the initial net entry
tming acquisition, the epoch sequence can be used by E1Us for timing updates.
Stability requirements of the EIU oscillators are not demanding. Based on a 1.25
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msec cycle time and a 10 cycle epoch, a 10 nsec drift per epoch requires an
oscillator stability of approximately 106, A stability of 10~8 can be readily
obtained using a temperature stabilized crystal oscillator.

Precautions against creating a critical node by the use of a master timing
reference have aiso been taken. Every EIU can be a master. In cuse of failure,
master functions are automatically taken over by the next backup EIU. Since the
master function only involves a passive sequence and address transmission, a
temporary failure dces not interrupt FI communicaticus.

w0
N
EPOCH STRUCTURE g
o
le EPOCH ] @
C CYCLE 2 o0 VNS
CYCLE 1, cL , ® i CYCLE 10, 5 0T
I | 1 _ — —- 100
e ——— s,
— -~ - /
———— LOOP-BACK /
- EPOCH POLLING EPOCH MEAS! IREMENT /
MASTER SEQUENCE jADDRESSNO | PERIOD
TRANSMIT 1 1 1
- 100 SEC
| LoopBACK :
| SEQUENCE
| |
EIU | A !
TRANSMITS | 1 ! i
1 I
H—DELAY—-———.:
| MEASUREMENT |
| |
| I LOOP
i | BACK
EPOCH POLLING EPOCH | SEQ-
Ellss | . |SEQUENCE JADDR | NO| . | VENCE
RECEIVE T 1 T T € T |
- | |
| |

Figure 4.4.6-1. Epoch Structure for External Timing Acquisition. An epoch timing acquisition
technique is used to measure propagation delay times.
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Part 4 — Task III, Preliminary Design Analysis
Section 4 — Operation of the Local and External Intraconnects

7. TIMING ACQUISITION PROCEDURE

Timing acquisition by each EIU is a two step procedure which provxdes propaga~
tion time compensation without the use of guard times.

The two step timing acguisition (synchronization) procedure shown in
Figure 4.4. 7-1 establishes both reception and transmission timiing. The first step,
epoch =equence detection, is a passive sequence correlation for course synchro-
nization. The second step, loopback sequence correlation, is a process for fine
synchronization. Neither step requires responses from EIUs other than the
master,

Epoch Sequence Detection — Timing acquisition is performed for each
attempt of net entry. The EIU is normally set to receive 'ata from the EI. The
signal from the EI is continuously passed through a correl..tor where a correla-
tion with a prestored epoch sequence reference takes place. Upon correlation
the EIU examines the polling address and epoch number. (The polling address
and the epoch number are incremented by one each epoch time.) After a preset
N check, coarse synchronization which establishes basic receive timing is
achieved.

Loopback Sequence Correlation — After coarse synchronization, the EIU
continuously exams the polling address to locate the time for its loopback sequence
transmission. The loopback sequence is transmitted and looped back to the
receiving portion of the EI. The time difference between the transmission and
reception is the propagation delay time. The epoch number and the delay measure-
ment are then used for biasing the transmission time to compensate for the delay.

4. 4'12
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Figure 4.4.7-1. EIU Timing Acquisition. A simple two-step proccdure establishes Extcrnal
Intraconnect trausmit timing to compensate for propagation time.
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Part 1 — Task IIl, Preliminary Design Analysis
Section 5 = Preferred Standard Interface Description

1. PURPOSE AND BACKGROUND

A set of hardware and software standards termed the Preferred Standard Inter-
face (PSI) has been developed fer the FI/DTE interface. The PSI meets the
needs of and promotes the further development of modular c3 systems.

In the concept of modular communication, command, and control
(modular C3), every item of Data Terminal Equipment (DTE) utilizes the same
data distribution system. The purpose of the Mod C3 FI Analysis program is
to develop such a data distribution system, known as the Flexible Intraconnect
(FI). The FI design must offer extreme flexibility and a wide range of applica-
bility. Instrumental to the flexibility and applicability of the FI is the FI/DTE
interface. As a result of a 3-task study effort a PSI has been defined. It con-
sists of a set of hardware interface and software standards.

In order to achieve long term flexibility and capability, a modular intra-
connect system must have a generalized rather than a specialized design. Each
intraconnect unit must be designed for full capability in order that each new
application does not require a major redesign effort. In addition the FI must be
capable of being configured and reconfigured in essentially an unlimited number of
ways and in which DTEs may be attached to any FI outlet,

Several options were considered for the Preferred Standard Interface
(PSI). Each option included a physical interface and a transfer protocol for
that interface. The four options considered were the IBM 360/370 interface
and protocol, the DEC PDP-11 interface and protocol, the Intel 8080A interface
and protocol, and the Hughes AN/UYK-40 interface and protocol. The Intel
8080A option was selected because it is the simplest and is the most suitable
for a Direct Memory Access (DMA) type of message iransfer.

In the FI, and LIU interfaces directly with each DTE via the PSI. The
Task 2 design specified that data be transferred across this interface ir
9-bit halfwords. Depending on the direction of transfer, the LIU assembled
9-bit halfwords into 18-bit message words or the LIU disassembled the 18-bit
message words into 9-bit halfwords. The LIU examined every halfword after
each transfer to check for the end-of-message.

The message format consisted of a header section and a data section.
The header section contained three 18 bit words. The words had various
interpretations which depended on the message type. The data section con-
tained up to 1624 (18 bit) data words, o1. 18-bit end-of-message word, and
one 18-bit error check word.

In Task 3, the PSI concept of Task 2 was modified ancd developed
further, The final PSI design is an asynchronous half duplex interface. It con-
sists of 4 unidirectional control lines and 18 bidirectional data bus lines. The
control line complement is minimal due to the protocol of message transfer and
to the FI related control information in the message headers. Messages are
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transferred in either full word segments over 18 data lines or in halfword
segments over 9 data lines. The protocol of message transfer accepts a wide
range of transfer rates from 180 megabits per second maximum to one word per
10 seconds, minimum,

The standard for the message format specifies a header section and a
data section. The header section consists of 16 18-bit words. The information
fields in the header have been defined so that each header word has only one
interpretation. The data section consists of up to 1019 18-bit data words and
5 18-bit error check words.

All agpects of the PSI, including the message format, are described in
greater detail in the five following topics.

TABLE 4.5.1-1. MAJOR ADVANTAGES OF THE
PREFERRED STANDARD INTERFACE

Supports a modular concept for C3 Systemé
Accepts a wide range of user devices
Allows rapid reconfiguration of system devices

Allows for reassignment of functions among user devices
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: Pari 4 — Task III, Preliminary Design Analysis
i Section 5 — Preferred Standard Interface Description

2. GENERAL DESCRIPTION OF THE PREFERRED STANDARD INTERFACE

The Preferred Standard Interface is a half-duplex interface featuring asynchron-
ous data transfers using four control lines.

The Preferred Standard Interface (PSI) is the standardized interface
between the Flexible Intraconnect (FI) system and the user devices. The Local
Intraconnect Unit (LIU) interfaces directly with each DTE and provides the FI
side of the PSI. The PSI, evolved from the Inte! 8080A protocol, uses a
bi-directional data bus and four uni-directional control lines to achieve positive
handshake control of data transfer.

The PSI is a half-duplex interface. (See Figure 4.5.2-1.) Use of a full-
duplex interface with bi-directional lines would require the DTEs and LIUs to
examine each message word in order to determine the beginning and end of each
message. The Output Data Request (ODR) and Input DATA Request (IDR) control
lines establish the direction of each transfer, the start of each message, and the
end of each message. In establishing the direction of transfer, ODR has priority
over IDR, If the LIU activates ODR within two microseconds after the DTE
activated IDR, the DTE yields to the LIU. The DTE monitors ODR and may not
activate IDR while ODR is activated. Similarly, once the two microsecond period
has passcd, the LIU monitors IDR and may not activate ODR while IDR is
activated.

When the direction of transfer and the beginning of the message are
established, a message is transferred hy changing logic levels on the remaining
two uni-directional control lines. A message is transferred either in fullword
segments over eighteen data lines or in halfword segments over nine data lines.
The control lines uccomplishing these full or halfword transfers a e referred to
by different names, depending upon the direction of message transfer. LIU
Register Full/LIU Register Available (LRF/LRA), when rcferred to as LRF,
indicates the LIU has a message segment on the data lines to transfer to the DTE.
LRY¥/LRA, when referred to as LRA, indicates the LIU is available to accept a
message segment from the DTE. DTE Register Full/DTE Register Available
(DR¥/DRA), when referred to as DRF, indicates the DTE has a message segment
in the data lines to transfer tc the LIU., DRF/DRA, when referred to as DRA,
indicates the DTE is available to accept a message segment from the LIU,

Each word or halfword is asynchronously transferred via the PSI undcr
positive control. A word or halfword is presented for transfer on the data lines
when and only when the control signal from the receiving device indicates the
input register of the recciver is not busy. After transfer occurs the receiver
acknowledges acceptance of the data. Then, and only then, is the da:a cleared
from the scnder's output register. Whether the sender is the DTE or the LIU,
the DTE always controls the instantaneous transfer rates.

An asynchronous transfcr method was selected because it accommodates
a wide range of devices and avoids dependency on timing or signal transitions
which require close cotpling and complex interface logic. Asynchronous trans-
fers eliminate the wide variety of conditional control lines needed in a synchro-
nous interface to meet the interrupt, signal conditioning, and software require-
ments of complex devices.
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The maximum instantaneous transfer rate is ten megawords per second
or twenty mega halfwords per second (180 megabits per second). The minimum
instantaneous transfer rate is one word every ten seconds, The LIU is designed
with this dynamic range in order to be compatible with the widest possible range
of user digital devices.

ODR

IDR

LRF/LRA

LIU DRA/DRF DTE

<DATA 9OR 18 BlTS>

Figure 4.5.2-1. PSI Diagram. The PSI is implemented with 22 control and data lines providing
disciplined, asynchronous transfer between the FI system and a wide range of user devices.
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Part 4 — Task III, Preliminary Design Analysis
Section 5 — Preferred Standard Intexrface Description

3. GENERAL DESCRIPTION OF MESSAGE STRUCTURE

All messages distributed by the FI conform to a standard format. Each message
consists of a header section and a data section.

The header section always consists of 16 18-bit words. (See Figure
4,5.3-1.) It contains FI control information, F! provided service information,
and a header error check word. The header error check word is a longitudinzl
parity check on the previous fifteen header words. Each header word has only
one interpretation and is not applicable for every message type. Only the infor-
mation fields in header words appropriate for a particular message type are
filled in when the DTE generates the message and the FI modifies the message.
The FI utilizes DTE-supplied information in the header to transfer data between
DTEs.

The data section is composed of a data field and an error check field.
The data field consists of up to 1019 18-bit words which are the information to
be transferred. The error check field always consists of five 18-bit words,
each of which is a longitudinal parity check on one-fifth of the words in the data
field. The FI uses the error check field bu. does not modify any word in the
data section.

Although thc message format in general and the header section in partic-
ular are standardized, future adaptability is not restricted, As indicated in the
figure, five header words remain undefined thereby allowing for the addition of
new information fields. The addition of new information fields in the header, or
a redefinition of existing information fields in thc header, does not necessitate a
redesign of the LIU since it is implemented with microprocessor technology
rather than with hardwired dedicated logic. Modifications to the manner in which
the LIU handles messages are accomplished by altering the software control
programs resident in the LIU,
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Figurc 4.5.3-1. Message Structure. All messages distributed by the Fi have two
basic structural scctions, the header and the data. The control information
nceded by the Fl to perform its transfer functions is contained in the header.
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Part 4 — Task III, Preliminary Design Analysis
Section 5 — Preferred Standard Interface Description

4. HEADER FORMAT

The standardized header format specifies control information fields, service
information fields, and an error check field. Not all information fields in the
header are applicable for each message type.

The header section of the message contains 16 18-bit words. Each word
consists of two 9-bit halfwords. In each halfword, the most significant bit is
reserved for latitudina] parity, leaving a right-adjusted 3-bit information field.
Thus, each header word contains two 8-bit information fields, with bits 17 and 8
of the word being used for latitudinal parity. Not all information fields are
applicable for each message type. Various header words are utilized and/or
modified by the FI. Other header words are not critical to FI operation and are
strictly for the benefit of the DTEs using the FI system. The information bits
for each of the 16 header words are specified below,

First Word — The first word has the following format:

Bit 17 Bit ¢
p tttt asss p rrvv vvvv

Each halfword latitudinal parity (p) is a 1-bit field. The message type (t) is a
4 bit field, The message ACK/NACK (a) is a 1-bit field. The system mode (s)
is a 3-bit field. The priority designation (r) is a 2-bit field. The Virtual Bus
subbus number or Lazy Susan subbus number (v) is a 6-bit field. The subbus
number #gFFFP is not valid,

The following message type (t) codes are defined: #11# for discrete mes-
sages, #f1f for local broadcast messages, #611 for external broadcast massages,
#1641 for FI directed command messages, #1688 for DTE directed command mes-
sages, 161§ for Virtual Bus messages, and 116§ for Lazy Susan messages. The
LlU examines the message type (t) and the subbus number (v). No FI unit
examines or modifies the message ACK/NACK (a), the system mode (s), the
priority designation (r), and the halfword latitudinal parity (b).

Secord Word — The second word has the following format:

Bit 17 Bit #
p fuww WwWWW p uuxx XXxx

Each halfword latitudinal parity (p) is a 1-bit field, The destiration External
Intraconuect Unit (EI'J) address (w) is a 6=bit field, The address $¢@6g8 is not
valid. The destiration LIU address (x) is a 6-bit ficld, The addrcss #égggd is
not valid, The address fisg (f) is a 1-bit ficld, If the destination addresses
used are F! defined real addresscs, (f) is set to a logical one, 1if the destination
addresscs used are user defined viriual addresses, (f) is cet to a logical zerc.
Three bits in the second header word arc unused (u) and set to logical zero.
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Word two recognizes the present design of 63 shelters with 1 EIU and
62 LIUs per shelter, while allowing for growth to 127 shelters with 1 EIU and
254 LIUs per shelter. The destination EIU address (w) and the destination LIU
address (x) arc specified for discrete and command messages. The LIU
examines and modifies the destination address (w, x). The EIU examines the
destination address (w). No FI unit exainines or modifies the address flag (f)
and the halfword latitudinal parity (p).

Third Word ~ The third word has the following format:

Bit 17 __Bitg
| P _fu_y_y JYyy p uuzz zzzz

Each halfword latitudinal parity (J is a 1-bit field, The source EIU address (y)
is a 6-bit field, The address ﬂmf @@ is not valid, The source LIU address (z)
is a 6-bit field, The address #@@@BP is not valid. The address flag (f) is a
1-bit ficld, If the source addresses used are FI defined real addresses, (f} is
set to a logical one. If the source addresses used are user defined virtual
addresses, (f) is set to a logical zero, Three bits in the third header word are
unused (u) and sei to logical zerc.

Word three recognizes the present design of 63 shelters with 1 EIU and
62 LIUs per shelter, and allows for growth to 127 shelters with 1 EIU and
254 LIUs per shelter, The source EIU address (y) and the source LIU address
(z) are specified for discrete, broadcast, command, Virtual Bus, and Lazy Susan
messages. The LIU examines and modifies the source addresses (y, z).

TFourth Word — The fourth word has the following format:

Bit 17 Bit 4
p ccee ceee p cecb dddd

Each halfword latitudinal parity (p) is a 1-bit field. The data section word count
(c) is an 11-bit field. The halfword mapping bit indicator (b) is a 1-bit field. If
both halfwords are used in the last word of the data field, (b) is set to a logical
zero, If only one halfword is used in the last data word, (b) is set to a logical
one, When only one halfword is used, the left halfword (bits 17 through 9,
inclusive) is used rather than the right halfword. The unused bit count (d) in the
last data halfword is a 4-bit field.

The data section word count (¢), the halfword mapping bit indicator
(b), and the unused bit count (d) are specified for discrete, broadcast, command,
Virtual Bus, and Lazy Susan messages. The LIU examines the data section
word count (c). No FI unit examines or modifies the halfword mapping
bit indicator (b), the unused bit count (d), and the halfword latitudinal

parity (p).
Fifth Word — The fifth word has the following format:

Bit 17 Bit #
p mmmm mmmm p mmmm mmmm

Each halfword latitudinal parity (p) is a 1-bit field. The message number (m)
is a 16-bit field, The message number is a count per source per type of m2ssage.
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Section 5 — Preferred Standard Interface Description

4. HEADER FORMAT {Continucd)

The LIU inserts the message number (m) into the header of discrete,
broadcast, command, Virtual Bus, and Lazy Susan messages. No FI unit
examines or modifies the halfword latitudinal parity (p).

Sixth Word — The sixth word has the following format:

Bit 17 Bit §

[;)—qqqq 4999 P 9999 9999

Each halfword latitudinal parity (p) is a 1-bit field. The sequence number (g) is
a 16-bit field. The sequence number is a count maintained independently on each
Virtual Bus and Lazy Susan subbus.

The LIU inserts the sequence number (a) into the header for Virtual Bus
and Lazy Susan messages. No FI unit examines or modifies the halfword latitu-
dinal parity (p).

Seventh Word — The seventh word has the following format:

Bit 17 Bit #
¢ uuuu uuauu p wuuu gggg

Each halfword latitudinal parity (p) is a 1-bit field. System Time is measured
in microseconds and represented by a 52-bit field. The seventh word contains
the four most significant bits (g) of the System Time. Twelve bits in the seventh
header word are unused (u) and set to logical zero.

The LIU inserts the System Time (g) into the header of discrete, broad-
cast, command, Virtual Bus, and Lazy Susan messages. No FI unit examines or

Eighth Word — The eighth word has the following format:
Bit 17 Bit #

p hhhh hhhh p hhhh hhhh

Each halfword latitudinal parity (p) is a 1-bit field. The eighth word contains
the 16 lower order bits (h) of the 20 most significant bits (g, h) of the system
time.

The LIU inserts the System Time (h) into the header of discrete, broad-

‘cast; command, Virtual Bus, and Lazy Susan messages. No FI unit examines or

modifies the halfword latitudinal parity (p).
Ninth Word — The ninth word has the following format:

Bit 17 Bit #

P 3333 333 p 3333 333

Each halfword latitudinal parity (p) is a 1-bit field. The ninth word contains
the 16 higher order bits (j) of the 32 least significant bits (j, k) of the System
Time.
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The LIU inserts the System Time (j) into the header of discrete, broadcast,
command, Virtual Bus, and Lazy Susan messages. No FI unit examines or
modifies the halfword latitudinal parity (p).

Tenth Word — The tenth word has the following format:

Bit 17 Bit
p kkkk kkkk p kkkk kkkk

Each halfword latitudinal parity (p) is a 1-bit field. The tenth word contains the
16 least significant bits (k) of the System Time.

The LIU inserts the system time (k) into the header of dlscrete broad-
cast, command, Virtual Bus, and Lazy Susan messages. No FI unit examines or
modifies the halfword latitudinal parity (p).

Eleventh Word — The eleventh word has the following format:

Bit 17 Bit ¢
p 22?7 2?72 p 7?72 2?22

Each halfword latitudinal parity (p) is a 1-bit field. The 16 information bits (?)
of the eleventh word are unspecified and available for future use, When nct in use,
the bits are set to logical zero. No FI unit examines or modifies the unspecified
bits (?) and the halfword latitudinal parity (p).

Twelfth Word — The twelfth word has the following format:

Bit 17 Bit ¢
p???? 22?22 p 2222 272727

Each halfword latitudinal parity (p) is a 1-bit field, The 16 information bits (?)
of the twelfth word are unspecified and available for future use. When not in use, the
bits are set to logical zero. No FI unit examines or modifies the unspecified
bits (?) and the halfword latitudinal parity (p).
Thirteenth Word — The thirteenth word has the following format:

E) 2?2?22 2?222p 2222 22727

Each halfword latitudinal parity (p) is a 1-bit field. The 16 information bits (?)
of the thirteenth word are unspecified andavailable for future use. When not in use,
the bits are set to logical zero. No FI unit examines or modifies the unspecified

bits (?) and the halfword latitudinal parity (p).
Fourteenth Word — The fourteenth word has the following format:

Bii 17 Bit ¢
p2??? 22?2?2p 2222 2227

Each halfword latitudinal parity (p) is a 1-bit field. The 16 information bits (?)
of the fourteenth word are unspecified and available for future use. When not in usc,
the bits are set to logical zero. No FI unit examines or modifies the unspecified
bits (?) and the halfwoxd latitudinal parity (p).

Fifteentl Word — The fifteenth word has the following format:

Bit 17 Bit ¢
p???? 2?2?22 p P22 2227
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Each halfword latitudinal parity (p) is a 1-bit field. The 16 information bits (?)
of the fifteenth word are unspecified and available for future use. When not in
i use, the bits are set to logical zero. No FI unit examines or modifies the
_ unspecified bits (?) and the halfward latitudinal parity (p).
Sixteenth Word — The sixteenth word has the following format:

Bit 17 Bit §

€ eeee eeee € eeece eeee

The error check word (e) is an 18-bit field. This error check word is a longi-
tudinal parity check on the previous fifteen header words.
The DTE supplies the error check (e) for all message t mes at the time
of message generalion. The LIU examines and modifies the error check (e).
Summary = In summary, the standardized header has the following

format:
Word Onc p tttt asss P TTVV VVvV
Word ‘Two p fuww wwww P UuUXX XXXX
KWord Three p fuyy yyyy D uuzz zzzz
3 Kord Four p ccce ccee p cech dddd
] Word Five P mMmmm mmmn p mmmm mmmm
] Word Six P Qqqq qqqq P qqqq qqqq
: Word Scven P uuuu vuuu p uuuu gegg
4 Word Eight p hhhh hhhh p hhhh hhhh
! Word Ninc P Jjij iiij P Jiij 33i)
Word Ten p kkkk kkkk p kkkk kkkk
Word Eleven P ¥¥Y% FYEE p 7777 2277
{ Word Twelve P YHEY BYYY D PRRRIVERY
? Word Thirteen P ¥ERY BEY% p ?77? 77?7
3 Word Fourteen p 77?7 2?2227 p ?7?? 7777
g, Word Fifteen p 7?77 2777 p 7??? 7?77
Word Sixteen ¢ ceee ceee ¢ ccce cecee
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Par* 4 — Task iil, Preliminary Design Analysis
Section 5 ~ Preferred Swandard Interface Description

5. CONTROL OF DTE TO LIU DATA TRANSFERS

In transfers to the LIU, the DTE both initiates transfers and controls the
instantaneous transfer rate.

DTEs generate messages conforming to the standardized format of a
header section and data section. The header section contains information needed
to control distribution of the message once the message is in the L1U. Informa-
tion in the header, however, is irrelevant to the methodology for transferring a
message from the DTE to its associated LIU via the PSI. For transfer in this
direction, three of the four uni-directional control lines in the PSI are applicable.
These lines are Input Data Request (IDR), DTE Register Full (DRF), and LIU
Register Available (I.RA) (see Figure 4.5.5-1). In the quiescent st=:~, all three of
these control lines are negated.

T-e transfer methodology incorporates two levels of protocol. The first
level of protocol governs the transfer of individual message segments (words or
halfwords). The second ievel of protocol indicates message start and end, With
this second level of pirotocol incorporated into the transfer methodology, the LIU
does not need to examine each message segment to determine the beginning and
end of the message.

The DTE initiates message transfer by asserting IDR (see Figure 4.5-4).
This action established both the direction of transfer and the beginning of the
message. The LIU does not respond to the asserted IDR if the LIU does not have
memory space available for the maximum length message of 1024 18-bit words.
If the LIU has the required memory space available, the message segments are
transferred by changing logic levels on the DRF and LRA lines. All message
segment transfers are identical, whether the transfer is the first one, the middle
one, or the last one. Having identical message segment transfers eliminates the
additional logic necessary to maintain a record of the progress of each message
transfer and to initiate special sequences at appropriate times, (For the follow-
ing discussion, a message transfer in full words segments is agsumed. When a
LIU is receiving halfword segments via the PSI, the LIU assembles the received
halfword segments into full word segments. )

The LIU initiates a word transfer by asserting LRA (see Figure 4.5.5-2),
The asserted LRA indicates that the LIU's input register is available, The DTE
detects the asserted LRA and places a message word on the data lines. After
the data lines have settled, the DTE asserts DRF. The LIU detects the asserted
DRF, reads the data into its input register, and then acknowledges acceptance of
the data by negating LRA, After the LIU has accepted the data, the DTE negates
DRF and clears the data lines. This process repeats until all words within the
message are transferred,

The LIU has a responsiveness equivalent to the maximum instantaneous
transfer rate of ten megawords per second or twenty mega halfwords per second.
The DTE therefore controls the instantaneous transfer rate by the rapidity with
which it responds on DRF. The DTE instantaneous transfer rate may not exceed
the LIU maximun and minimum limits.
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After the last word is transferred, the DTE returns IDR to the negated
state, This transition re-establishes the quiescent state and notifies the LIU of
the end of the message. Again, this second level of protocol eliminates the need
of the LIU to examine every message segment to determine the beginning and
end of each message.

The transfer methodology discussed above is illustrated by a timing
diagram in Figure 4.5.5-3. Individual transfer steps are represented by a control
signal being negated or asserted to a stable logic level. Transfer steps are not
3 a function of rise times or of pulsed signals. Thus, message transfer to a LIU
is truly asynchronous.
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Figure 4.5.5-1. LIU Input From DTE: Applicable Signal Lines. Three of the four unidirec-
tional PSI control lines are applicable to message transfer from DTE to LIU.
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k Part 4 — Task III, Preliminary Design Analysis
Section 5 — Preferred Standard interface Description

5. PROTOCOL OF LIU INPUT FROM DTE (Continued)

1
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Figure 4.5.5-2. LIU Inpr. From DTE: Sequence of Events. The transfer methodology incor-
porates two levels of protocol. The first level governs the transfer of individual message
segments. The second level of protocol governs the definition of an entire message transfer.
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Figurc 45.53. LIU Input From DTE FSi: Timing. All message segment transfers are ideatical,
whether the transfer is the first onc, the middle onc, or the last one. Transfer events are not

a function of rise times or of pulsed signals.
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Part 4 — Task IlI, Preliminary Design Analysis
Section 5 — Preferred Standard Interface Description

6. CONTROL OF LIU TO DTE DATA TRANSFERS

The same asynchronous transfer technique used for LIU input via the PSI is used
for LIU output. In transfers to the DTE, the LIU initiates transfers but the DTE
controls the instantaneous transfer rate.

Three of the four unidirectional control lines in the PSI are applicable to
LIU to DTE data transfiers. These lines are Output Data Request (ODR), LIU
Register Full (LRF), and DTE Register Available (DRA) (see Figure 4.5.6-1). In
the quiescent state, all three of these control lines are negated.

The transfer methodology for LIU output to DTE is the dual of the trans-
fer methodology for LiU input from DTE (see Topic 4.5.5 of this document).
Both processes require three control lines in the PSI. Two of these three con-
trol lines are common to both processes, but are referred to by different names.
A third control line is unique to each process. In the case of LIU output to DTE,
that third control line is ODR.

Being the dual of the input process, the transfer methodology for the
output process incorporates the same two levels of protocol as the input process.
The first level of protocol governs the transfer of individual message segments.
The LRF and DRA control lines function at this level. The second level of
protocol governs the definition of total message transfers. The ODR control
line functions at this level.

The LIU initiates transfer by asserting ODR (see rfigure 4.5.6-1). The
asserted ODR establishes both thie direction of transfer and the beginning of the
message. After ODR is asserted, message segments (words and halfwords)
changing logic levels on the DRA and LRF lines.

The DTE initiates a message segment transfer by asserting DRA (see
Figure 4.5.6-2. The asserted DRA indicates that thc DTE's input register is
available. The LIU detects the asserted DRA and places a message segment on
the data lines. After the data lines have settled, the L1U asserts LRF. The
DTE detects the asserted LRF, reads the data iuto its input register, and then
acknowledges acceptance of the data by negating DRA. After the DTE has
accepted the data, the L1U negates LRF and clears the data lines. This process
repeats until all message segments are transferred.

After the last message segment is transferred, the LIU returns ODR to
the negated state. This transition reestablishes the quiescent state and notifies
the DTE of the end of the message. This second level of protocol makes it
unnecessary for the DTE to examine every message segment to determine the
beginning and end of each message.

As in the inpu{ process, the DTE controls the instantaneous asynchronous
transfer rate in the output process by the rapidity with which the DTE responds
on DRA, The LIU always responds on LRF at the maximum limit. The DTE
instantaneous transfer rate may not exceed the LIU maximum and minimum
LIU limits.
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Figure 4.5.6-1. LIU Output to DTE: Applicable Signal Lines. Three of the four unidirectional

PSI control lines are applicable to message transfer from LIU to DTE.

=4
QI‘.!
o g
M, 0 0
N1
1
1
1
1
1
1
M, 0 0

LRF

O O~ = =~ O O O X

DRA

O 0O O = +—= = O O X

QUIESCEMT
LIU HAS MESSAGE SEGMENTS TO TRANSFER

DTE READY

LIU PLACES A MESSAGE SEGMENT ON DATA LINES

DATA LINES ARE VALID

DTE READS DATA LINES

DTE HAS ACCEPTED A MESSAGE SEGMENT

LIU INDICATES END OF CURRENT MESSAGE SEGMENT TRANSFER
LIU TESTS FOR END OF MESSAGE

- NO, RETURN TO EVENT N

- YES, GO TO EVENT M, , |

QUIESCENT

Figure 4.5.6-2. LIU Output to DTE: Sequence of Events. The transfer methodology incor-
porates two levels of protocol. The first level governs the transfer of indivisual message
segments. The second level of protocol governs the definition of an entire message transfer.
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Part 4 — Task III, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit (LIU) Description
Subsection A — Introduction

1. OVERVIEW OF LIU FUNCTIONS AND INTERFACES

The Local Intraconnect Unit is a standardized unit which adapts to a wide range
of data terminal equipment characteristics.

Messages are input to the FI by a source DTE, routed internally by the
FI, and then output from the FI to a destination DTE. The portion of the Fi
utilized in the process depends upon whether the communicating DTEs are in
the same shelter or are in different shelters. The DTEs within the same
shelter communicate with each other through their associated LIUs and via the
LI (see Figure 4.6.A.1-1). The DTEs not installed in the same shelter commu-~
nicate with eacli other through their associated LIUs and Lis, and via their
shelter's EIU and the EI. For both intrashelter and intershelter communi-
cations, an LIU interfaces directly with each DTE and provides each DTE with
access to the Fi system.

Each LIU has three interfaces: PSI, LII, and CBI (see Figure 4.6.A.1-1).
The PSI is the asynchronous, half-duplex interface between the LIU and its asso-
ciated DTE; the LII is the full-duplex interface hetween the LIU and the L.T: and
the CBI is the interface between the LIU and the Control Bus.

Both the intrashelter and the intershelter communication processes
result in four distinct transfer roles for every LIU. These four roles are:

1) LIU input from the DTE, 2) LIU output to the LI, 3) LIU input from the L.,
and 4) LIU output to the DTE. At any instance, the LIU role depends upon
whether its associated DTE is acting as a source or as a destination for the
message being transferred.

The LIU processes each message in a manner depending upon the me:
sage type and the applicable LIU transfer role. Input from a DTE entails a
sequence of steps consisting of message transfer, messag. checks, and mes-
sage header modifications, The message checks ensure the validity of the mes-
sage; the message modifications prepare the message for transmission to the
LI.

Output to the LI consists of three transmission processes based on mes-
sage type: Block (includes discrete, broadcast, command), VB, and LS. Each
process handles placement of their respective messages con the LI.

Input to the LI1U from the LI entails a sequence of steps consisting of
message reception, message checks, and a message header modification.
Three reception processes — Block, VB, and LS — handle removal of their
respective messages from the LI. The message checks ensure the validity of
the message; the message modification prepares the message for ovtput to the
DTE.

Output to a DTE consists of the message transfer and a transfer error
check by the DTE. The methodology of message transfer for output to a DTE
is the inverse of the methodology of message transfer for input from a DTE.

Key features of the LIU interface design are summarized in Table 4.6. A.1-1.
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TABLE 4.6.A.1-1, KEY FEATURES OF THE LIU

e Presents standard interface to all devices

o Design independent of time slot configuration

e Microprocessor based message mcdification

e Segmentation of message memory prevents boftlenecks

e Header generation capability for simple DTEs

o
N
>
] EXTERNAL INTRACONNECT (EI) } 8
N
TO OTHER z
SHELTERS _
[s4]
r— el Q DTE
£ |
2
2|1
o
[+ 4
-
z ||
LICU g I L:v
]

. OCAL INTRACONNECT (L) J

Figure 4.6.A.1-1. LIU and Its Interfaces. The LIU transmission and reception processes
respond to timing and control information supplied by the LICU via the CBI. The LIU
design is such that these processes operate independently of any particular LI time slot
configuration.
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1 Part 4 — Task I, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
: Subsection A — Introduction

2. MESSAGE FLOW THROUGH THE LIU

Segmentation of the LIU message store minimizes the occurrence of bottlenecks
and provides efficient placement of messages on the LI,

The local intraconnect unit (LIU') message store is segmented into six
portions. As shown in Figure 4.6.A.2-1, three of these portions contain messages
which are waiting to be transferred to the LIU's associated DTE; the other three
portions contain messages which are waiting to be iransferred to other DTEs.

The segmentation of the LIU message store minimizes bottlenerks on the local
intraconnect (LI) and results in the efficient placement of messages on the LI.

Outgoing Messages — The DTE transfers messages to its associated LIU

via the preferred standard interface (PSI). The LIU stores the message in one

3 of three portions of the message store. Discrete, command, and broadcast

F ' messages are stored in tke Block portion (see Figure 4.6, A.2-1) and the VB and LS
: messages are stored in their respective portions.

1 After storing thc message the LIU performs several checks on and

modifications to the message. The checks include a transfer error check, a
message type check, and an authorization check. The modifications include a
message pumber modification and a Svstem Time modification, After the
message passes all the checks and after all the modifications are completed,

] control of the message is handled by one of three transmission procedures

! available for placing messages on the L1, Messages in the Block portion of the
LIU message store are distributed in the Block channel of the LI under control
of Block transmission procedures. Messages in the VB portion of the LIU
message store are distributed in the VB channel via V3B transmission procedures
and messages in the LS portion of the message store are distributed in the LS
channel via LS transmission procedures.

Messages can be placed on the LI as the appropriate time siots beco.ne
available, regardless of whether or not the transmission order is equivalent to
the generation order of the messages.

Incoming Messages ~ The LIU examines the messages on the LI and
removes those which are destined for its associated DTE via the LII. Incoming
messages are placed in one of three portions of the LIU message store. Block
messages from another DTE within the same shelter are placed in the local
portion of the message store while Block messages from a DTE in a different
shelter are placed in the external portion of the message store. Witn this
arrangement, extensive reception activity by a LIU of local Block messages
does not prevent that LIU from receiving external block messages. The VB
and LS messages from DTEs in the same shelter or in a different shelter are
placed in a common VB/LS portion of the message store.

The LIU continually reports to its LICU and EIU the status of the local
and external portions of its message store. The LICU and EIU use this informa-
tion for front-end handshake control to prevent bottlenecks in the Block message
channel of the LI.
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After the incoming message is stored in the appropriate portion of the
message store, the LIU performs several checks on and a modification to the
message header. The checks include a transfer error check, an authorization
check, and a System Time check. The modification is an address conversion.
After the message passes all the checks and after the modification is complete,
control of the message is given to the PSI output procedure of the LIU.

CHECKS AND
MODIFICATIONS

|
— s osfus  eE— l
' EXTERNAL I |

HEEC-08L26

OTHER
DTE DTEs
I | VIA Lt
VIRTUAL BUS
-—% LAZY SUSAN ﬁ

I BLOCK
| l MESSAGE |
| I

PSi CHECKS AND L

MODIFICATIONS

Figure 4.6.A.2-1. LIU Message Storage. Three segments of the LIU message
store contain messages waiting to be transterred to the DTE; three segments
centain messages waiting to be transferred to other DTEs via the LI
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Part 4 — Task I1I, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Subsection A — Introduction

3. THREE LIU INTERFACES

b Ao it e L

Each LIU has two intexrfaces for bilateral message transfer and one interface
for receiving system timing information.

The PSI and the local intraconnect interface (LII) are the interfaces of the
LIU over which messages are transferred. The Control Bus Interface (CBI)
provides for the transmission of timing information (see Figure 4.6. A.3-1).

The PSI consists of four unidirectional control lines and eighteen bi-
directional data lines. The unidirectional control lines are: 1) the cutput data
request, 2) the input data request, 3) the LIU register full/LIU register avail-
able, and 4) the DTE register available/DTE register full. Efficient transfer
d of messages over the LIU-DTE interface with only four control lines is made
E possible by the message transfer protocol and by the contro! information present
in message headers. (The PSI was discussed in Section 4, 5.)

The L11 consists of eigh.een bidirectional data lines. It is each LIU's
peint of access to the LI. Timing information supplied to the LIU by the
LICU via the CBI controls message transfer across the LII.

The CBI consists of unidirectional shared lines which include a Block
message control bus {5 lines), a Virtual Bus/Lazy Susan (VB/LS) sub-bus
identifier (7 lines), and clock pulses (4 lines).

! The Block message control bus lines are memory status report sync,
local memory status, ex‘ernal memory status, transmission enable, and reser-
vation enable.

Memory status report sync, local memory status, and external memory
status provide the LICU and EIU with information concerning the status of each
LIU's message store. Continual monitoring of each LIU's message store
enables front-end handshakes and prevents bottlenecks from forming in the
Block channel of the LI. The reservation enable and transmission enable lines
control time slot assignments and message transmissicn in the Block channel of
the LI. The LICU first accepts ~eservation requests from LIUs and then
enables each LIU's transmission at the correct time.

The seven VB/LS lines provide VB and LS timing information to each
LIU. The logic levels are binary representations of the 63 distinct subbusses
within either the VB channel or the LS channel of the L1. Transitions to stable
logic levels on the VB/LS lines notify each LIU or VB and LS time slot
boundaries.

Clock pulses supplied to the L1U include System Tiine (ST), word, cycle
and ep..ch clocks. The system time line continuously supplies 1.0 microsecond
clock pulses to every LIU within the shelter. Each LIU uses ST pulses to
increment a 52-bit counter which represents system time. The word clock
line continuously supplics a 5 Mliz signal to every LIU for L1 synchronization.
Cycle and epoch clocks nid VB/LS operations.
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Figurc 4.6.A.3-1. Control Bus Interface. The bus structure of the interfaces minimize LIU,
ElU, and LICU hardware.
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Part 4 - Task Ill, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Subsection A — Introduction

4. ERROR PROCESSING

The LIU generates error command messages for transmittal to the FI manager
and to the responsible DTE upon detecnon of errors.

In processing messages for distribution over the L1or for transfer
between it and its associated DTE, the LIU performs a number of error and
authorization checks. In the event an error is discovered or an unacceptable
message transfer is identified, the LIU inhibits the transfer and enters an error
routine, This routine is illustrated in Figure 4.6.A.4-1.

The first step in the error routine is the generation of error command
messages. Two situations exist: 1) the LIU detects an error or 2) a DTE
detects an error and notifies its associated LIU of the error. In the former
case, the LIU notifies both th: FI manager and the DTE responsible. In the
latter case, the LIU only notifies the }I manager. One error command message
is generated for each party notified.

Rather than placing the burden of storing a summation table of errors for
periodic reporting o each LIU, each error is reported so the I'l manager has a
current status oi error conditions 2. the entire FI without the need for polling
each LIU. Since the probability of errcr in the FI design is low, reporting each
error individually does not significantly increase the k1 traffic load.

Error commmand messages are generated immediately upon detection of
the error or fault condition. However, these error command niessages are not
necessarily transferred to their destination immediately. Error com:aand mes-
sages addressed 1o the LIU' s associated DTE are placed in the local portion of
the LIU messcge store. Error command messages addressed to the FI manager
and to another DTE are both placed in the Block poruon of the LiU message
store. In all cases, the messages are p’..ced in queue behind other messages
already present in the respective portions of the message store.

After the error command messages have been generated and stored, the
data message is erased in tho3se cases in which the LIU detected the error and
retransmitted in those cases .n vwhich the DTE detected the error.
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Figure 4.6.A.4-1. LIU Error Processing. The FI manager always has the current status of
faule conditions in ihe entire FI since all errors are reported to the FI Manager as they
oceur. :
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; Part 4 — Task III, Preliminary Design Analysis
: Section 6 — Local Intraconnect Unit Description
Subsection B~ DTE to LIU Data Transfers

1. CHARACTERISTICS OF MESSAGES FROM DTEs

It is the responsibility of the DTE to correctly format messages to be transmitted
over the FI. However, provision has been made for the LIU t¢ generate a prefix
header when a DTE is incapable of this funztion.

Data terminal equipment (DTE) generate messages which are input to
the FI at a source DTE, routed internally by the FI, and then output from the FI
at a destination DTE.

In general, DTE generated messages are expected to conform to the PSI
message standards which consists of a prescribed header section and a data
section (see Figure 4.6.B.1-1). The header section contains 16 eighteen-bit words
and the data section contains up to 1024 eighteen-bit words. The data section,
which contains the information to be distributed, is of no concern to the FI. The
header section, however, contains both FI related control information and FI
provided service information (the message structure was discussed in detail in
Topics 4.5.3 and 4.5.4).

Beader information has two sources — FI related control information
supplied by the DTE at the time of message generation and service information
supplied by the local intraconnect unit (LIU) after the message has been trans-
ferred from the DTE. Each header word has a urique interpretation. (If
multiple interpietations of the same header bit streams had been aliowed, both
the probability of misinterpretation of header information and the probability
of incorrect distribution of messages would increase greatly.) Since all infor-
mation fields are not applicable for each message type, a DTE fills in only
those words which are ippropriate, When generating discrete and command
messages, the DTE must supply to the Fi the message type (t), the external
intraconnect unit (EIU) destination address (w), the LIU destination address (x),
the EIU source address (y), the LIU source address (z), the data section word
count (c), and the header error check word (¢). When generating broadcast
messages, the DTE must supply the message type (t), the EIU and LiU source
address (y, z), the data section word count (c), and the header error check
word (e). For Virtual Bus and Lazy Susan messages, the DTE must supply the
message type (t), the subbuc number (v), the EIU and LIU source addresses
(v, 2), and the header error check word (e).,

When a DTE is incapable of generating a message which conforms to the
Psl format, the LIU adds a prefix header section to the DTE suppiied data
message. This prefix header feature is discussed in further detail in
Topic 4.6.B. 2,
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Figure 4.6.B.1-1. Sources of Information in Message Blocks. The header section contains

both FI related control information and FI provided service information. The header informa-
tion kas two sources, but only one interpretation.
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Part 4 — Task IIl, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Subsection B — DTE to LIU Data Transfers

2. OVERVIEW OF TRANSFERS FROM DTE TO LIU

The LIU performs a series of checks on messages received from its DTE and
prepares the message for transmission on the LI.

The LIU receives messages from its associated DTE via the PS! and pre-
pares those messages for transmission on the LI. The LIU performs a series
of checks on and modifications to each message received from the DTE (see
Figure 4.6.B.2-1). Since the sequence of events is the same for all DTE messages
{though not all events are applicable to every message type) a uniform LIU
message processing cycle, maximum UIU efficiency, and minimum LIU logic
requirements are achieved.

The message from the DTE is placed in store as described in topic 4.6.A.2,
The LIU then executes checks on both the header and the data sections of the
message and executes modifications fo the header section. The first check is the
input transfer error check which assures the accuracy of the FI related control
information in the header and provides several data acceptance thresholds to the
user. The next check is the mcssage type check: discrete, command, broadcast,
Virtual Bus, or Lazy Susan). The message typc must be determined since
subsequent checks and header modifications are based on message
type.

The transmit address conversion function allows each user system on the
FI to utilize his own "virtual" device addressing scheme independent of the FI
"real" device addressing scheme. The LIU converts 'virtual' addresses to
"real' addresses by means of stored conversion tables.

The transmit authorization check prevents messages of an unauthorized
DTE from being distributed by the FI. The LIU uses the "real" DTE address for
this function.

Depending on the message type, the LIU inserts up to three pieces of
service information into the message header: message number, sequence number
and System Time. The message number is a tabulation by message type of the
number of messages a DTE has generated. The sequence number is utilized to
maintain transmission-discipline on subbuses within the virtnal bus and lazy
susan channels. The system time is the time at completion of the majority of
the header modifications., System Time is based cn a universal time-date
scheme. After insertion of the service information, the LIU recomputes the
header longitudinal parity check word, The message is then sorted and placed
under the control of the appropriai (Block, Virtual Bus, Lazy Susan) transmission
procedure. Upon completion of this series of events, the message is certified as
valid and is ready for iransmission on the LI.

Message distribution by the FI depends upon header information. In order
to provide for DTEs which cannot (or elect not) to generate headers, a prefix
header function has been designed into the LIU. The LIU prefix header is
initiated at the time of system initialization or during system reconfiguration
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via command messages. OCnce the prefix header function is set, all data sections
generated by the associated DTIZ receive a prefix header.

The data section generaied by the DTE must be a fixed length block con-
sisting of a data field and an error check field. The length of the data section is
established at system initialization and at each system reconfiguration.

The correct prefix header, which was generated by either the user man-
ager or the FI system manager, is stored in the LiU. (It may be for only one
of the five message types.) Changing the prefix header stored in a LIU from one
message type to another messags type constitutes a reconfiguration of the LIU.
After addition of the prefix header, LIU processing of the messages is indistin-
guishable from that of "ormal'’ messages.

< START ’

HLE-08LECE

PSI INPUT
TRANSFER
TRANSFER ERROR /(\ ADD PREFIX
CHECK REFIX HEADER
O HEADER ES
CASE
?
MESSAGE TYPE
CHECK
)
ADDRESS
CONVERSION
¥
AUTHORIZATION
CHECK — 7} OTE
) SYSTEM TIME
MESSAGE NUMBER Bl Ry e
MODIFICATION [ ]
RECOMPUTE
HEADER CHECK
]
MESSAGE LIV
SORTING
SEQUENCE NUMBER
MODIFICATION

. T

LIV INPUT FROM DTE

{ LOCAL INTRACONNECT (LI} 3

Figure 4.6.B.2-1. LIU Functions for LIU Input From DTE. A logical sequence of message
transfers, message checks, and message modifications assures information accuracy and provides

the DTE with status and control information.
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Section 6 — Local Intraconnect Unit Description
Subsection B — DTE to LIU Data Transfers

3. TRANSFER OVER THE P3l

The DTE and LIU participate interactively in a standardized transfer methodology.
Because of the extreme variances in DTE capabilities, the LIU rather than the
DTE is responsible for maintaining discipline during these transfers.

The DTE transfers messages into the FI via the PSI. In addition to par-
ticipating with the DTE in the standardized protocol of message transfer across
the PSI, the LIU also performs several error monitoring functions.

Messages are transferred across the PSI in message segments (words,
and half-words). The DTE establishes the beginning and end of message trans-
fer by transiiions to stable logic levels on the 1nput data request (IDR) line.

Each message segment is transferred by changing logic levels on the LIU register
available (LRA) and the DTE register full (DRF) lines. The DTE contrnls the
instantanesus transfer rate by the rapidity with which the DTE responds on DRF
(see Figure 4.6.B.3-1), (The transfer methodology was discussed in detail in
Section 4.5.5.)

A message is transferred either in full words over eighteen data lines or
in half-words over nine data lines. In the following discussion transfer by half-
words is called folded transfer; transfer by full word segments is called not
folded transfer. When an LIU is receiving a folded message from its associated
DTE, the LIU assembles the folded message into a not folded message. The
decision to transfer folded or not folded messages across the PSI is not dynamic;
that is, the folding decision is not made with every half-word message segment
transfer or with every message transfer., The LIU logic assumes that transfers
are folded unless notified otherwise during system initialization or during
system reconfiguration by a command message.

The rate at which message segments (MS) are transferred is controlled by
the DTE and monitored by the LIU. The DTE instantaneous transfer rate may not
exceed the LIU maximum and minimum limits (ten megawords per second, twenty
megahalf-words per second. and 1 word per 10 seconds, respectively). The
rate monitor and pause monitor p2rform these checks. If the DTE exceeds
these limits, the LIU initiates an error procedure.

The 1.IU also checks thc message length. The maximum length message
the LIU accepts is 1010 eighteen-bit words — 16 header words plus 1024 data
words. If a DTE transfers more than 1040 eighteen-bit words in one message,
the LIU initiates an error procedure.

During thc error procedure for PSI input transfers, the LIU (1) generates
an error command messaye addressed to the LiU's associated DTE which noti-
fies the DTE that it must retransmit its message, (2) generates an error
command message addressed to the FI manager which reports the type of
error, and (3) erases thc DTE message, whether the DTE message is partially
complete or excessivc in length, If the same type of error is repeated continu-
ously, the LIU dcclares the PSI inoperative and notifies the FI Manager.
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When there are no errors in the transfer process, the DTE message is
stored in successive memory locations of the LIU message store to await the
performance of other checks and modifications, Upon completion of these
checks and modifications, (described in the following topics) the message is
placed on the LI for transmittal to its destination(s).
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Part 4 — Task III, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Subsection B — DTE to L1U Data Transfers

4. PSIINPUT TRANSFER ERROR CHECK

A header error check assures accuracy of FI related control information, Data
acceptability is based on variable, but predeiermined error rate thresholds.

Once the LIU has received an entire message from the DTE, the LIU
performs a longitudinal parity check on both the header and the data section of
the message (see Figure 4.6.B. 4-1).

The error check on the header section consists of two parts. First, the
LIU computes a longitudinal parity check on the first fifteen header words. The
LIU then compares the error check word it computed with the error check word
(16th word) it received in the message header section. If the parity bits match,
the header is assumed to be correct. If there is any discrepancy between the
computed and received parity bits, the LIU initiates an error procedure.

Whereas the threshold for header acceptance is absolute, the threshold
for data acceptance is programmable. The data error rate acceptance thres-
hold that the LITU must recognize is placed in the LiU at the time of system
initialization or during system reconfiguration via a command message. The
command message can be originated by the FI Manager, by the LIU's associ-

ated DTE, or by another DTE already operating on the FI.
Tha error check on the data section is also a lengitudinal parity check.

The data sectior contains five error check words, each of which is a longi-
tudinal parity check on one-fifth of the words in the data field (see discussion
of error rate analysis). The LIU compares its computed error check words
with the received error check words in the data section. If the number of
detected errors exceeds the established limit, the LIU initiates an error

procedure.
During the ¢rror procedure for PSI transfer error check, the LIU

(1) generates an error command message addressed to the LIU's associated
DTE which notifies the DTE that it must retransmit its message, (2) generates
an error command message addressed to the FI Manager which reports a
message did not pass the parity check, and (3) erases the erroneous DTE

message.
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Figurc 4.6.B.4-1. PSI Input Transfer Error Check. Error checks on the header and data ficlds of
messages prevents the FI from accepting, processing, and distributing erroneous information.

4.6-17

¥6E-08L26




g ¥ A AT SO, A e 4 B T Fm T A B S 2 SN st <7 B T e e L s wyee S

Ry

Part 4 — Task III, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Subsection B — DTE to LIU Data Transfers

5. DETERMINATION OF MESSAGE TYPE

Each LIU accepts up to five types and subtypes of messages based on instructions
from the F! Manager.

'The FI distributes five kinds of messages: discrete, command, broad-
cast, Virtual bus, and Lazy Susan. The first three are types of Block messages.
The FI Manager defines valid codes for each of these message types and places
a list of the valid mcssage type codes in every LIU during system initialization
or reconfiguration.

Each LIU uses this list of valid message type codes stored in its random
access memory to determine if the DTE is using a valid code and, if so, which
one. Prior to transmitting a message on the LI and after receiving a message
from the LI, the LIU must determine the type of message since subsequent checks
and modifications are different for each message type.

The first word of each message header contains a DTE supplied message
type code (t). The LIU correlates the type code in the message header with its
own list of valid type codes (see Figure 4.6,B.5-1), If the correlation is not suc-
cessful, the LIU initiates an error procedure. If the correlation is successful, the
LIU sets processing flags. Based on the processing flags, the LIU selects sub-
sequent message processing functions. (For example, the sequence number
modification is applicable to Virtual Bus messages, but not to discrete messages).

During the error procedure for the message type determination, the LIU
(1) generates an error command message addressed to the LIU's associated DTE
which notifies the DTE that it must use the proper typc codes in order for its
messages to be processed and transmitted, (2) generates an error command
message addressed to the FI Manager which reports on invalid message type code
in the DTE message, and (3) erases the erroneous DTE message.

T N AL JRPY
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Figure 4.6.B.5-1. Message Type Check. The LIU examines the message type codes in order
to select the subsequent message processing functions.
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Section 6 — Local Intraconnect Unit Description
Subsection B — DTE to LIU Data Transfers

6. TRANSMIT ADDRESS CONVERGION

The address conversion function allows each DTE on the ¥I to use its own
addressing scheme independent of the FI addressing scheme.

Depending on the message type, when the DTE generates a message it
specifies either (1) the External Intraconnect Unit (EIU) destination address (w)
and the LIU destination address (x), or (2) the EIU source address (y) and the
; LIU source address (z), or (3) both. The EIU and LiU addresses used by the 4
: FI to distribute messages arc called real addresses. The addresses used by
i the DTE are called virtual addresses. The DTE defined virtual addresses may
or 1nay not match the FI defined real address.

The FI defined addressing scheme is standardized. The FI contains a
maximum of 63 shelters, each with 1 EIU and a maximum of 62 LIUs for a total of
1 3906 addressable locations, Each EIU address is a six-bit field and each LIU
address is a six-bit field. A particular source or destination is specified by
both an EIU address and an L1U address. Each EIU and LIU is notified of its
real address when the FI is initialized or reconfigured. When DTEs use vir-
tual addresses, the source LIU converis the user defined virtual addresses to
the FI defined real addresses prior to transmitting a message on the LI. The
destination LIU does the reverse conversion after receiving a message from
the LI. The conversion to real addresses is necessary since several of the
checks the LIU perforins are based on these addresses.

Each LIU has an address conversion table stored in random access mem-
ory (RAM). This table is for discrete, command, and broad-ast messages.

{No address conversions are necessary for Virtual bus and Lazy susan messages
since cherks on these types of messages are based on the sub-bus number.)

The destination address (w, x) is removed from the second word of the message
header, converted using the table, and replaced in the header (see Figure 4.6.B.6-1),
The source address (y, z) located in the third word of the message header,

is converted in the same way. If the real address counterpart to the virtual

address in the message header is not present in the RAM, the LIU initiates an

error procedure.

During the error procedure for the transiit address conversion, the
LIU (1) generates an error command message addressed to the LIU's associated
DTE which notifies the DTE that either the DTE must cbtain for its LIU all
necessary virtuai/real address pairs or the DTE must use only real addresses,

(2) generates an error command message addressed to the FI Manager which
reports that the LIU does not have the real address counterpart for a particuiar
virtual address, and (3) erases the erroneous DTE message.

The use of the virtual addressing scheme permits DTE movement since
such movement will be invisible to other DTEs: that is, a DTE can be moved
from one FI shelter to another FI sheiter without affecting the DTE's address-
ing scheme. The FI Manager simply updates the address conversion tables
in the appropriate LIUs.
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The table of virtual/real address pails is placed in the LIU's RAM
during initialization or reconfiguration by command messages.
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Figure 4.6.B.6-1. Transmic Address Conversion. epending on the message type, cither the

source address, the destination address, or both, .. ' converted from a user defined virtual
address to a FI defined real address.
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Part 4 — Task 1[I, Preliminary Deslgn Analysis
Section 6 — Local Intraconnect Unit Description

Subsection B~ DTE to LIU Data Transfers

7. TRANSMIT AUTHORIZATION CHECK

The transmit authorization check prevents messages from an unauthorized DTE
from being distributed by the FI system.

The authorization check function is based on authorization tables. Each
group of DTEs using the FI system sets up authorization tables for its member
DTEs. These authorization tables are stored in the LIU, There a:c several
authorization tables since the authorization for each message type is difterent
(see Figure 4.6.B,7-1), For discrete and command messages, the LIU accesses
the destination address (w, x) in the DTE message header. For broadcast mes-
sages the LIU accesses the source address (y, z); for Virtual Bus and Lazy
Susan messages, the LIU accesses the subbus number (v).

For discrete and command messages, a DTE is only authorized to trans-
mit to a specific set of other DTEs, OUnly authorized destination addresses
that a source DTE is allowed to transmit to are contained in the authorization
table. (Since a user system may define its own virtual addressing scheme, the
LIU always performs the authorization check for these message types on the FI
defined real addresses.) The LIU correlates the destination address (w, x) with
destination addresses in the authorization table. If the destination address in the
message header matches a destination address in the table, the message is
authorized to be transmitted. If the destination address in the message header
does not match destination addresses in the table, the discrete or command
message is not transmitted and the LIU initiates the error procedure.

Local broadcast n.2ssages are authorized separately from external
broadcast messages. The LIU reads the source address (y, 2) in the third word
of the message header and compares it with the source address in the authori-
zation table. If source address in the message header matches the source
address in the table, the message ic broadcast. If the source address in the
message header does not match the source address in the table, or if the table
does not contain the LIU source address, message transmission is inhibited and
the LIU initiates an error procedure.

A DTE is only authorized to transmit Virtual Bus and Lazy Susan messages
on specified subbuses. Numbers of these subbuses are contained in the authori-
zation table. The LIU performs the authorization check by comparing the sub-
bug number (v) in the first word of the message header with the gubbus numbers
in the authorization table. If they match the mess.:ge is transmitted. If the
subbus number in the message header does not match any subbus number in
the table, the DTE message is not iransmitted and the LIU initiates the error
procedure.

During the error procedure for the transmit authorization check, the
LIU (1) generates an error command message addressed to the LIU's associ-
ated DTE which notifies the DTE that it must request a :lange in its authorization
environment, (2) generates an error command message addressed to the FI
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Manager which reports an attempted use at an unauthorized environment; and
(3) erases the erroneous DTE message.

The LIU table of authorized addresses and sub-bus numbers is placed in
RAM in the LIU during initialization. After initialization, addresses and sub-bus
numbers can be added to and deleted from the table via command messages.
The command messages van be originated only by the user group manager or
the FI Manager. A DTE may not establish its own authorizaticr: tables,

For discrete, broadcast, and command messages, the authorization
check function can be implemented jointly with the address conversion function.
The virtual address {s used as the memory address. The real address for that
virtual address and an authorization flag bit are stored in the memory location
given by the virtual address. If the flag bit is asserted and if the real address
is present, the message is authorized and the real address is inserted into the
message header. If the flag hit is negated, then regardless of whether or not
the rea! address i~ present, the message is not authorized and the LIU initiates
an error procedure. With this method, only one memory access is required to
perform two functions, thereby minimizing L1U memory requirements and LIU
message processine time,

For Virtual Bus and Lazy Susan messages, the authorization check func~
tions are implemented in a similar fashion, The sut-bus number and one addi-
tional address bit are used as a memory address. The additional address bit
distinguishes between the Virtual Bus and Lazy Susan channels. The sub-bus
number then specifies one of the sixty-three sub-buses in either the Virtual Bus
or Lazy Susan channcl. Each memory location specified by the sub-bus number
and the channel address bit contains an authorization flag bit. If the flag bit s
asserted, the DTE is authorized to tranamit on that sub-bus in that channel. If
the flag bit is negated, the DTE is not authorized to transmit and the LIU ini-
tiates an error procedure.

ENTER FROM
ADD CONV

[ascit.m] Eomzmc BRD LCA VIRTUAL A-z:l SAN
: l | [eroa IST] ‘&{JL_;”_AJ

l ACCESS DESTINATION J 'ACC[CS SOURCE ACCESS SUBBUS
ADDRESS ADDRESS NUMBER

t

COMPARE WITH APPRDPRIATE
AUTHORIZATION LIST

UZHY-08LZ6

ERROR

EXIT TO
PROCEDURE END

MSG NO. MOD

Figure 4.6.B.7-1. Transmit Authorization Check. The transmit authori-
zation check prevents DTEs from establishing links with unauthorized
devices.
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Part 4 — Task III, Preliminary Design Analysis
Section 6 — Local Intracornect Unit Description
Subsection B - DTE to LIU Data Transfers

8, MESSAGE NUMBER MODIFICATION

Each LIU maintains a count of the number of valid messages its associated DTE
has sent for each message type. The LIU inserts the current count into each
message header,

After the DTE message passes the authorization check, the Local Intra-
connect Unit (LIU) performs either three or four modifications to the message
header, depending on message type. The four possible modifications are:
message number, sequence number, system time, and header error check.

The message Lumber (m) is a count per source per type of message
Each LIU maintains a runring total of the number of valid messages its associ-
ated DTE has sent for each of the five message types. A separate count is
maintained for discrete messages, for LIU-directed command messages, for
DTE-directed command messages, for local broadcast messages, for external
broadcast messages, for messages on each of the sixty three subbuses in the
Virtual Bus channel, and for messages on each of the sixty-three subbuses in the
Lazy Susan chaninel (see Figure 4.6.B, 8-1),

The LIU increments the appropriate counter by one each time a message
is received from the DTE. The LIU then reads the counter and places the con-
tents in the fifth word of the message header. For Lazy Susan messages, the
counter is only incremented if the DTE is designated a Lazy Susan source DTE.

The contents of the counters are set and cleared via command messages.
The command messages can be originated by the FI Manager, by the LIU' 3
associated DTE, or by another DTE acting as the user group manager. The LIU
reports the contents of the counters to the associated DTE and to the FI Manager
via command messages,

The message number associated with each message allows a destination
DTE to sort messages into source generation order regardless of the arrival
times. In addition, the message number associated with each message ussists
svstem checkout and monitoring by the user group manager or the FI Manager.
The totals in the message number counters cau be used to determine which DTEs
have the heaviest activity and to monitor FI system traffic loads.
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Part 4 = Task III, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Subsection B — DTE to LIU Data Transfers

9. SEQUENCE NUMBER MODIFICATION

The Sequence Number modification function maintains transmission discipline on
subbuses within the Virtual Bus and Lazy Susan channels by preventing contention
between users.

When a subbus is established, each time slot in that subbus has a Sequence
Number associated with it (see Figure 4,6.B.9-1). The first time slot has Sequence
Number one associated with it, the second time slot has Sequerce Number two
assoclated with it, etc. The Sequence Number is a modulo 216 or 65, 636 count.
Each subbus Sequence Number count is independent of other subbus Sequence
Number counts. The Sequence Number differs {rom the message number in that
the Sequence Number transcends individual DTEs and governs the order of trans-
missions on subbuses, wherear the message number is associated with individual
DTEs and is independent of the order of transmissions on subbuses (see topic
4.6.B.8). Sequence Number utilization on the Virtual Bus subbuses is slightly
different than Sequence Number utilization on the Lazy Susan subbuses.

For Virtual Bus operation, oue of the subbus member DTEs or the Fi
Manager acts as a subbus controller. The controller assigns slot times in which
each DTE transmits. This is accomplished by specifying an offset and a radix.

A DTE with an offset of 5 and a radix of 10 transmits on sequence numiers 5,

15, 25, 35..., until notified otherwise by the contrcller. Similarly, a DTE with
an offset of 7 and a radix of 10 transmits on Sequence Numbers 7, 17, 27, 37,...,
until notified otherwise by the controller. When not transmitting in a time slot,
every DTE member of a Virtual Bus (subbus) receives all messages in those time
slots.

DTE members of a Virtual Bus (subbus) need not be concerned abcut trans-
mitting on the appropriate Sequence Numbers. This is a service each LIU of the
FI provides to iis associated DTE. Via command messages, the subbus con-
troller notifies each LIU of the Sequence Numbers that the DTE is permitted to
trarsmit on. The subbus controller also synchronizes each LIU's Sequence
Number counter to the correct value on thut subbus. After synchronization, the
LIU increments its Sequence Number counter for each subbus with each occur-
rence of a time slot in that subbus,

After the LIU irnserts a message number (m) into 4 Virtual Bus mescage,
the LIU examines the subbus number (v) in the first word of the message header.
The LIU obtains from its memory the next transmit Sequence *umber (q) for
that particular subbus and inserts it intc the sixth word of the message header
(see Figure 4.6.B,9-2), (The Virtual Bus message cannot be given & Sequence
Number of a time slot which occurs during the time the LIU requires for this
message prccessing.) The LIU is responsible for placing the Virtual Bus mes-
sage in the subbus time slot which has the same Sequence Number (q) and the
same subbus number (v) that appears in the Virtual Bus message header. In
this manner, each \irtaal Bus subbus is contention free.
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Figure 4.6.B.1-1. Association of Sequence Numbers With Time Slots. Each time slot in

a subbus has a Sequence Number associated with it. Each:subbus Sequence Number count

ic independent of other subbus Sequence Number counts since all subbuses are not established
simultaneously.

ENTER FROM
MESS NO. MOD

DISCRETE COMMAND BROADCAST VIRTUAL BUS LAZY SUSAN

EXIT TO EXITTO EXIT TO CHECK ON
(Ueien )(iaito ) (_Riie )| filEegi

SELECT SELECT
APPROPRIATE APPROPRIATE
VB SEQUENCE LS SEQUENCE

NUMBER NUMBER
{
PLACE SEQUENCE NUMBER
IN HEADER
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TIME MOD

Figure 4.6.B.9-2. Sequence Number Modification. The LIU inserts the appropriate Sequence
Number into Virtual Bus and Lazy Susan message headers. The LIU is responsible for placing
the messages in the subbus time slot which has the same Sequence Number and the same
subbus number that appears in the message header.
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For Lazy Susan operation, Sequence Numbers ensure sequential process-
ing of a data field by members of a given subbus, The DTE acting as a Lazy
Susan source assigns each time slots for transmit to each member DTE. Again,
this is accomplished by specifying an offset and a radix. The source DTE gen-
erates a data fleld which 1s operated on sequentially by the other members of
that particular Lazy Susan subbus, Each DTE member only receives in the time
slois which have Sequence Numbers immediately preceding the Sequence Numbers
it is permitted to transmit on, assuring sequential processing of one data field.

DTE members of a Lazy Susan subbus need not be 2oncerned about trans-

‘mitting and receiving on the appropriate Sequence Numbers. The source DTE

notifies each member DTE's associated LIU of the Sequence Numbers that the
DTE is permitted to transmit on. The source DTE also synchronizes each LIU's
Sequence Number counter to the correct value for each subbus. After synchroni-
zation, the LIU increments its Sequence Number counter for each subbus for
each occurrence of a time slot in that subbus.

After the LIU inserts a message number () into a Lazy Susan message,
the LIU examines the subbus number (v) in the first word of the message header.
The LIU obtains from its memory the Sequence Number immediately after the
Sequence Number of the received message and inserts it into the sixth word of
the message header (see Figure 4.6.B,9-2). The next Lazy Susan i{ime slot in
each subbue cannot occur during the time the LIU requires for this message proc-
essing, or the time the DTE requires to operate on the data field. It is the
responsibility of the Lazy Susan source DTE when establishing the Lazy Susan
subbus to ensure that sufficient processing time occurs between each time slot
on the subbus, The LIU is responcible for placing the Lazy Susan message in
the subbus time slot which has the same sequence number (q) and the same sub-
bus number (v) that appears in the Lazy Susan message header.
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Part 4 ~ Task III, Preliminary Design Analysis
Saction 6 — Local Interconnect Unit Description
Subsection B -~ DTE to LIU Data Transfers

10. TIME MODIFICATION, PARITY RECOMPUTATION, AND MESSAGE SORTING

Three LIU functions — a System Time modification, an erzor check recomputation,
and a message sor¢ing routine — complete the series of checks and modifications
performed on a DTE message prior to its transmission on the LI.

Once the LIU completes the sequence number modification on the DTE
message, the LIU performs, in the following order, a System Time modification,
an error check recomputation, and a message sorting routine,

The System Time function is a historical and an intrusion prevention
service provided by the FI to the user. The function consists of a System Time
modification executed by the L1U associated withthe source DTE and a System
Time check executed by the LIU associated with the destination DTE. The source
LIU time tags DTE message generation for historical purposes and for use by the
destination LIU as an intruder detecior. An intruder's retransmission of stale
messages can be detected by determining if the elapsed time betiween message
generation and message reception exceeds a permitted time margin,

To accomplish tue System Time function, the FI uses a standard time
reference based on a universal time date scheme, System Time is measured
from midnight of January 1, 1800 and the unit of measure is 1,0 micresecond.
System Time is represented by a binary number of 52 digits yielding a time
period of 142.7 years. The 16 least significant bits provide time resolution up
to 0. 066 seconds; the 32 least significant bits provide time resolution up to 1. 19
hours. System Time is kept in each shelter of the FI by means of a time crystal,
or clock.

A key feature of the Fl design is that the transmission timing structure
in each shelter is asynchronous with respect to the transmission timing struc-
ture in every other shelter. As a result of this feature, th: Systcin Time in
each shelter {s similarly asynchronous with respect to the system times in every
other shelter. However, since all the time clocks of the FI are within such close
tolerance of each other, the concept of a System Time does have raeaning.

Each shelter has only one time clock. It is resident ir the Local Intra-
connect Control Unit (LICU) and is responsible for maintaining the accuracy
of the System Time within each shelter., The LICU continuously supplies one
microsecond clock pulses te each LIU via the System Time (ST) line in the Con-
trol Bus Interface (CBI). Each LIU increments the 52-bit fime counter with
each ST pulse.

The system time counter in the LIU is set to the current system time
during initialization via command messages and is updated, as needed. The
content of the system time counter is reported via command messages. The
LIU reporis the contents of the System Time counter to its associated DTE by
placing a command message in the local portion of the LIU message storage in
queue behind other messages already in the local portion, The LIU reports the
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contents of the System Time counter to the FI Manager by placing a command
message in the block portion of the LIU message storage in queue behind other
messages already in the block portion.

To perform the System Time modification function, the LIU first reads the
System Time counter and places its contents in the aporopriate header word.

Ths LIU inserts: 1) the 4 most significant bits (g) of the System Time into the
seventh header word, 2) the 16 lower order bits (h) of cthe 20 most significant
bits (g, h) of the System Time into the eighth header word, 3) the 16 higher order
bits (j) of the 32 least significant bits (j, k) of the System Time into the rinth
header word and 4) the 16 least significant bits (k) of the System Time into the
tenth header word.

After insertion of the System Time into the header of every valid message,
the LIU executes the error check recomputation function.

The error check recomputation function is vital to the protection of the
System Time informatioa and all other I'I provided service information which is
inserted into the mcssage header. Since information has been insarted into the
message header, the longitudii:al pai ity check word (e) supplied by the DTE in
the message header is no longer correct. Therefore, the source LIU performs
a longitudinal parity computation on the first fifteen header words and inserts
this ; :computed check word (e) :nto the sixteenth hecder word.

Since the message handling accomplished after input from the DTE results
in messages occupying urdesignated successive memory locations in the LIU
message store, these memory locations must be designated in terms of Block,
Virtual Bus, and Lazy Susan. (See Topic 4.6.A,2.) Tke message sorting func-
tion performs this task,

Placement of the five types of DTE messages on to the Local Intraconnect
(LI) is performed by three transmission procedures: Block (discrete, command,
broadcast messages), Virtual Bus, and Lazy Susan,

4.6-31




Sl

I e b

S Ry bty LA . gk 4 3y % -1 P

Part 4 ~ Task III, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Sulisection C — LIU to LI Data Trarsfers

1. OVERVIEW OF TRANSFERS FROM LIU TO LI
The LIU, using three separate transmission procedures to complement the

channel structure of the LI, maximizes use of time slots and minimizes con-
tention and bottleneck problems. -

Each shelter in the FI system contains a common data distribution bus
designated as the Local Intraconnect (LI). The LI is a time division multiple
access (TDMA) bus divided into block (Virtual Bus (VB) and Lazy Susan (LS))
channels, The LIU intexfaces directly with each piece of DTE and provides
each DTE with access to the three channels of the LI, In providing the DTE
with access to the LI, the LIU utilizes three separate tranemission procedures
to efficiently place DTE messages into the proper channel of the LI, (See
Figure 4.6.C. 1-1).

The LI, and each channel of the LI, is a TDMA structure. Before being
divided up into time slots, the VB and LS channels are each first partitioned into
63 sub-buses. Each sub-bus is then divided into time slots. Each sub-bus in the
VB and LS channel provides a guaranteed capacity to the user. To achieve this
guaranteed capacity, time slots in a sub-bus occur at regular intervals, How-
ever, since not all sub-buses are identical, the overall occurrence of sub-bus
time slots is irregular. In such a structure, VD and LS time slots have prece-
dence over Block time slots. The Block channel is divided directly into time
slots since there is no sub-bus structure.

Different message types are distributed to each of the channels (see
Figure 4.6-15) from designated storage areas in the LIU, All three trans-
mission procedures respond to timing and control information supplied to the
LIU by the LICU via the Control Bus Interface, The existence of three separate
procedures leads to efficient transmission of messages on tlte LI, Messages
can be nlaced on the LI as the proper time slots become available, rrgardless
of whetuer or not the ordex of transmission is equivalent to the generation order
of the messages.

The Block transmission procedure consists of a reservation sequence and
a transmission sejuence. During the reservation sequence, the LIU obtains a
time slot assignment from the LICU, In order to do this, the LICU needs to know
if an LIU desires siots and how large it must be. The LICU ol:tains this data by
polling each LIU which then responds with a reservation request containing the
needed information,

After transferring an "active'' reservation to the LICU, the L'U enters
the transmission sequence. The LICU assigns a time slot to the LIU based on
information in the reservation request and on information from the memory
status lines. When the assigned time slot arrives, the LICU polls the LIU, That
LIU then places the Block mcssage on the LI. Since the LICU packs Block mes-
sages, this polling appears random to the LIUs,

By taking reservations and assigning LIUs to a specific time slot, the
LICU prevents contention in the Block channel. By performing a memory status
check prior to the time slot assignment, the LICU prevents bottlerecks in the
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Block channel. The ability to prevent contention and bottlenecks is a key feature
of the FI system,

The mechanics of the VB and LS transmission procedures are identical,
Both procedures are based on the use of the sequence number in the message
header. The procedures are slightly different because the sequence numbers
have different implications in each channel, However, in both channels, the
sequence numbers prevent contention and bottlenecks. )

When a subbus is ~stablished, each time siot in that subbus has a2 sequence
number associated with it. Since subbuses are established gradually as the
systein operates, each subbus sequence number count is independent of other
subbus sequence number counts. When a DTE communicates on a subbus, the
DTE is assigned certain time slots — by specifying sequence number — in that
subbus in which is to transmit the assigned sequence numbers are stored in the
LIU.

As siated previously, the LIU inserts one of the assigned sequence num-
bers into the VB and L.S message headers during the sequence number wmodifica-
tion. The trancmission function procedures for each channel examine the mes-
sage header and place the message in the time slot which has the same subbus
number and same sequence number that appear in the message header. Timing
information from the LICU noiifies the LIU of subbus time slot boundaries. In
addition to maintaining this transmission discipline in the VB and LS channels,
the sequence numbers also ensure sequen?’.! processing of data in the LS channel.

YIRTUAL BUS DISCRETE COMMAND BROADCAST LAZY SUSAN

LT

VIRTUAL BUS B8LOCK LAZY SUSAN
TRANSMISSION TRANSMISSION TRANSMISSION
PROCEDURE PROCEDURE PROCEDURE

=“ EN ’

TIMING

LIU TRANSMISSION
e u

LOCAL INTRACONNECT (LT)J

HIY-08L25

Figure 4.6.C.1-1. LIU Transmission to LI. Utilizing timing irformation supplied by the
LICU, the LIU selects the appropriate procedure and places messages on the LI.
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Part 4 — Task III, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Subsection C — LIU to LI Data Transfers

2. BLOCK MESSAGE TRANSMISSION

Block message transmissions are synchronized with assigned time slots under
control of the LICU,

1 The Block message transmissivn process consists of a reservation sequenne
] and a transmission sequence. .

§ Reservation Sequence — In order to transmit a Block message on the LI,

3 the LIU must obtain a time slot assignment from the LICU. This is accomplished

' by a poll-response sequence during which the LIU informs the LICU of its need

for time slots, their size, and the type of message. The LIU response to the poll

is called a reservation reques..

The LICU requires six pieces oi information from the LIU: 1) The LICU
must know if a time slot is in fact decired. When occupied, the Block portion of
the LIU message storage contains messages which are in queue and waiting to
be transmitted. 2) Assuming there is a Block message, the LICU must know if
the message is point-to-point or broadcast since the latter does not require a
memory status check. 3) If the message is point-to-point the LICU must know
3 whether the message is for local transmission or external transmission since
] the memory status check performed for local transmiss.on is different from
; that for external transmission., 4) The LICU rmust know the destination EIU
address for external messages and the destination LIU address for local
messages. This data is needed since the LICU checks the status of the memory
in the destination before enakling the source LIU transmission. 5) The LICU
must know the source LIU address so that it knows which LIU is making the
request and can enable the proper LIU for transmission at the appropriate time.
6) Sine Block message lengths are variable and since the LICU packs messages
inte the Block channel in order to obtain maximum utilization of tie channel, it
needs to know message length, Based on the six items of irformation, reserva-
tion requests are either one 18-bit or two 18-bit words long.

The information needed to corstruct a reservation request is copied
when possible and derived only when necessary. Massage headers are the source
of copied information. The LIU accesses various parts of the header section and
assembles the information into a reservation request (see Figure 4.6.C.2-1), To
keep the LIU processing to a minimum, the same number of information bits are
specified in the reservation request as in the message header when conveying
the: same information, Thus, the LIU directly copies th source LIU address (z),
the destination EIU address (w), and {he destination LIU address (x) into the
appropriate fields of the reservation request structure. The reservation request
structure is described below.

The first reservation request word has the following format:

$ EEE LEEI uwuzz zZZZ
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The reservation flag () is a 1-bit fleld. The reseivation flag is asserted when a ,
time slot is desired. The message flag ('r) is a 1-bit field. The message flag b
is asserted for multiple destination messages. The destination address (£) is
a 7-bit field. The most significant bit (¢g) is asserted for 2xternal transmisgion.
The six least significant bits (£5 - £() then contain the EIU destination address
(w). The most significant bit (£g) is negated for loca! trans.nission. The six
least significant bits (€5 - £() then contain the LIU destination address (x). The
LIU source address«(z) is a'6-bit field. The 3 bits in the first reservation request
word are unused (u) and set to logical zero.

The second reservation request word has the following format:

T Utue UAAA X AAAA AAAA

ULYv-08L26
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Figure 4.6.C.2-1. Block Reservation Sequence. The reservation request contains the information
the LICU requires to assign a LIU a time slot. The LIU transfers a reservation request when

polled by the LICU.
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3

2., BLOCK MESSAGE TRANSMISSION (Continued)

The message total word count (1) is a 12-bit firld. The LIU biases the data sec-
tion word count (c) by 16 to determine tac overall inessage length, (Every header
section contains 16 werds.) The 6 bits of the second reservation request word are
unused (u) and set to iogical zero, If he reservation flag () is negated, the
second reservation request word is neither generated by the LIU nor transferred
by the 1.IU to the LICU.

During reservation periods, reservation polls and reservation requests
are exchanged between the LICU and LIUs. These exchanges are n.ade via the
LI. The LICU iuitiates a reservation period by asserting the Reservation Enable
line in the Control Bus Interface (CBI), The LICU transmits a one word reserva-
tion poil containing a specific LIU address to all LIUs., Each LIU correlates the
address in the reservation poll with their own unique address, The LIU whose
address matches that of the poll then trarsmits a reservation request back to the
LICU, Reservation polls and reservation requests are exchangcd at the LI data
rate of 99 Mb/s,

Transmission Sequence — After the LIU has transferred the reservation
request to the LICU, the LIU places the message lergth (A) in the word counter
(see figure). The word counter is decremented for each word placed on the
LI. Since transmission may be temporarily suspended by insertion of VB and
LS operations, the LIU uses the contents of the word counter, rather than a
time period to determine the end of message transfey,

The LICU initiates a transmission period by asserting the Transmission
Enable line in the CBI and transmitting a one word transmission poll to all
LIUs, The transmission poll contains the address of the LIU which has been
assigned the time slot, Only the LIU whose address correlates transmits during
the transmission period,

The LIU, which is assigned to the time slot in a given transmission
period, places one word of its message each time the LICU provides a Data on
Bus (DOB) pulse, After each word, the LiU decrements the word counter by one
(see figure). Before placing the next message word on the LI, the LIU checks
the VB/LS lines in the control bus interface to determine if a VB or LS operation
is required. The occurrence of a sub-bus time slot suspends a Block message
transmission until the completion of that sub-bus time slot. The Transmission
Enable line remains asserted during these pauses, thereby indicating the con-
tinuation of the same Block message after the pause.

After uny such pauses, the LIU once again places block message words cnto
the LI and continues to de so until the word counter reads zero. The Transmission
Enable rema’ns asserted for a brief period after the end of each Block message to
allow the destination LIU to perform the LII receive transfer ¢rror check (see
Topic 4.6.D.4. As part of the LII receive transfer error check, the destiration
LIU sends an ACK/NACK to the sourc? LIU After the source LIU has recetved
the ACK/NACK, the LICU negates Transmission Enable.

Upon receiving the ACK/NACX, the source LIl performs one of two
separate routines. If the destination LIU sent an ACK, the message was received
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_ without errors and the source LIU erases the message from the Block portion of

: its message store. The source LIU then assembles 2 reservation request for

:§ the next message in queue in the Block portion.

If the desdnation LIU sent a NACK, the message was received with errors
' the soiarce L1U reassembles a reservation request for the same message and
repeats the entire Block transmission procedure. The second message in queue
in the Block portion of the LIU message storage must wait until this fu'st message
in the queue is transferred to a destination LIU without errors.
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i
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Figure 4.6.C.2-2. Block Transmission Sequence. The LIU transmits a block message
when polled by the LICU. The LIU’s transmission may be temporarily .uspended by
the occurrence of a time slot in 1 virtual bus or lazy susan subbus.
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Part 4 — Task III, Preliminary Design Analysis
Section 6 — Local Intraconneect Unit Description
Subsection C — LIU to LI Data Transfers

3. VIRTUAL BUS AND LAZY SUSAN TRANSMISSIONS
The mechanics of the Virtual Bus and Lazy Sasan transmission processes are

nearly identical. Only the procedures for the sequence number modification
are different. '

The VB and LS messages are distributed in the VB and LS channels,
respectively, of the LI, Placement of these two types of messages on the LI is
handled by two transmission processes whose mechanics are nearly identical.

To review, the Ll (therefore each channel in the LI) is a time division
multiple access (TDMA) siructure, Before being divided up into time slots, the
VB and LS channels are each first partitioned into 63 subbuses., Each subbus
is then divided into tiine slots and cach time slot has a Sequence Number associ-
ated with it, The Sequence Number is a modulo 216 count. Each subbus Sequence
Number count is independent of the other subbus Sequence Nuiuber counts.

Each subbus has a group of DTEs assigned to it; either the DTE which
is the VB subbus controller, or the DTE which is the LS subbus source, or
the FI svstem manager assigns time slots to each DTE member of a subbus;
the member DTEs may only transmit messages in assigned time slots, The time
slots are assigned by specifying the Sequence Numbers which are stored in each
member DTE's associated LIU, During Sequence Number modification, the LIU
inserts one of the assigned Sequence Numbers into VB and LS message headers.

The VB and LS transmission processes are dependent on subbuses and
sequence numbers. The LIU monitors the VB/LS lines in the Control Bus Inter-
face (CBI) since transistions to stable logic levels notify the LIU of VB and LS
time slot boundaries. (The VB/LS control lines are in the quiescent state during
the Block channel.) The LIU also maintains a Sequence Number counter for the
subbuses of interest to the 1.1U's associated DTE.

Since the mechanics of tlie two processes are identical, the VB case is
discussed below with the LS case in parentheses,

The VB (LS) portion of the LIl message storage contains VB (LS) mes-
sages which are in queue and waiting to be transmitted in the VB (LS) channel of
the LI, When the VB (LS) portion cointains a message, the VB (LS) transmission
procedure places this message on the LI at the appropriate time. For the first
step in the transmission procedure, the LIU accesses the subbus number (v)
and the sequence number (q) in the header of the first message in the queue (see
figure). The LIU then monitors both the VB/LS control lines and its own Sequence
Number counter for that subbus number (v). The LIU transmits a VB (L.S) mes-
sage in a time slot in the 1.I when the binary representation on the VB/LS con-
trol lines matches the subbus number (v) and when the Sequence Number counter
matches the Sequence Number (q).

The LIU continues io place message words on the LI until the VB/LS
control iInes change. When they change, the binary representation n. longer
matches the subbus number (v) in the message header, Since, in esizbiishing
the subbus the VB subbus controller (LS gubbus source) establishes time slots
which we e of sufficient size for the length of messages generated by the DTE
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members, the entire message will have been sent. The VB (LS) transmission
procedure is then repeated for the next message in queue in the VB (LS) portion
of the LIU message store.

Unlike block transfers, ibhe LIU does not retain copies of messages until
an acknowledge is received from the destination LIU. Retransmission of VB and
LS messages is the responsibility of the source DTE. (An LIU retransmission of
an LS message destroys the proper sequential processing of a data field.)
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?

YES
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?
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Figure 4.6.C.3-1. VB and LS Transmission Process. In the Virtual Bus and Lazy Susan
Channels, the LIU places the corresponding message in the time slot which has the same
subbus number and the same sequence number that appears in the message header,
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Subsection D — LI to LIU Data Transfer

1. OVERVIEW OF TRANSFERS FROM LI TO LIU

The LiU uses three separate reception processes in accepting messages from
the LI. It also performs checks to ensure that transfers from the LI were
correct,

Reception of messages from the LI involves a sequence of message recep-
tion, message checks, and message modifications (see Figure 4.6.D.1-1).
Three reccption processes — Block, VB, and LS — handle acceptance of the respec-
tive messages types from the LI. All three reception processes respond to
i timing and control information supplied to the LIU by the LICU via the CBI.

1 The message checks ensure the validity of the message; the message modifica-
; tions prepare the message for transfer from the LIU to its associated DTE,

For Block message reception, the LICU initiates message reception in
1 the LIU and notifies the LIU when reception is suspended. As in the LIU to LI
3 transfer, Block message transfer from the LI to the LIU may be temporarily
suspended by the occurrence of a time slot for a VB or LS subbus. Ail LIUs
continue reception pending the outcome of a destination check, If this check is
negative, the LIU halts message receptivn, I the check is positive, the entire
message is stored in either the local or external portion of the LIU message
store, depending on the message source,

For VB and LS message reception, the LICU nctifies the LIU of subbus
time slot boundaries. The LIU selects messages from those particular sub-
buses of interest to its associated DTE and stores them in the VB/LS portion
of its message store. The LIU selects every VB message in a particular cub-
bus of interest, excluding thosz messages that it transmitted, The LIU selects
those LS messages whose Sequence Number immediately preceeds the Seauence
Numbers that th= LIU is assigned to transmit on, thus ensuring sequential proc-
essing of a data fleic.

The transfer error check consists of a header parity check which has a
stringent acceptanrce threshold and a data parity check which has a predeter-
mined, but variahble threshold,

The message type determination verifies the message type code in the
message headev and sets message prccessing flags in the LIU. The authoriza-
tion check determines if the LIU's associated DTE is authorized to receive a
particular message.

The address conversion function translates source and destination
addresses iu the message Lender from the FI's addressing scheme to the
DTE's addresoing scheme, The System Time check is an intrusion detection
service provided by the FI to the user which prevents stale and invalid mes-
sages from disrupting normal operations,

Upon completion of this series of events, the message received from
the LI is certified as valid and is ready for transfer to the DTE,
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Figure 4.6.D.1-1. LIU Reception From LI. The LIU performs the necessary validation checks
to ensure proper transfer to its asscciated DTE. ’
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2. BLOCK MESSAGE RECEPTION PROCESS

Message acceptance/rejection decisions are rapidly performed since the first
four words of the header contain all the information related to message recep-
tion needed by the LIU,

Block messages are removed from the Block channel of the LI by the
Block reception process (see figure) and are stored in either the local or the
external portions of the LIU message store. The Block reception procedure
responds fo control signals supplied to ithe LIU by the LICU via the CBI. The
Block reception process is the inverse of the Block transmission sequence used
to transfer messages to the LI from the LIU,

The LICU must notify every LIU when reception of a Block message
starts and when reception is suspended since VB and LS channels may interrupt
Block message transmission, Notification of the starting point is required since
the beginning of a Block message is not always coincident with the beginning of a
Block transmission. This Block message arrangement contrasts with the VB and
LS message arrangement in which VB and LS messages always start at the begin-
ning of their respective channels,

The LICU initiates a transmission and reception period by asserting the
Transmission Enable line in the CBI. It then transmits a one word transmission
poll to all LIUs. Each LIU correlates the address in the transmission poll with
its own address (see TI'igure 4,6-20). Those LIUs whose addresses did not
match begin reception procedures; the LIU whose address did match transmits,

Each LIU uses word pulses to gate message words from the LI, After
the removal of each word from the LI, each LIU checks the VB,/LS control line
to determine its state. Message reception is temporarily suspended if the VB/
LS control lines are no longer in the quiescent state, The Transmission Enable
line remains asserted during these pauses, thereby indicating the continuation of
the same Block message subsequent to the pause, After the pause, the LIU once
again uses word pulses to remove message words from the LI,

The destination check is a parallel check on the destination addresses
(w,x) and the megsage type code (t) (since discrete, command, and broadcast
messages are all distributed in the Block channel of the LI), For discrete and
command messages, the LIU correlates the destination address (w, X) in the
sccond word of the message header with its own unique address., For broad-
cast messages, the LIU correlates the message type code (t) in the first word
of the message header with the valid message type code for broadcast messages.
If either correlation yields a match, the LIU reads the entire Block message
into that portion of its mcssage store dictated by the source check, If neither
correlation yields a match, the LIU halts reception, erases that part of the mes-~
sage already read in, and waits for the next assertion of Transmission Enable.
The source check is a check on the source address (y) in the third word of the
message header. The LIU places a block message from an LIU within the same
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shelter into the local portion of its message store; it places a Block message
from an LIU in a different shelter into the external portion of its message store.
With this arrangement, extensive local Block message reception activity does not
prevent an LIU from receiving external Block messages.

With each message word loaded, the LIU increments the word count and
compares the total with the overall message length, To determine the overall
message length, the LIU adds 16 to the data section word count (c) in the fourth
word of the message header. The entire message has been received when the
contents in word count equals the overall measage length, After receipt of the
entire message, theLIU performs a transfer error check. Based on the out~
come of this check, the destination LIU sends to the source .IU an ACK or a
NACK. The reception period is complete when the source LIU receives the
ACK/NACK and the LICU negates the Transmission Enable.

( enter )]  cLEARWORDCOUNT ]

!

DETECT ACTIVATON OF
TRANSMISSSION ENABLE

| READTRANsISsiONPOLL |

H16-08.26

BOMPARE WITH OWN ADDRESS J

NO [ REMOVE MESSAGE WORD
FROM LI
1
| INCREMENT WORD COUNT |
SOURCE CHECK
VES NO | oetectvenisconTROL |
| MATCH /—
?
PLACE IN PLACE IN
LOCAL EXTERNAL
[ TEST WORD COUNT ] l DESTINATION CHECK 1
i
YES
MATCH
?

L—-< SXIT 1O ERASE MESSAGE NO
TRANSFER
YES ERROR CHECK)‘.‘ FRAGMENT

Figure 4.6.D.2-1. Block Reception Process. The mechanics of removing a message word
from the LI are the inverse of the mechanics of placing a message word on the LI
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3. VIRTUAL BUS AND LAZY SUSAN RECEPTION PROCESSES

The LIU accepts only those VB and LS messages which are received on a
predetermined (programmable) set of subbusses.

The VB and LS messages are accepted from their respective LI channels
by separate processes and ctored in the VB/LS portion of the LIU message
store. The VB and LS reception processes respond to timing information sup-
plied to the LIU by the LICU via the CBI. The mechanics of the two processes
are identical.

The VB and LS reception processes are dependent on subbus and
Sequence Numibers. The LIU monitors the VB/LS control lines of the CBI since
transitions to stable logic levels notify the LIU of VB and LB time slot bound-
aries., The LIU maintains a Sequence Number (SN) counter for the subbuses which
are of interest to its associated DTE.

An LIU receives every VB message in a particular subbus of interest
(excluding those messages that the LIU transmitted itself). That is, the LIU
removes VB messages from a time slot in the LI when the binary representa-
tion on the V5,/LS control linres match a subbus of interest and when the
Sequence Number counter does not match any Sequence Number on which the
LIU is assigned t transmit. (See Figure 4.6.D.3-1.)

An LIU receives selected LS messages in a particular subbus of
interest. The LIV removes a LS message from a time slot in the LI when the
binary representation on the VB,’LS control lines match a subbus of interest
and when the Sequence Number counter immediatelv precedes any Sequence
Number on which the LIU is assigned to transmit. In this manner sequential
processing of a data field in a message on a particular subbus is guaranteed.

The LIU uses word pulses from the LICU to remove each VB and LS
mescage word from the LI, The LIU continues removing the message words
until the VB/LS control lines indicate the end of the time slot by changing to new
logic levels (see Figure 4.6-21), The LIU does not maintain a word count
to determine when the entire VB or LS message has been received. It is
required that, in establishing the subbus, the VB subbus controller or LS
subbus source establish time slots which are the proper size for the length
of messages generated by the DTE members of that subbus.
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Figurc 4.6.D.3-1. The VB and LS Reception Procedure. The mechanics of message removal
from the LI are identical for Virtual Bus and Lazy Susan messages.
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Part 4 — Task I1I, Preliminary Design Analyzis
Section 6 ~ Local Intraconnect Unit Description
Subsection D— LI to LIU Data Transfer

4, RECEIVE ERROR CHECK

The header error check has a stringent acceptance threshold while the data
error check has a predetermined, but variable acceptance threshold. The
header error check assures the accuracy of the FI related control information,

Once the LIU has removed an entire message from the LI, the LIU
executes a series of checks on the received message. The first check is the
Receive Error Check,

After receiving a Block message, the LIU performs a longitudinal parity
check on both the header and data sections of the message. If the messages
pass the parity check, the LIU immediately sends the source LIU an ACK (see
figure. If the message does not pass the parity check, the LIU sends an imme-
diate NACK to the source LIU and generates a command error message
addressed to the FI manager. The command error message states that there
was a reception error on the LI. The LIU then erases the erroneous Block
message.

After receiving a VB or LS message, the LIU performs the same longi-
tudinal parity check as above. However, the LIU does not sernd an ACK/NACK.
The LIU simply initiates an error procedure if the message does not pass the
parity check.

During the error procedure, the LIU (1) generates an error command
message addressed to the source DTE which notifies the source DTE of the
error message, (2) generates an error command message addressed to the FI
manager which reports the received message did not pass the parity check, and
(3) erases the erroneous Virtual Bus or Lazy Susan message.

Implementation of a rapid ACK/NACK during the error check for block
messages maximizes Block message throughput. When the source LIU receives
an ACK it erases the message just transmitted from the Block portion of its
message storage and prepares to transmit the next message in the queue. This
turn-around time is much less than would be required if the ACK was contained
in a separate Block message of ixs own.

In the error procedure for VB and LS messages, it is critical that the
LIU addresses a command error message to the source DTE rather than to the
source LIU since a source LIU retransmission of a LS message could destroy
the proper sequential processing of the data field in the LS message.
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Figure 4.6.D.4-1. The Receive Error Check. The LIU performs an error check on both the data.
and header, notifies FI manager of errors, and maintains a source accountability of all errors.
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Part 4 — Task III, Preliminary Design Analysis
Section 6 — Local Intraconnect Unit Descripiion
Subsection D — LI to LIU Data Transfer

5. ADDITIONAL MESSAGE CHECKS

The LIU performs two validity checks and an address conversion on messages
received from the LI,

The LIU determines message type, checks message authorization,
and performs an address conversion in preparing a message for transfer to the
DTE. The characteristics of these message processing functions are shown in
Table 4.6.D. 51,

, In performing the message type determination, the LIU correlates the

J message type code in the first word of the received message header with its

4 own list of valid message type codes. If the correlation is svccessful, the LIU
i sets the appropriate message processing flags. This correlaticn process is
the same as the correlation process in the transmit message type determina-
tion. The distinction between the two message type determinations lies in the
corresponding error procedures.

During the error procedure for the receive message type determination,
the LIU (1) generates an error command message addressed to the source DTE
which notifies the source DTE that it must retransmit its message (2) generates
an error command message addressed to the FI Manager which reports an
invalid message tyue code in the received message, and (3) erases the erroneous
received message.

The receive authorization check is the counterpart of the transmit
authorization check and prevents a DTE from gaining access to unauthorized
; information. The check is based on authorization tables stored in the LIU,
| For discrete, command, and broadcast messages, the LIU correlates the
source address (y, z) in the third word of the message header with its list of
authorized source addresses. For VB and LS message=, the LIU correlates the
subbus number (v) in the first word of the message .\« »ier with its list of
authorized subbus numbers. If the: LIU finds a .:~’c. Juring the correlation
process, the LIU's associated DTE is authorize¢d ‘> receive that message, If
the LIU does not find a match, the DTE is unau.uorized to receive that message
and the LIU initiates an error procedure.

During the error procedure for the reccive authorization check, the
LIU (1) generates an error command message addressed to the source OTE
that it must request a change in the recipients authorized environment, (2)
generates an error command message addressed to the FI Manager which
reports an attempted use at an unauthorized environment, and (3) erases the
erroneous received message.

The receive address conversion allows each user group of the FI to use
its own device addressing scheme indepeadent of the FI addressing scheme.
The receive address conversion is the inverse of and similar to the transmit
address conversion. The distinction between the two lies in the corresponding
error procedures,
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During the error procedure for the receive address conversion,
the LIU, (1) generates an eicor command message addressed to the LIU's
associated DTE which notifies the DTF that either the DTE must obtain for
its LIU all necessary virtval/real address pairs or the DTE must accept real
addresses, (2) generates an error command message addressed to the FI
Manager which reports that the LIU does not have the virtmal address counter-
part for a particular virtual address, and (3) erases the erroneous received
message.

TR T e

TABLE 4.6.D.5-1. MESSAGE CHECK CHARACTERISTICS

RECEIVE MESSAGE TYPE CHECK
e similar to transmit message type check
e determines typ2 of message
e correlation process identical .
e error procedure different

RECEIVE AL AHORIZATION CHECK
e counterpart of transmit authorization check
e restricts DTE access to information
e correlation process similar
e error procedure different

RECEIVE ADDRESS CONVERSION
e inverse of transmit address conversion
# converis real to virtual address
e error procedure different
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Part 4 — Task III, Prelimiuary Design Analysis
Section 6 = Local Intracoanect Uuit Description
Subsection D — LI to LIU Data Transfer

6. SYSTEM TIME CHECK

The: System Time check function prevents an intruder from rebroadcasting mes-
sages in order to spoof the operations of the FI.

The System Time check function is an intrusion prevention service pro-
vided by the FI. In performing the System Time check, the LIU accesses the
System Time (g, h, j, k) in the seventh through tenth words of the message header.
The LIU then adds a pre-established maximum elapsed time (At) between mes-
sage generation by a source DTE and message reception by a destination DTE
to the System Time (ty) in the message neader (see figure). The LIU compares
the sum of ty and At with the current System Time, tj, in the LIU's time counter.
If the sum exceeds the current time, that is if t, + At >t;, the message was
received within the permitted time margin. If the current time exceeds the
sum, thatis, if t; >ty + At, the LIU initiates a warning procedure.

During the warning procedure for System Time check, the LIU (1) gen-
erates a warning command message addressed to the L.IU's associated DTE which
notifies the DTE that the following message is potentially invalid, and (2) gen-
erates a warning command message addressed to the FI Manager which repor.s
that a message was received after the allocated time interval.

The pre-estahlished value of At incorporates several elements. These
elements are the veriance Letween the System Time clocks in each shelter, the
message processing times required by the source and destination LIU's and
the transmission delay times associated with normal FI operation, The value
of At Is entered into the LIU during system initialization via a command message.

The elapsed time (At) may be exceeded for two reasons. One pcssibility
is excessive time delays on the FI due to bottlenecks. Since prevention of bot-
tlenecks is one of the key features of the Fl system, this possibility is unlikely.
The other possibility, assuming the pre-established value has been select .d
propeily, is that an intruder has recorded some messages previously distributed
by the ¥I and is rebroadcasting those messages. The LiU dewects these rebroad-
casted messages because of the excessive time differ :nc> between the gener-
ation of the original message and the reception of tne rebroadcasted message.

Upon completion of the System Time check, control of the received mes--
sage is given tothe PS] output procedure.
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Figure 4.6.D.6-1. System Time Check. The System Time Check establishes a maximum
desired elapsed time between message generation by a source DTE and message reception
by a destination DTE.
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Part 4 — Task III, Préliminary Design Analysis
Section 6 — Local Intraconnect Unit Description
Subsection E — LIU to DTE Data Transfers

1. OVERVIEW OF LIU FUNC'1{ONS FOR LIU OUTPUT TO DTE

The methodology of data transfer from LIU to DTE is the dual of the methodology
of data transfer from DTE to LIU, with the exeeption of a programmed "wait"
which allows the DTFE to perform an error check on the received message.

The PSI output proccss is given control of 2 message after the message
passes all checks and after all modificationc are completed. The LIU transfers
a message to its assoeiated DTE via the PSI and then waits a predetermined,
but variable time interval for a request for retransmission message from the
DTE.

In transfers to the DTE, the CTE and LIU participate interactively in a
standardized asynchronous transfer methodology. This is the dual of the
mcthodology for transferring mcssages from the DTE to the LIU,

The LIU uses the control lines of the PSI to initiate message transfer
and to indicate the beginning and end of message. The data word count (C) in
the fourth word of the message header provides the LIU with the required
mcssage length information. The DTE uses the control lines of the PSI to
control the instantanecus transfer rate.

If, aftcr recciving a message from its associated LIU, the DTE finds
the message unacceptable due to errors, the DTE generates 1 command error
message whieh rcquests the LIU to retransmit the message, After eaeh
message transfer, the LIU waits a time interval, Tee, for an error message.
If no error message :rrives within Teq, the LIU erases the previously trans-
ferred message and then transfers thc next message across the PSI to the DTE,
If an error message does arrive within Tee, the LIU retransfcrs the old
message to its associated DTE and generates a command error messagc
addressed to the FI manager,

The time interval, Tec, is programmable, It is based upon the process-
ing speed of the LIU's associated DTE and is placeg in the LIU at system
initialization or during system reeonfiguration via a command message.

Some DTEs may not be interested in message header information or may
be unable to use the message header information. In these cases, a DTE can
request that its associated LIU never transfers a header across the PSI, In
responding to such requests, the LIU removes the header from every message
and transfers only the data section, (See Figure 4.6.E.1-1.) These cases are
referred to as the "prefix header' case,
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Figure 4.6.E.1-1. LIU Output to DTE. The transfer error check assures the validity of a
message transfer to the DTE,

4.6-53




3

LILL T RS

3 e e

T SR e S B T S P iy R L RO A iy 4 iny e s

Part 4 — Task III, Preliminary Design Analysis
Section 6 — DeScnptlon of Local Intraconnect Umt Description
Subsection F — LIU Block Diagram

1, LIU FUNCTIONAL BLOCK DIAGRAM

The use of dedicated logic for message gating and microprocessor technology
for message processing supports the high interface data transfer rate require-
ments while maximizing LIU flexibility,

The LIU transfers messages between the DTE and the LI, During these
transfers, the LIU performs checks and modifications to the messages. To
<ahance LIU flexibility in executing these functions, the use of special or dedi-
cai2d circuitry is avoided wherever possible, However, high speed, dedicated
logic is ¢ "~~- on the LIU side of both the PSI and the LII (see figure). Mes-

sages are t - .arred across the PSI at 180 Mb/s and across the LII at 90 Mb/s.

While these rates require the use of dedicated logic, the parallel (18-bits wide)
nature of these interfaces aliows the use of existing and well established tech-
nology. Microprocessor technology is used for all other tasks performed by
the LIU, including control of the message transfers., At the PSI the microproc-
essor sets up the conditionc of message transfer; at the Lil, the dedicated logic
responds to timing information supplied by the LICU via the TBI.

The LIU contains a RAM to store messages being transferived between
the PSI and the LII, When receiving messages from its associated DTE and
when receiving messages from other LIUs, the LIU performs several checks
and modifications. Since these checks and modifications need not be performed
at the transfer rate of the PSI or of the LII, this message processing is per-
formed by a microprocessor affording the LIU maximum flexibility.

The routines for the microprocessor, stored in read only memory
(ROM), both the sequence of message processing events and the error pro-
cedures. As a result of the microprocessor implementation, changes in

operational procedure do not necessitate a redesign of the LIU, The LIU has
the flexibility to adapt to an addition or dcletion of a message modification, the
redefinition of an error procedure, or even a restrueturing of the message
header,

The LIU contains additional RAM to store information required for the
various message checks and modifications. Stored are address coenversion
tables, authorization lists, current message numbers, and assigned sequence
numbers (the LIU only stores information pertinent to its associated DTE),

Besides the dedicated logie required for message transfer, the LJU has
sceveral additional groups of dedicated logics  These are the error cheek logice,
the memory status logic, and the System Time counter. The error check logic
performs a longitudinal parity check on all messages while the memory status
logic computes the availability of space in the RAM message store and reports
the results to the LICU. The System Time counier maintains the correct value
of System Time.
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SECTION 7
EXTERNAL INTRACONNECT UNIT (EIU) DESCRIPTION
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Part 4 — Task IIl, Preliminary Design Analysis
Section 7 — External Intraconnect Unit (EIU) Description

1. EIU FUNCTIONAL BLOCK DIAGRAM .

Four functional areas of the EIU provide a gateway for asynchronous message
transfer between the LI and EI, and generate timing signals for the EI, Imple-
mentation of the EIU with state-of-the-art technology provides for negligible
development risk, :

As shown in Figure 4.7,1-1, the functions performed by EIU can be par-
titioned into four areas: the message buffer and transfer control, the Key Gen-
erator (KG) interface controls, the fiber-optical transmitter /receiver, and the
timing generator.

The message buffer and transfer control interfaces directly with the LI,
providing message buffering, generating handshake controls, and controliing the
EI timing configuration. Since the KG unit to be used for FI secure data trans-
mission is not yet specified, the KG interface control will not be elaborated upon
in this report, The fiber-optical transmitter/receiver performs optical to elec-
trical signal conversion for reception and vice versa for message transmission.
It also provides EI regeneration functions. The timing generator supplies trans-
mit and receive timing and clocks.,

The interface with the LI involves 18-bit data reception and transmission
in a half-duplex mode. Message reception is under the control of the control bus
(12 lines). The EIU categorizes the sequence of received VB or LS messages and
retransmits them on the appropriate bus slots. The EIU also receives external
memory status reports from each local LIU for the front-end handshake of the
external message transfer,

Separate transmission and reception buffers are used in the EIU, The
capability of simultaneous data store and read out at different memory locations
is a highly desirable feature for optimizing memory size and reducing transmis-
sion delay, since the message can be read out for re-transmission shortly after
having been received.

The iocal and external transfer handshakes are two different processes,
The local handshake involves generation of reservation requests, transmission
enable sensing, outbound message detection, and ACK/NACK reception., LI hand-
shake is carried out over the control bus and on the 18-bit data bus. External
handshake includes message counts, transfer request, transfer grant, and ACK/
NACK. Since EI handshake is carried out via the EI, the EIU incorporates the
transfer hi ¢1shake into the timing structure.

The fiber-optical transmitter and receiver performs electrical to optical
and optical to electrical signal conversions at the 20 Mb/s data rate. Tor a 60
Mb/s EI capacity, three fiber-optic chanuels each are provided for transmis-
sion and reception. In addition to data transmission and reception, the unit also
regenerates all signals on the EI, thus providing a repeating function at each
shelter,

The timing generator synchronizes to or generates External Intraconnect
timing for the transmit and receive buses. Each EIU has the capability to auto-
matically generate EI indicator timing or sync to another EIU. The functions
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include generation of cycle time, slot time, clock pulses, time acquisition
sequence correlations, detections, and timing compensation. The timing generator
is capable of coordinating with message buffer and transfer control functions to
perform external timing configurations.
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Part 4 — Task I, Preliminary Design Analysis
Section 7 — External Intraconnect Unit (EIU) Description

2, IMPLEMENTATION OF EIU MESSAGE BUFFER AND TRANSFER CONTROL

Maximum use of microprocessors is made for medium speed and non-time-
critical functions., Hi-speed gating and processing functions are implemented
with discrete integrated circuits (IC).

The EIU message buffer and transfer control function is implemented
with a microprocessor and discrete integrated circuit components as shown in
Figure 4,7.2-1.

Line drivers and receivers serve the interface between the LI and EIU,
The LI is an 18-bit wide bi-directional data bus requiring tri-state operation.

The drivers must be capable of driving all the local receivers (LIUs, LICU and
EIU) at a 5 Mb/s data rate.

Both input and output memories are shared by various types of messages
providing greater flexibility and better memory utilization, For example lower
V Band LS traffic provides more capacity for block message storage. Random
access memory ICs (RAM) are used due to their large storage capacity, small
physical size, high access speed, low power consumption, design simplicity, and
availability, To provide memory sharing capability, a memory table indicating
the beginning address and the length or the end address of a message storage is
constructed for each message storage configuration., When a message is read
out, the memory table is first read out as a pointer leading to the desired mem-
ory address. Simultaneous read-ouf and write-in can be achieved by use of an
address registcr. After each word is written in the memory, the address is
stored in the register. The read-out address is then loaded into the address
counter to read out a word at the desired address. The RAM is actually operated
as a FIFO, This capability enables message transmission during reception or
vice versa.

A microprocessor is employed for lower speed or non-time critical
processing. These include front-end handshake, timing acquisition computation,
timing configuration processing, message count, reservation slot count, and
transfer grant table generation. The configuration message received from the FI
Manager requires pre-processing to convert it into a suitable form, These steps
are carried out by the microprocessor. During timing accuisition, the necessary
epoch detection checking, delay measurements, and timing compensation controls
are also performed by the microprocessor. Tne LI external memory status table
and the timing configuration data are generated and controlled by the microprocessor.
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Part 4 — Task IIl, Preliminary Design Analysis
Section 7 — External Intraconnect Unit (EIU) Description

3. OPTICAL TRANSMITTER/RECEIVER

Data transfer using optical techniqnes provides high information-carrying capac-
ity and low error rates over long distances.

Fiber-optical links are used as the transmission media for the External
Intraconnect (EI). Transmission of messages on the EI is 3 bits in parallel on
the transmit bus and 3 bits in parallel on the receive bus; each transmitted at
20 Mb/s rate on a single fiber, providing a total of 60 Mb/s capacity for the
FI external intraconnect. Three sets of transmitters (for the transmit bus) and
three sets of receivers (for the receive bus) are needed in each EIU for electro-
optical conversion and regeneration (repeating) functions.

Passive coupling on the fiber-optic EI was not implemented because tap-
ping of the EI by many shelters causes significant losses in optical power. Typ-
ical insertion logses are in the range of 2 dB {rom light source to fiber cable or
from fiber cable to detector, and 3 dB for cable to cable splicings. (The insertion
loss is a function of cable end preparation, numerical aperture, device geometrics,
and termination technique.) In a re-deployment environment, higher loss could
result from untailored connections and the difficulty of keeping the cable ends cor
connectors clean. In addition to insertion loss, there are cable and optical
branching losses. Losses are a function of system configuration, dispersion
and topology, and vary for different deployments,

The repeater function is built into the optical transmitters and the ra-
ceivers, The signal is regenerated in each, yielding point-to-point optical
links. In order to prevent possible disruption due to power failure, disawility
of the transmitter or receiver mechanism or shelter loss, a bypass fiber-
optical link is provided. This link assures the continuation of the optical wave-
guide even though the repeater fonction is disabled, The bypass is long enough
to reduce its vulnerability to shelter-directed enemy action. The deluy of the
bypass is made the same as that of the repeater to assure the signals at the
point-of-joint are coherent in the "bit" sense (not in the light coherency sense).
Figure 4. 7.3-1 depicts the configurations of the transmitter and receiver.

The optical signal transmitted from the previous EIU is received,
cenverted into an electrical signal and then converted back to an optical signal
for re-transmission., During the transmission time of the EIU, the multiplexer
between the two converters switches to the transmit message buffer for local
message transmission, Since in the TDMA format only one subscriber trans-
mits at a time, there is no other signal on the optical waveguide. The trans-
mitter converts electrical signals into optical signals for transmission on the
optical waveguide. The electrical signal which drives the optical source is TTL
compatible. The signal waveform is baseband digital.

The receiver structure (for the receive bus) is identical to that of the
transmitter except that a signal path to the receive buffer is provided for incom-
ing messages,
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Part 4 — Task I, Preliminary Design Analysis
Section 7~ External Intraconnect Unit (EIU) Description

4, GENERATION OF EXTERNAL TIMING

Flexibility in EI configurations is provided through the use of programmable tim-
ing controls. External timing acquisition, as well as transmit bus and receive
bus timing harmonization, are provided by the timing generator,

In order to maintain independence of the external and local timing, it is
necessary to have an external intraconnect timing generator in each EIU, The
timing generator under control of a microprocessor supniies all needed timing
marks, clocks, and message transfer timing controls for the EI. The transmit
and receive timing are supplied by two identical sets of hardware since compen-
sation of propagation delay makes it necessary to use separate timing references
for transmission and reception. As shown in the figure, the basic structure
of the timing generator includes a clock source, a timing chain, and timing de-
coders. The timing chain receives pulses from the clock source and divides them
down to the required period. Outputs of the timing chain are used for clock pulse
generation and decoding. The timing chain clock is 10 MHz providing a timing
resolution of 100 nsec. The timing chain is preset by loading bias for propaga-
tion delay compensation and epoch counts, Timing informatien is extracted from
the timing chain by the microprocessor for computing spacings of consecutive
epoch sequences and detecting the order of epoch numbers alorg with the order of
polled addresses.,

An epoch number register and sequence correlators are used for timing
acquisition. The epoch sequence, generated by the master timcr is stored in the
register. (Any EIU may be designated the "master.") The EIUs determine the
epuch by correlating the sequence from the master with their pre-stored epoch
number,

Following the epoch correlation process, final synchronization is ac-
complished by use of an early-late gate correlation irom which a timing bias is
derived.

The timing decoding consists of basic decoding and programmable decod-
ing. The basic decoding provides timing signals for essential system operations.
R is fixed designed and is not affected by timing reconfiguration. Programmable
decoding generates timing signals on the basis of opsrational needs such as VB

-and LS capacities, numbers of EIUs, and the length of the cvcle time. The pro-

grammable decode function is capable of receiving configuration data and gen-
erates timing signals accordingly.
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Part 4 — Task IIl, Preliminary Design Analysis
Section 7 — External Intraconnect Unit (EIU) Description

5. BLOCK MESSAGE TRANSFER: LI TO EIU i

A dedicated message flow control line from the LICU simplifies receive proce-
dures and optimizes the use of the EIU buffer.

The EIU receives Block messages from the LI in a sequence of steps
controlled by the LICU as shown in the figure. -Block messages can be broad-
cast or transmitted point-to-point and message length can vary up to 1040 (16
header plus 1024 data) 18-bit words. Reception is initialized by sensing the
"outbound message' signal from the LICU, The use of a dedicated line for this
purpose eliminates the need to constantly detect the destination address of each
message transfer. Tae transmit enable line is always activated during the entire
period while the messuge is being received, The sensing of the outbound mes-~
sage indicator sets a flag which in turn enables reception gating. The flag is re-
set when the transmit enable line is deactivated at the end of message transmis-
sion, Transfer gating is disabied during the local VB and LS bus times therefore
temporarily halting Block message transfers., Block message transfers resume
when the VB or LS slots are over. At the end of message transfer (unlike the
LIUs) the EIU does not generate ACK/NACK since they are generated by the
destination LIU.

Each word of the message received from the LI is loaded intc a register
before storing in memory., This allows time for the EIU to determinc if the mes-
sage is a timing configuration message or a Short Block message, In the case of
the former, these messages are routed to a preassigned memory location which
the microprocessor can access in when generating configuration data messages.

Short Block messages must be identified so that they can be stored in a
manner which facilitaies transmission in the Short Block message slots.

The memory is shared by all types of messages ~xcept the configuration
message. When storing a message, the startinc address and message iength are
loaded into 2 memory location table. Since the RAM memory is desiyaed to be
capable of simultaneous read and write (First In First Out fashion) it is possible
to transmit prestored VB or LS messages while storing Block messages.

Messsage count, which is used in the front end handshake process, is
incremented by one each time a message is received from the LI,
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Part 4 — Task ITI, Preliminary Design Analysis
Section 7 — External Intraconnect Unit (EIU) Description

6. BLOCK MESSAGE TRANSFER: EIU TO EI

Handshake controls which prevent bottlenecks and bus saturation problems are
implemented within the microprocessor control structure of the EIU,

The EIU decides the number of Block messages to be transmitted in the
forthcoming cycle., This task — the "handshake'' — must be performed before the
start of the cycle.

The first part of a handshake process is the message count (see Figure 4.7.6-1A),
The message counts contain two parts: the EIU and FI message counts, The E(D
message counts are generated in each EIU while the FI message count is the sum
of the EIU counts generated by all the EIUs on the FI. The EIU message count is
incremented by one whenever a Block message is received from the LI, The count
is transmitted during the each EIU's assigned message count transfer slot and is
received by all EIUs, Using these counts, each EIU generates a table based on the
order of receptions, The message count table establishes the order of the transfer-
request slots and message tran ‘missions during the Block transfer time. An
upper limit is set for the total message count for each cycle time. (A maximum
number can be assigned to each EIU to assure that slots are more evenly distributed
among the EIUs,) Once the upper limits are reached, no additional message counts
are transmitted by any EIU,

The Short Block message transier slots following the message count transfer
slots provide adequate time for message count receptions and processing. During
the 40 transfer-request slots (which constitute the first 40 message counts) the
EIUs transmit transfer-requests, one for each message, to indicate destina-
tion address and message length, This information is stored by all EIUs. The
transfer grant is sent by the destination EIU by indicating its address and ap-
proval of the intended transfer. (For broadcast messages, no destination address
is transmitted and it is so indicated in the transfer-request.) Using the micro-
processor, the EIU constructs a table containing message count, transfer-
request, and transfer-grant, From the table, the microprocessor determines the
availability status of all EIU receiver buffers, and the duration of each message
transmission, During Block transfers, the transfer-request (which is granted by
the destination EIU) enables the message transmission (Figure 4.7.6-2).
Transfer-requests which are denied are skipped and the next request is examined
for message transfer gating, This transfer gating process is based on the accum-
ulated message count table, transfer-request table, and transfer-grant table,

The last step of message transfer from an EIU to the EI is the reception
of ACK/NACK. The transfer-grant table is used again. The slot which corres-
ponds to the order of the message transfer is gated for ACK/NACK reception.

The received ACK/NACK is then passed back to the source LIU via the LI.
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Part 4 — Task I, Preliminary Design Analysis
Section 7 — External Intraconnect Unit (EIU) Description

7. BLOCK MESSAGE TRANSFER: EI TO EIU

Reservations and handshake are accomplished in one EI cycle by the EIUs, utiliz-
ing this pretransmission information to reduce message transfer processing.

The EIU receives Block messages based on the timing structure and hand-
shake controls. The Block message is transferred using distributed reservation
control and transmitted during a time which is systematically constructed into
the timing structure,

As shown in the figure, each reception is accompanied by handshake
procedures. During each cycle, the transfer-request (which indicates the destina-
tion address and the message length) are stored by each EIU., A table is generated
to indicate the length of each message, and whether the message is to be trans-
mitted or received. (For broadcast messages, only the message length is stored.)
The reply to transfer-request is delivered via the transfer-grant slots. Transfer-
grants from all EIUs are stored and a table is generated which matches the
transfer-request table, During the Block message transfer time, the EIU reads
out the first transfer-request and transfer-grant from the tables for the first
message reception. If the destination address matches the EIU address and the
transfer is granted, or the incoming message is a broadcast message, reception
is enabled. If the destination does not match the EIU address, the incoming mes-
sage will not be stored. If the destination address matches the FiU address and
the transfer is not granted, the message will not be received and the EIU will
read the next reservation.

All EIUs use identical steps for Block message reception. The reception
control, the transfer-request and transfer-grant tables are generated by the
microprocessor in advance. As a result, real time detection of destination ad-
dresses from the message header is avoided and high speed special hardware for
address detection is not needed. The reception control table is implemented with
a simple random access memory (RAM) with incremental addressing.

The received Block message is entered into a memory organized to pro-
vide FIFO type operation. The addressing scheme is identical to the memory
structure for message transfer from LI to EI as described in previous topics.

The last step of the Block message transfer is the ACK/NACK transmis-
sion, The ACK/NACK is generated by the destination LIU at the end of each mes-
sage reception. The ACK/NACK is received by the EIU associated with the
destination LIU (i.e. the same shelter as that LIU) and is transmiited to the
source LIU during the ACK/NACK slots of each cycle. Routing of the ACK/NACK
transmission is accomplished by use of the transfer-request and transfer-grant
tables, The ACK/NACK provides a positive status feedback of the received dis-
crete addressed Block message and also offers an efficient way of requesting
message retransmission,

At least one Short Block message slot is assigned to eact EIU for quick
response messages, such as control messages. They are included within four
groups in the EI timing structure, providing a time buffer between interactive
handshake transmissions. They are processed within eacih EIU as Block mes-
sages, except that they are transmitted on the External Intraconnect in assigned
slots.
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Part 4 — Task I, Preliminary Design Analysis
Section 7~ External Intraconnect Unit (EIU) Description

8. BLOCK MESSAGE TRANSFER: EIU TO LI

The EIU is given oriority over LIUs in accessing the LI, This assures that ex-
ternal messages will be removed from the EI rapidly.

Messages received by the EIU from the EI are stored in a buffer memory
to ensure that there is no dependence of timing between the EI and LI, The buffer
is designed to provide a smooth data flow between the two separate timing sys-
tems and two types of transfer protocols (LI to EIU, and EIU to EI),

At the beginning of a message transfer, the EIU imicroprocessor starts
processing local LI reservations (see figure). The processing includes
message length tabulation and reservation-request generation, Message length
tabulation is a word count extraction from the message header, readily obtained
from the message stored in the memory. The message length (word count) which
is used by the EIU to determine the end of message transfer is stored in a counter.

To transfer messages to the LI, the EIU generates a reservation-request
which is transferred to the LICU via a dedicated line. The request causes the
LICU to grant message slots to the EIU at the earliest possible time. The delay,
caused by the processing time of the microprocessor and the LICU set-up time,
must be kept short in order to achieve a fast message transfer and ACK/NACK
reply. The delay is crucial to the ACK/NACK function designed in the external
timing structure since the ACK/NACK must be received from the LIU and re-
transmitted by the EIU within one external cycle time. (This fast turnaround re-
quirement can be relaxed by providing a longer time between the block message
transfer slots and the ACK/NACK slots when configuring the external timing.)

After the reservation-request, the EIU waits for a transfer enable from
the LICU. When the transfer enable is activated, the first word (containing the
EIU address) is placed on the 18~bit data bus by the LICU, enabling the EIU mes-
sage transmission to the LI, During the message transfer, the reservation-
request line from the EIU stays activated. At the end of the message transfer,
the reservation-request is deactivated but the transfer enable from the LICU
stays activated to provide adequate time for the destination LIU to perform error
checking. The result of the error check is transmitted by using the last word be-
fore the transfer enable is deactivated as the ACK/NACK. Additional
reservation-requests must be made by the EIU for more message transfers.
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Part 4 — Task III, Preliminary Design Analysis
Section 7 — External Intraconnect Unit (EIU) Description

9. VIRTUAL BUS AND LAZY SUSAN MESSAGE TRANSFERS

The EIU control logic transfers VB and LS messages between the EI and LI in
accordance with Sequence Numbers located in the message headers.

Agsigned slots are used to transmit VB and LS messages. The slots of
each of the VB or LS buses are assigned uniformly in the timing structure with
a duration conformable to the message length. Transmission and reception are
completely determined by the preset group of slots. While a basic time slot
structure for Block, VB and LS messages is designed into all EIUs and LICUs,
the FI management function can determine VB and LS time slot assignments to
fit the application,

In both the Local and Externai Intraconnects, the VB aud LS slots are as-
signed based on the bus capacity and message length. For example, for a 100 us
Local Intraconnect cycle time, a bus with a capacity of 10 Mb/s requires a slot
repetition rate of one slot per cycle to transfer messages 1000 bits long. There-
fore, the repetition rate and the message length uniquely determine a VB or a
1S bus,

Control of a bus can be azsigned to a DTE by the FI Manager or requested
by the DTE and granted by the FI Manager. For that VB, the DTE may further
assign portions of the bus capacity to other subscribers for message transmis-
sion by use of the Sequence Number scheme.

VB messages are received by all VB participants. A VB participant may
both transmit and receive, or receive only, LS message transmissions are pre-
scribed in a preset sequential order which is based on the Sequence Number
assigned to each participant, LS paiticipants may modify the message and re-
transmit it. Ultimately, the message returns to the originator after the comple-
tion of the time-ordered loop 2nd is then taken off the bus by the originating
DTE,

VB or LS messages are transferred via the LI and EI, On the LI side, as
shown in the figure, the EIU detects VB and LS time slots generated by the LICU,
The LS and VB control provides VB and LS bus numbers via the 7-bit VB/LS
Control Bus. All VB and LS messages originating on the LI are received by the
EIU which stores the messages in memory. The storage location and the bus
number are uscd to generate a table from which the messuge can be recovered
for the transmission to the EI, For EI transmission, the EIU detects the VB
and LS slots from the EIU timing generator and reads the message from the
memory for transmission during the appropriate VB or LS slots. The order of
message transmission on each bus is maintained by the EIU by detecting sequence
nambers from VB and LS message headers.

When an EIU receives VB or LS messages from the EI, the EIU detects
the VB or LS slots from the EIU receive timing generator. All VB and LS mes-
sages are received and stored in the EIU receiving memory., A table which stores
the memory addresses and the corresponding bus numbers is generated. The
EIU detects the VB and LS bus numbers from the LICU control bus, locates the
message in memory, reads them out and transmits in the appropriate local VB
or LS slots on the LI,
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Part 4~ Task ITlI, Preliminary Design Analysis
Section 8 — Local Intraconnect and Control Unit (LICU) Description

1. ALLOCATION OF FUNCTIONAL REQUIREMENTS TO THE LICU

A centralized unit for control of the EIU and LIUs within one shelter is possible
because of the extremely short distances separating these elements.

In the FI design of Hughes, the LIUs, the EIU, and the LICU data and con-
trol interfaces are separated by inches. This results in such advantages as high
transfer capacity and negligible bus propagation times, and the opportunity to per-
form control and timing functions in a common unit rather than in each LIU. The
ccmmon unit is the LICU. Its functions ana its interfaces are illustrated in Figure
4,8.1-1.

The LICU maintains control of the LI by controlling LI timing and all mes-
sage transfers on the LI, It generates timing signals that control the operations
of the LIUs and the EIU, allocates LI time slots to the three message transfer
systems of the LI (Block Message, VB, and LS.), and coordinates and controls
access to the LI by LIUs and the EIU, When Block Messages are to be transferred
it implements a front-end handshake,

The LICU performs its control and timing functions according to configura-
tion data stored in its memory. A basic configuration which determines its oper-
ation at start-up is permanently stored in each LICU. (The LICU also responds
to reconfiguration messages from FI management by storing reconfiguration data
and control and timing functions are then performed according fo the new
configuration, )

The LICU exchanges contiol and response messages (such as status and
configuration messages) over the LI, Block message reservation requests and
grants are also communicated in the LI timing structure (described in Section 4.4).
Reservations are coordinated by Regervation Enable and Transmit Enable control
signals sent to all LIUs and the EIU via the Block message control bus, Memory
status reporting and control also takes place over the Block message control bus.
The VB and LS bus designation and timing signals are transmitted via the VB/LS
control bus to all LIUs and the EIU,

Basic system timing signal. for the LI are also generated by the LICU,
They include word, cycle, and epoch clock pulses and a 1-microsecond System
Time (ST) clock used by LIU System Time counters.

4, 8-0
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Part 4 — Task ITI, Preliminary Design Analysis
Section 8 — Lcceal Intraconnect Control Unif (LICU) Description

2. LICUIMPLEMENTATION

A microprocessor is used to support most LICU control functions; discrete circuits
are used for high speed processing.

The control functions supplied by the LICU are LI interface control, front-
end handshake, and reservation and message transfer control. These functions
are realized either by a microproceseor or by discrete ICs depending on the proc-
essing speed required. (See Figure 4.8.2-1).

The reservation controf prccess is established by the microprocessor based
on iransfer status and message count information. Reservation decisions made by
the microprocessor are stored in a register and read out as needed in a 3-word
reservation sequence,

The LICU transmits a polling address (the first word of the sequence) asking
for reservation requests via the LI to all LIUs. (The polling address is generated
by a modular 64 counter.) The polled LIU transmits reservation information to
the LICU via the LI using the 2nd and the 3rd words: the 2nd word contains the
destination address and the 3rd word contains the message length, The LICU
stores the reservation information as well as the polling address in the reserva-
tion memory and then continues polling. The dsstination address is used to deter~
mire the inemory status of the destination LIU to ensure its ability to receive a
message. This determination is performed immediately prior to each transmis-
sion as part of the "front-end" handshake process.

After a preset number of reservations has been received, the LICU starts
the transmission mode. Control Jata for transmission is prepared by the micro-
processor and stored in registers to be gated out by the transmit enable signal.
The first word in the transmit cycle is the pollirg address — now the address of
the LIU which is to transmit data. If the destination memory is available, the
LIU transmits it message on the LI, siarting with the 2nd word after activation
of the transmission enable signal. The destination LIU and the LICU detect the
end of message word counts (obtained from the message by the LIU, and from the
reservation information by the LICU). At the end of message, error checking is
performed by the destination LIU. (The amount of time required for error check-
ing is added to the transmission enable signal by the LICU.) The transm.ssion
enable is deactivuted .fter each message transmission. The last werd of the
transmission enable period is the ACK/NACK from the destination LIU.

If the destination memory had not been available when a reservation is
requested, the reservation is stored. The stored reservation is retried after
the reservation memory complctes a cycle.

A message transfer reservation from EIU is initialized by the EIU via a
reservation request iine, to provide a higher priority of LI access by the EIU,
During the VB or LS cycle time, the reservation or message memory address
counters and related functions of Block transfer are temporarily halted to provide
priority for VB and LS transfer,

4. 8'2
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An LI titerface capability is provided to exchange FI management control
and configuration messages. Configuration messages are atored and transformed
'y the microprocessor to a suftable form for configuring the local iming. During
Initialization, the LICU transmits a prestored "active statu:." message to the Fl
mangger tu indicate ready to accept reconfiguration messages. Memory status
roporting, timing generation and LICU initialization are described in the next
toples,
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Figure 4.8.2-1, The LICU Functions. Local intraconuect control and timing functions for all
LIUs are performed by the LICU.

4. 8*3

H89ORLTG



e

TN RAL T

e rag

Part 4 - Task I, Preliminary Design Analysis
Section 8 — Local Intraconnect Control Unit (LICU) Description

3. MEMORY STATUS REPORT

Memory status reporting provides up-to~date information on destination memory
availability. Bottleneck problems are thereby avoided and bus instahility is
prevented.

For discrete addressed message transfers, it is desirable to have prior
knowledge of the destination receiver's ability to accept messages (receiver
"memory status'), before transmission actually takes place. Messages would be
lost if the destination receiver is unable to accept them and retransmission would
be required. Retransmissions could potentially consume a large portion of the
network capacity. This problem becomes more serious as traffic increases. If
a device is a particularly active receiver, message losses increase resulting in
even heavier message traffic loads due to retransmissions. This positive feed-
back situation could cause and aggravate bottleneck situations, resulting in
instability.

In the FI, handshake methods are implemented to prevent these instability
problems. Prior to each addressed message transriission, a front-end handshake
procedure is carried ouf to assure that the message will be accepted by the ad-
dressed device. The front-end handshake is based on a memory status report
from each LIU and £IU to the LICU, The LICU tabulates and tracks the "memory
status' of the LIUs and EIU receiver local buffer memories. (Figure 4.8.3-1 de-
picts the timing of the memory status report.) Three unidirectional signal trans-
fer lines constitute the memory status report mechanism. The LICU continuously
generates a periodical signal called "memory status report cycle' to be trans-
mitted to every LIU and the EIU, In each of the LIUs, the EIU and also the LICU,
a modulo 64 counter is employed to provide the reporting sequence. The counter
is reset by the "memory status report cycle' from the LICU, maintaining all
counters in synchronism. The modulo 64 counter provides for a maximum of
63 LIUs and one EIU in each shelter., For each count, one of the LIUs or the EIU
reports its local receive memory availability to the LICU. At a 5§ MHz clock rate,
64 reports (63 LIUs and one EIU) requires 12.8 usec. Therefor the LICU receives
a memory update from all LIUs and the EIU every 12. 8 usec (memory status re-
port cycle time). For each message transmitted, the LICU computes the memory
size left at the destination device based on the summation of messaze lengths re-
ceived by the device. The external memory status (each LIU has a separate re-
ceiver memory for messages from the EIU) is repor. .d to the EIU from each LIU,
It indicates the availabilify of the external memory section of each LIU for exter-
nal message reception, The EIU computes the memory size which is left for ad-
ditional message reception by each LIU based on the message lengths accumulated
for each LIU. The amount of available external memory of each LIU is used in the
front-end handshake decision process for external message transmission via the
EL
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Figure 4.8.3-1. Front-End Handshake. Memory status lines indicate the status of the destination
receive memories prior to transmission of messages.
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Part 4 — Task Ill, Preliminary Design Analysis
Section 8 — Local Intraconnect Control Unit (LICU) Description

4, IMPLEMENTATION OF THE LICU TIMING GENERATOR

The timing signals required for LI message transfer control are supplied by the
LICU timing generator. The timing signals include clock pulses as weil as
contrcl bus signals,

Timing is categorized into two groups: 1) basic timing. and 2) configuration
_ timing, The basic timing function generates the word clock (5 MHz), the memory
E status report cycle, clock signals, System Time (1 MHz) clocks, and timing
, functions required for LICU internal processing. The word clock and memory
4 _ report cycles are supplied to all LIUs and the EIU,
. The programmable decoder generates all timing which varies according
to data in the configuration memories (see Topic 8.4.5, LICU Initialization). The
VB and LS control bus timing and the local cycle time must satisfy the configura-
tion of VB and LS buses implemented in the FI and must meet the constraints set
forth by the bus capacities and message lengths. These timing requirements are
contained in the data stored in the LICU configuration and reconfiguration
% memories,
1 The implementation of the timing generator consists of a timing chain
and timing decoding (shown in the diagram of Figure 4.8.4-1), The timing
chain receives clock pulses from the clock source and counts down to obtain
periodic signals at the required rates. The periodic signals are then used directly
or are decoded further for the various functions. The clock source is 10 MHz,
Standard counters implement many of the timing chain functions.

Both the basic timing decoder and configuration timing decoder use the
: outputs of the timing chain to generate desired timing signals. The basic decod-
_ ing realized by Programmable Read Only Memories (PROMs) and the orogram-
E mable cdecoding is realized by RAMs. The configuration timing decode fmetion
is determined -y stored data. At startup configuration data comes fromn the
basic configuration memory; after reconfiguration messages are received it comes
from the reconfiguration memory. The stored configuration data is transformed
by the microprocessor to form a suitable for programming the timing decoder.
Configuration timing signals include VB/LS control bus timing, cycle timing and
epoch timing, The LICU reservation control function also depends on outputs of
the configuration timing decode function.

RIS AT P
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Figure 4.8.4-1, Timing Generator. Decoding of basic timing is fixed while the decoding of
configuration timing is programmable.
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Part 4 — Task III, Preliminary Design Analysis
Section 8 — Local Intraconnect Control Unit (LICU) Description

5. LICU INITIALIZATION

Automatic initialization of the LICU allows rapid start-up and operation of the
Local Intraconnect.

Storing parameters whick determine the operating configuration of the
LI is one of the key functions of the LICU. These parameters allow it to control
the operation of the LI at start-up and thereafter without depending on an outside
FI management function, .

A non-volatile stor¥ of basic configuration data is designed into every
LICU. The basic configuration, discussed in more detail in the FI management
section of this report (see Part 4, Section 10) consists of a mix of Block, VB and
LS message transfer capabilities. This mix is the same in all LICUs, The
LICU also stores reconfiguration data when received from the FI management
function. The LICU timing generation function, the Block message reservation
control function, and the VB/LS control bus operation are all based on contigura-
tion data,

After power is applied to the LICU it automatically begins operating
according to the basic configuration stored in its basic configuration memory
(see Figure 4.8.5-1). The first message transmitted on the LI by the LICU is
its own active status message to any existing FI Management function (the con-
tents of active status messages are also described in Section 10, FI Management).
The active status message announces the existence of this LICU and indicates
that it is ready for any reconfiguration messages. If there is no active FI Man-
agement function, no configuration messages will be received and operation will
continue in the pasic configuration (as will all other elements of the FI), Period-
ically, as long as the LICU is operating, it sends an active status message. The
period is determined by an internal LICU counter.

If a configuration message is received, it is stored in the reconfiguration

* - memory. From then on, unless it is redirected by the FI Manager or loses

power and stops operating, the LICU controls LI operations based on the contents
of its reconfiguration memory.
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Part 4 — Task III, Preliminary Design Analysis
Section 9 — Undetected Error Rate Analysis

1. SUMMARY OF THE UNDETECTED ERROR RATE ANALYSIS

The undetected error rate analysis shows that the FI design meets or exceeds
the required rates, }

Since the ideal goal of moving data from a source to a destination without
error is not possible, the practical goal is to transfer data with an integrity that
is acceptable to the user. This usually becomes a compromise between the
cost of ensuring a high degree of data integrity and the cost of an error times
the error rate during the lifetime of the transmission system,

The requirement as specified in Draft Military Standard MIL-STD-XXX,
1 January 1979, is for an undetected error rate of one bit in 1012 bits in the
: transmigsion of data and no more than one undetectec header error in 5000 years
3 assuming a header transmission rate of 5000 per second.

The FI has two basic transmission paths: intrashelter and intershelter.
Figure 4,9, 1-1 shows the data path for both s!tuations. In the case of intra-
shelter operation, both the source and destination DTEs connect through a single
LI link. Only the intershelter operation requires the use of EI links.

The error control starts at the point in a transmitting DTE where the
error detection bits are added to the data, Error Control ends in the receiving
#_- DTE(s) where error control interpretation occurs. As per Government direc-

' tion this error analysis includes only those elements which effect the bus struc-
ture, i.e., the mmemory and drivers in the LIUs and EIUs and the LI and EI
links, :

The required error rate (5000 headers per seccnd for 5000 years)
equates to an undetected Header error rate of 7,884 x 10-14, The computer
intershelter undetected header error rate for the Hughes design is about
1,78 x 10-14 for eight shelters.* The undetected data bit error rate is specified
to be better than 10-12, Using the intershelter configuration in the wort$ case
configuration for eight shelters, the computec undetected data bit error rate is
0.832 x 10712, o

Intershelter data must traverse the transmit EI links to the last EIU,
loop around to the receive EI links, and continue to the receive EIU, Asa
result, the intershelter undetected error notes are a function of the number of
EI links in the path from source to destinaticn,

Figure 4.9, 1-2 and 4, 9, 1-3 graphically represent the undetected error
rates for the header and data, respectively. It can be seen that the data undetected
error rates exceeds tho specilied maximum whan the number of EI links exceeds
98 (i, e. 50 shelters).

The detailed explanations of the error sources and the Undetected Error
Rate analysis calculations are presented in the following topics.

*The computations used to arrive at these error rates are presented in
Topic 4.9.3.
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Part 4 — Task III, Preliminary Design Analysis
Scction 9 — Undetected Error Rate Analysis
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2. ERROR CONTROL MECHANISMS

; The method for determining the undetected error rate is a function of both the
error detection technique and the data configuration, The header and data por-
£ tions of a message have different criteria,

The wide variety DTEs which may be interconnected via the FI can cause :
problems in relation to any error control mechanisms which may be employed. ;
While the headers have a defined parity word the variation in DTE types pre- ;
cludes depending on DTE error control for the data. ;

The header consists of sixteen words, each containing eighteen bits,

The last word is a longitudinal parity check on the previous fifteen words,

(Figure 4. 9,2-1 represents the header configuration.) The probability of error of a
bit in each one of the sixteen words is 16 x P, where Pg is the bit error rate,

An undetected error occurs if an even number of bits are in error, The pro-
ability of a second bit in error is 15 x Pg. The probahility that the two errors

will occur in one longitudinal row in a header is:

- - 2 2
16xPEx15xPE 2.4x10 xPE

In considering the entire header (18 bits per word), then:

TR

2.4x 102 x 18 x PEZ =4,32x 103 X PE2 = undetected header error rate, “
Other even numbers of errors would also cause an undetected error.

These occurrences are less likely (by many orders of magnitude) and can be

ignored,

] The data portion of the message is of variable length up to maximum of

one thousand words, It is assumed that this data is transparent to the FI, Fer

this analysis it is assumed that the eighteen-bit words will not be modified,

Two approaches may be implemented: adding a nineteenth bit for parity to

each word (word parity) or, using longitudiral parity at the end of the data.

If the word parity technique, as shown in Figure 4,9.2-2, is used, the
undetected bit error is:

_ 2 2
19 x PEXISXPE—3.42x10 xPE

The longitudinal parity approach requires the use of five parity words
operating on the data message bits in an interleaved fashion as shown in
Figure 4.9,2-3. The prx%bability of error is:

PotE -0 b5p =
p I‘p+1 b _
1Yf=0 1412
®
) m+ 4 < last data word
E 4
m+4 -
: PytE -0 Passn
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3
] The worst case (assuming 1000 word maximum data length) would be:
: 201 x Py x 200 x P x 5 for 1000 words
E =2.01x 10° x P” = data undetected bit error rate
3 The longitudinal parity implementation was selected because of the lower
bit count per message since the error rate derived from this im_.lementation
meets the requirements,
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Part 4 — Task IIl, Preliminary Design Analysis
Section 9 — Undetected =+ ror Rete Analysis

3. UNDETECTED ERROR RATE CALCULATIONS

The sources and causes of errors in the transmission path are functions of the
devices and speeds used, Statistical data on each identifiable part of the data is
available or estimatable. Before an undetected error rate can be determined,
the error rates for each element must be known,

The memory (buffer) and error control logic has an error rate of 10'9.
This is for C-MOS and is the worst case situation, Other technologies provide
better error rates, Empirical data indicates that a point-to-pcint fiberoptic
link for the lengths considered, including the driver and receiver, has an error
ratt:al 1in the order of 1010, The LI link is assumed to have an error rate of
10- L d

These undetected error rates (UER) must be considered with respect to
the data flow and the resultant error exposure windows that exist. Table 4,9,3-1
shows that the intrashelter data path consists of two memocries and the LI link,
The intersheiter data path requires 2 LIU, 4 memories (1 in each LIU and the
terminating EIUs) and a number of EI links, The number of EI links depends
on the locations of the originating and terminating DTEs.

The calculations for the intrashelter operation are shown in Table 4,9,3-1.
It should be noted that the calculations are separate for the header and the data.

In considering the intershelter operation, the number of EI links is im-
portant, The calculations shown in Table 4, 9,3-2 are based on a hypothetical
center using eight shelters. The worst case is shelter one sending to shelter two
since it requires the most EI links. The number of EI links is fourteen,

It was noted during this evaluation that the memory causes the major
impact on the undetected error rate. Table 4,9,3-3 gives the UER's for a range
of EI links. These can be compared to the memory and LI link UERs at the bottom
of the table,

TABLE 4.9,3-1, UNDETECTED ERRCR RATES FOR
INTRASHE LTER OPERATION

HEADER
2 Memories 2 x 4,32 x 10° x 10718
1 LI Link 4,32 x 10° x 10722
8,64 x 107 = Header UER
DATA
5 Memorles 2 x 2,01 x 10~ x 10718
1 LI Link 2,01 x 10° x 10722

4,02 x 10713 = pata UER
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TABLE 4,9,3-2. UNDETECTED ERROR RATES FOR INTERSHELTER
OPERATION FOR EIGHT SHELTERS, SHELTER ONE TO SHELTER TWO

HEADER
4 Memories 4% 4,32 x 10° x 10718
2 Li's 2 x 4.32 x 10° x 1072
14 EI's 14 x 4,32 x 10° x 10720
1.78¢6. x 10”14 = Header UER
DATA
4 Memories 4 x 2.01 x 10° x 10718
2 LI's 2 x 2,01 x 10° x 10722
14 El's 14 x 2,01 x 10° x 10~22
’;- 0.832 x  10"'%2= Data UER

TABLE 4,9,3-3, UER RANGE V8, EI LINKS

E # of EI Links Header UER's (x 10"-%) |  Data UER's (x 10-12)
" 2 1.7367 0.808 {
E 4 1,7454 0.812 .;
1,7626 0,820 ;
14 1,7886 0.832 ,_
32 1,8663 0.868 ;
64 2,0046 0.937 j
126 2,2724 1,057
— e ca " a w— a— — —— — G G— — — — g — —— — — — i
4 Memories 1,728 0.804 - .- oe
2 LI Links ' 0. 00008 0. 00004 ’

The UER for the 4 memories and 2 LI links is 1. 72808 x 10~14 for the
Headers and 0. 80404 x 10™*“ for the data. It should be noted that the memories
ere the main source of errors, i

s neh va vk
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Part 4 — Task IIl, Preliminary Design Analysis
Section 10 — FI Management

1. KEY FEATURES OF FI MANAGEMENT IMPLEMENTATION

FI flexibility results from an approach in which FI management is partitioned
from FI control, with command and response messages providing the bridge
between the two funciions.

Basic start-up and control functions are implemented in FI elements,
providing the ability within the FI to activate itself and operate with a basic
capability and configuration, and without the need for an FI management func-
tion, However, the FI is also designed so that an FI management capability,
implemented in the hardware and/or software of data terminal equipment (DTE),
can reconfigure the FI with different configurations. FI monitoring, test func-
tions, and other special services can also be performed by FI management,
These FI management functions can be distributed among DTE clements, giving
C? Centers the flexibility necessary for rolling force or leap frog tactics and
increasing system survivability.

Basic control of each Local Intraconnect, resides ir the local intra-
connect control unit (LICU). Basic control of the External lntrscounnect is
shared between External Intraconnect Units (EIU) in the shelters. Each Local
Intraconnect Unit (LIU) contains some of the logic for controliing transfers on
the FI. The FI units contain all the control functions necessary for operating
the flexible intraconnect and also contain all the storage mechanisms for stor-
ing current FI conf{iguration data.

FI management functions are implemented outside of the flexible intra-
connect in DTEs, and as an example could exict as illustrated in the shaded
portions of Figure 4,10,1-1, The FI management function can be implemented in
a single processor or can be distributed among various user equipments such
as CPU smart displays, in peripherals, or via operator manual input devices.
FI management functions can be distributed among DTEs in many shelters, as
well. The key vehicle allowing this flexible distributed management function to
work is command and response messages. These communicate the directions
of the FI Manager to the FI control functions and carry status and requests to
and between FI management functions. Within this scheme of FI management
the level of sophistication of the FI management function can vary from the
simplest basic configuration, to complex levels under hardware and software
control of user DTEs, FI management is limited strictly to the flexible intra--
connect as a network, and does not apply directly to operation, management, or
control of DTEs.

The separation of FI control function implementation from FI nianage-
ment function implementation is important in another aspect. FI operation does
not depend on continuation of FI management services. That is, not only can the
F? operate with its basic control functions after start-up, but should FI manage-
ment services exist and subsequently be lost, FI operation will contime with its
most recent configuration in effect. The FI operating within a command control
center can be initiated and operated in the field by personnel with a minimum of
training. Sophisticated re-configurations can be achieved via prerecorded
Jdevices or by cook book style manual inputs.
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The roles of FI management which include (1) activation/deactivaticn
management, (2) configuration management, (3) FI monitoring and test, and
(4) special services, are described in more detail in the next topics.
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Figure 4.10.1-1. Typical FI Management Implementation. FI control functions exist within the
flexible intraconnect but FI management is implemented in DTE’s. (Examples of potential FI

Management residence are shaded).
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Part 4 — Task IlI, Preliminary Design Analysis .
Section 10 — FI Management

2. ACTIVATION/DEACTIVATION MANAGEMENT

Independent and automatic activation/deactivation of each FI element permits
basic operations to proceed without an FI management function, and also permits
FI management, when it exists, to manage the scope of operations and the
system configuration.

Basic activation/deactivation control of elements within the flexible
intraconnect is inherent in the design of each of the elements. When power is
applied to the elements of the flexible intraconnect, those elements become active
operating in a basic configuration. (See Figure 4,10,2-1). Without an FI
management function operation continues indefinitely in this configuration, as
explained in the next topic. While in this basic configuration any new elements
may become active on the FI iu the same way as the original elements. Should
an FI management function exist, having implemented an other than basic con-
figuration, newly activated FI elements will be recognized by the FI manage-
ment function via automatic status messages, and will be sent appropriate
configuration data via command messages. Deactivation of units may occur
independently and automatically (e.g. at power off). The FI management func-
tion has the ability to control active participation on the FI via authorization
codes sepnt to each LIU, It also has the ability to deactivate units via deaciiva-
tion command messages.

The basic configuration includes the ability to distribute command and
response messages and to communicate directly with an FI Manager. This per-
mits active status messages to announce the existence of each FI member so
that the FI Manager may subsequently exercise reconfiguration and FI activation/
deactivation management.

The initialization or activation process for a newly started LIU is a
simple procedure. Upon entering an operational FI, an LIU notifies any exist-
ing FI management function of his presence with an active status message. If
a configuration different from the basic FI configuration has been implemenied
by the FI Manager, the FI Manager will automatically transmit reconfiguration
information to that LIU, including authorization codes, virtual address data,
Virtual Bus and Lazy Susarn data. Operation of the newly started LIU proceeds
according to the then-current FI configuration.

The EIUs are the only FI elements which require a manual input prior to
effective operation., Since EIU operating addressee ~unnot be predetermuiied for
all configurations, an operat jug address must be loaded into each EIU prior to
effective operation. The EIU addrec2 number is set into an EIU via switches on
the EIU, Once these are properly sei, an EIU starts operations in a manner
similar to that described for an LiU,

LICUs activate automatically with the application of power, first trans-
mitting active status niessages io the FI Manager and then proceeding to operate
in the basic configuration, permanently stored in their configuration maps. When
reconfiguration information is received from the FI Manager, the LICU modifies
its operation accordingly.
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The FI management function has the ability to over-ride individual
active/status functions of each FI element via authorization codes and deacti-
vate command messages. This management function may be used as part of FI
management reconfiguration operations, activating elements for backup deacti~
vating elements that are malfunctioning or orchestrating the complement and
functions of a C3 certer for survivability, buildup, scaledown or graceful

degradation.
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Figure 4.10.2-1. Activation/Deactivation Functions. Activation of FI units and Fl operation is
automatic but the FI Manager maintains configuration authority via authorization codes,
configuration and deactivation command messages.
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Part 4 — Task III, Preliminary Design Analysis
Section 10 — FI Management

3. FLEXIBILITY THROUGH MANAGEMENT OF FI CONFIGURATION

FI Management implements reconfigurations via command messages which pro-

" vide modifications to on-line configuration maps and tables stored in LIUs, LICUs

and EIUs.

Consistent with the philosophy of the FI management concept, control of
an established configuration is implemented within the FI, but FI reconfiguration
is implemented from DTEs operating in an FI management role (see Figure
4,10.3-1). For purvoses of this discussion, FI configuration includes the comple-
ment ard status of FI units operating within a center, the types and modes of
operation of these units (authorization codes, message types, modes, DTE types),
their operating real and virtual addresses, and the timing structures of the
external and local intraconnects (reservation glots, Short Block and Block mes-
sage slots, Virtual Bus slots, and Lazy Susan slots).

Real-time, on-line configuration control in each shelter, is resident in
the local intraconnect contro] unit (LICU) where configuration maps are stored
and the local timing structure is controlled. Message type, mode, virwal/read
address and authorization code control exists within each local intraconnect unit
(LIU); external intraconnect timing structure control resides in the external
intraconnect units (EIU), These units store the current FI configuration in their
memories and operate accordingly. FI management may then designate, process,
and calculate the requirements and parameters for new or changed FI configurations,
and send appropriate deletions and additions to the FI units via configuration com-
mand messages.

Basic FI configuration data is permanently stored in each of the wnits of
the FI, so that the FI may start up and control itself without the need for an FI
management function. Although au FI management ma) then designate, process,
reconfigure the FI to suit i*s needs, the baaic FI configuration includes the
capabilities, not only to respond to FI managament, but to serve the message
and data distribution needs of small or simple centers, where no FI managemsnt
function is implemented. All FI management functions implemented in DTEs
will operate with a fixed predetermined reserved address, allowing newly acti~
vated units to address ¥FI management without having to be specifically con-
figured. Included in all basic configurations is the capability for exchanging
command and response messages to permit any Fl unit to communicate with the
FI management function if it exists. A Block message system accommodates
command and response mecsages, discrete addressed messages and broadcast
messages. A select number of limited bandwidth Virtual Bus and Lazy Susan
channels are also included in the basic configruation to accommodate common
requirements of most small centers (for axample, voice communications or
data base sharing). All FIs will have the basic configurntion '"built-in", and
all potential users may depend on that configuration, even without implementing
an FI management function in one or more of the DTEs,
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In order to perform the configuration management role, FI management
must be able to receive manual or prerenorded inputs or messages which describe
reconfiguration requirements. It must also be able to transmit, receive and
process command and response messages, The processing involved in trans-
lating reconfiguration requests and requirements, to parametric data, need not

be performed on line. Because of the separation and indeperdence of FI con-
i trol functions from FI management functions, the configuration management
processing can be perforined off-line with the results communicated to units
via on-line command and response messages.

The calculation of Sequence Number assignments for units operating
within a Virtual Bus or Lazy Susan network is not normally a function of FI
configuration management, but may be performed as a special service of FI
management (described in Topic 4. 10. 5).
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Figure 4.10.3-1. F1 Con‘igaration Management Functions. Most reconfiguration functions may
be performed off-line, but reconfiguration  ~<cav « are transmitted on-lise,
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§ TABLE 4,10,4-1, FI MONITORING MODES,

PASSIVE MGNITORING VIA DESIGNED-IN AUTOMATIC REPORTING
| e Status Messages

¢ Error Messages

ACTIVE MONITORING BY INTERROGATION
e Status
e Configuration Data
e Table Contents
e Counter States

e Test Messages
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Part 4 — Task I, Preliminary Design Analysis
Sertion 10 — FI Management

5. SPECIAL SERVICES OF FI MANAGEMENT

The FI management function enhances C3 operation by using its off-line pro-

cessing functions to assist unsophisticated user devices with header
construction,

In addition to the normal services of FI management there are special
services that can be performed by FI management to aid user DTEs, These
services include the preparation of "prefix headers' for simple, less sophisticated
users and sequence number/metering rate calculations for Virtual Bus and Laay
Susan users (see Table 4,10, 5=1).

While most DTEs operating with the FI will have total capability to
operate with the Preferred Standard Interface, some users may need help
in preparing and constru cting headers for messages. Headers, normally pre-
pared by the DTE or a Selected Adapter Unit (SAU), can be prepared and supplied
to the appropriate LIU by FI management. This ""prefix header' preparation is
practical for DTEs that transmit messages to only one address for long periods
of time. For example, a peripheral equipment DTE (such as a magnetic tape
unit, or a keyboard entrv device) may have an interface controller which is
capable of performing simple word and block transfer control at the PSI, but
may not have the processing capability to prepare its own message header.

Since such a DTE would be sending all of its data to one device (for example
a host CPU) a''prefix header'" cauld be prepared for it by FI management, A
typical operational scenario for such a case would have the request and para-
metric requirements for the "prefix header" including destination and source
address, message type, and mode, presented to the FI management function
via manual inputs. FI management processing would prepare a full 16 word
"prefix header' and send it to the appropriate LIU via a command message.
Subsequently the LIU would fill in dynamic header words such as message
number, and attach the "prefix header' to all messages transmitted on the FI
by the DTE. Should operational requirements make it desirable, F1 manage-
ment could periodically (not dynamically) prepare a new header (perhaps with a
new destination address) for the same LIU/DTE, permitting it to service a
different host or to utilize a different FI transfer system.,

Virtual Bus and Lazy Susan message transfer systems operate as capa-
bililies within the FI, but are individuzally controlled by their DTE users. For
example, a Virtual Bus may be included in the FI configuration with a designa-
ted bit rate capacity, and with Virtval Bus management authority designated to a
particular DTE user (via authorization codes provided to its LIU), Normally,
that DTE would calculate or provide transmission Sequence Number assignments
to each of the intended users of the Virtual Bus, according to the “esired trans-
mitting order and metering rate. Since some potential users of Virtual Buses and
Lazy Susans may not have the capability to calculate Sequence Number assign-
ments appropriately, that service is provided by FI management special services.
A typical scenario which involves this special service might proceed as follows.
A Virtual Bus is included in the FI configuration with one megabit per second
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capacity, and with a particular CPU as the Virtual Bus manager. The CPU may
(as a result of its own manual inputs, or otherwise) send a request mnessage to
the FI management function designating a family of users of the Virtual Bus, the
metering rate for each user and the preferred order of transmission. The FI
management function will then calculate and assign appropriate Sequence
Numbers and Virtual Bus transmission authorization codes to the LIUs of
the Virtual Bus user family, Operation of the Virtual Bus may then proceed.
Lazy Susan Sequence Number calculation services would follow a similar
scenario even though the Sequence Number calculation algorithm is different,
"Prefix header", Virtual Bus and Lazy Susan special services are
another feature of FI Management which enhances the flexibiiity of C3 Centers
operating with an FI,

TABLE 4.10.5-1, FI MANAGEMENT SFECIAL SERVICES

Prefix header construction for unsophisticated devices
e Manual inputs sets fixed header parameters
¢ FI management constructs 16 word prefix header
o Prefix header sent to LIU via command message
e LIU adds dynamic data to header and attaches prefix header to data
portion of each message prior to transmission

Virtus . Bus and Lazy Susan services
® Request for service to ¥1 management including:
- VB/LS number
- User addresses
- Transmission sequence order
- Metering rates
¢ FI management calculates Sequence Number siructure and assignments
e FI management sends Sequence Number assignments and authorization
codes to appropriate LIUs

4.10-9 (4.10-10 BLANK)
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Part 4 — Task III, Preliminary Design Analysis
Section 11 — Reliahility

1. ESTIMATE OF CURRENT AND PROJECTED FI UNIT RELIABILITY

Current MTBF estimates for the individual FI units range from 18,000 to 32,000
hours. This can be experted to improve to 67,000 to 93,000 hours per unit in
five years.

A reliability analysis was conducted to assess the potential inherent
reliability of the FI. Since the configuration of the FI is system dependent, the
basic analysis was conducted at the unit level and not the system level. Addition-
ally, the analysis examined the inherent unit reliabilities which could be
obtaired using current available standard components, and the projected
reliability postulated on the hasis of standard components expected to be avail-
available in five years.

The results of the reliability analysis are presen’ed in the tables.

Table 4.11.1-1 presents the current reliability estimates and Tables 4,11,1-2
presents the projected estimates, The estimated mean time between failures
(MTBF) for the FI units, if produced today, are 18, 700 how s for the LIU,
32,100 hours for the LICU, and 18, 400 hours for the FIU. Corresponding five-
year projections are 67, 000 hours for the LIU, 93, 000 hours for the LICU, and
88, 000 hours for the EIU,

The predicted reliability is based on prelituinacy design data interpreted
in terms of the quantity of parts (generically) and circuit cards per unit. The
estimated generic part counts are indicated in the facing tables for each of the
FIunit types. Generic component failure mtes are derived from MIL-HDBK-217B
(Notice 2) for fixed ground operation and 35°C ambicnt air flow over the parts.
These conditions arc typical for a fixed operating site or sheiterized system
configuration with equipment cooling using air conditioners.

The difference in curre:t and projected failure rites is primarily due to
the quality level assumed for the integrated circuits. The present day prediction
assumes full JAN-B (MIL-M-38510/Class B) quality for SSI, linecr, and 4k
RAM devices. The microprocesscrs, LSI, 16k RAM, and 16K ROM devices
are assumed to be vendor equivalent B level quality (B-2). For the projected
reliability prediction, it is assumed that full JAN -~ B devices would be avail-
able for all ICs. The complexity of the ICs is taken to be 20 equivalent gates
for each SSI/MSI, 30uv gatcs for the LST, and 1350 gates for the 8-bit RCA 1802
microproecessor,

The PIN Diode failure rate is based on accelerated test data on the TI
L-81 photo transistor. This data is based on 1250C operation and considered
extremcly pessimistic. Projected failure rates are based on the reliability
of a single JANTX transistor,

The largest failure rate contributor for all units is the 16k RAM, This
is duc to the high complexity of the device, the relative immiturity of the de-
vices, and the limited amount of opcrational fajlure data available, It is expected
that as more of these devices are used, and their maturity improves, a dra-
matic reduction in their failure rate will be observed (as was the casc for 1k
and 4k RAMs when they were first introduced).
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TABLE 4.11.1-i, CURRENT FI RELIABILITY

COMPONENT U cu E[U
COMPONENT TYPE FAILURE FAILURE FAILURE FAILURE
RATE* |QTY. | RATE |QTY.| RATE |QTY. | RATE
MICROPROCESSORS (8 BIT) 2.31 1 2.31 1 2.31 1 2.31
ss1/Msl 0,03 | 102 3.06 | 76 2.28 2 0,06
LsI 0.82 3 2.46 3 2, 46 3 %46
RAM (16%) 3.89 19 38.90 5 | 19.45 6 23.34
RAM (4K) 0.33 - - 4 1.32 - -
ROM (16K) 112 2 2.24 - - 3 3.36
LED 0.04 - - - - 3 0,12
PIN DIODES 5.71 - - = - 3 17.13
LINEARS 0.03 - = - - 12 0.36
CONNECTORS 0, 45 4 1.80 4 1.80 8 3.60
5 FORPASSVE | - | 254 148 2.64
TOTAL FAILURE RATE * | » 53.31 31.10 55.28
MTBF (HOURS) ” 18,758 32,154 18,057
‘Fallure rate expressed in failures per 106 hours.
TABLE 4,11,1-2, PROJECTED FI RELIABILITY
COMPONENT LIy ___LiCy EIU
COMPONENT TYPF FAILURE FAILURE FATLURE FAILURE
| maTE* |QTY. | PRATE |QITY.| RATE |QTY. | HMATE
MICROPROCESSORS (8 BIT) 0. 46 1 0.46 1 0. 46 1 0.46
SSI/MsI 0.03 | 102 3.06 | 176 2.28 2 0,08
LSt 0.16 3 0. 48 3 0. 48 3 0,48
RAM (16K) 0.78 10 7.80 5 3.90 8 4,68
RAM (4K) 0.33 - - 4 1.32 - -
ROM (16K) 0.22 2 0. 44 - - 3 0.66
LED 0.04 - = - - 3 0.12
PIN DIODES 0.1 - - - - 3 0.4
LINEARS 0,03 . - - = 12 6,36
CONNECTORS 0.45 4 1.80 1 1.8 | s 3.60
5% FOR PASSIVE - .70 .51 .54
TOTAL FAILURERATE | N 1474 | | 1005 11,26
_ MTBF (HOURS) | 67,842 93,028 | 88, 808

‘Fallure rate expressed in failures per 106 hours.
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Part 4 — Task IIl, Preliminary Design Analysis
Section 11 — Reliability

2. PROJECTED FI SYSTEM RELIABILITY

The projected MTBF of a single shelter FI is about 20,000 hours in a typical
system configuration which assumes that no single interfacing equipment
failure will result in a shelter failure.

The functional block diagram for a single shelter FI (Figure 4.11,2-1) and
a reliability block diagram for a hypothetical FI system configuration, are shown
on the facing page. The reliability block diagram (Figure 4.11,2-2) for a single
shelter FI is one branch of the system reliability block diagrain,

Since the shelter FI configuration is system dependent (i.e., determined
by the number of devices), a fixed FI reliability assessment cannot be estab~
lished at the shelter level. Assuming that the typical system into which the FI
will be integrated contains physical and functional redundancies the loss of any
single device will not result in a system (shelter) failure. Likewise, the loss
of a single LIU will only prevent communicating with a single device and will
not result in a shelter failure. Therefore, if the FI is designed to permit on-line
replacement of LIU circuit cards, it can be modeled (for reliability purposes)
as having redundant LIUs (i.e., if N LIUs are used, only N~-1 are required to
be operational). With this assumption, the FI reliability model reduces to a
serial string of the LICU, EIU, and miscellaneous hardware elements (i.e.,

N LI‘] (effective = 0). The resulting effective MTBF of the FI is in excess of
23, 000 hours.

The ahove reliability estimate, based on projected failure rates described
in the preceding topic, can be increased even further through reliability directed
design. Redundant power supplies are an easy way of improving the FI MTBF
while redundant EIUs (or portions thereof) or redundant LICUs can add reliabil~
ity but at a higher design cost., With these improvements the inherent reliabil=
ity could be 100,000 hours or more,

From an entire FI system structure viewpoint, the reliability model is
the combined reliability of all the shelters making up the system. As in the
individual shelter models, however, most system structures allow the loss of
a single shelter without resulting in a system failure, If this is the case, and
the bus is designed to allow continued operations with the loss of one or more
shelters, the reliability model is as indicated on the facing page.

A hypothetical system was analyzed which consists of eight shelters and
ten devices per shelter, Allowing for the loss of a single device per shelter
or the loss of one cf the eight shelters, the system MTBF is about 4 x 107 hours.
A maintenance concept of "repair immediately upon failure" and an MTTR of
0. 25 hour was assumed for the calculations, If the model is changed to exclude
the loss of a single device and only account for the loss of a single shelter, the
estimated MTBF reduces to about 1,5 x 106 hours, As in the case of a single
shelter, system rcliability could also be impreved through the use of design
features such as redundant bus cables or bus interfaces,
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Part 4 - Task III, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

1. APPROACH TO ANALYSIS

A set of 12 Government - specified load configurations was used to evaluate the
¥l design \n terms of throughput and response time (delay).

An analysis was conducted to evaluate the performance of the FI design
under a number of load conditions. The loads and corresponding FI configura-
tions were specified by RADC along with ground rules for their application to the
Fl design. The table lists eleven load/configurations. A twelfth configuration
(Case J) was defined separately as follows:

Case ¢, Other Traffic Loading: Other traffic is assumed to exist at a rate
equal to one-tenth of the Local Intraconnect basic transmission rate (defined
below). This traffic is randomly distributed among eight LIs while assuming a
probability of ‘0.7 that the traffic will remain within the originating LI. There
are ten LIUs per LI generating this random traffic.

Traffic for Cases a., b., c., d. and e. are treated as separate conditions;
traffic for cases f through § is cumulative. That is, Case f, includes traffic for
Case e,, Case h, includes traffic for Cases e., f., and g., ete  The number
given for LIUs per LI is based on the total number of LIUs involved for each
case. The ground rules for the analysis, as defined by RADC were;

e A one-hundred percent off-hook factor is assumed for all telephones.

Telephones are assumed to be operating at 64, 000 bits per second.
The discs are operating at a rate of 25 milliseconds per block; the
processors are working with the discs at the same rate. All blocks
are full 1024, 18-bit words.

® Local Intraconnect operation and External Intraconnect operation are
completely asynchronous.

o The effects of crypto interfaces are not to be considered.

e Block transmission is under complete positive control (except for
Broadcast) in that a block is not forwarded to a receiver until the
receiver has buffer memory space available for storage of the bleck.

The load conditions were applied to £ix combinations of possible LI and
EI capacities. The specified capacities are in terms of Mb/S for the LI ard EI,
respectively,

(1) 50,100 (2) 100,50 (3) 100,000

@) 100,200  (5) 200,100 (6) 200,200
(These capacities are not identical to the FI design (LI - 90 Mb/S, EI = 60 Mb/S)
described in this report. They were selected to provide a common framework for
comparison of the two contractors’ designs.)

The F! performance paraimmeters investigated in the analysis were:

e Throughput - determination of blocks per second and bits per second
transferred o er the FI under each load configuration. Throughput is
the total number of mecsages (bits) sent to all receivers in one second,
A throughput many times greater than the bus bit rate can be achieved
if messages are broadcast, or sert simultaneously to more thun one
receiver.

4.12-0
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o Response Time (Delay) - determination of message delay through the

e Probability of Block Delay - time of transit of a block from entry at
the source PSI to the receiver PSI.
e Probability of Blockage - the probability that a given load configuration
will result in FI blockage, halting all transmissions.

TABLE 4.12,1-1. LOAD CONDITIONS

a. 1 Local Intraconnect
b. 1 Local Intraconnect
c. 3 Local Intraconnects
d. 3 Local Intraconnects
e. 8 Local Intraconnects

f. 8 Lecceal Intraconnccets

g. 8 Local Intraconnects

h. 8 Local Intraconnects
i. 8 Local Intraconnects
j. 8 Local Intraconnects

[&. 8 Local Intraconnects

5 telephones
50 telephones
5 telephones each
50 telephones each
100 telephones each

2 discs and 2
processors each

1 11 megabit per
second channel to
seven other LI's

One virtual bus at
onc¢ megabit per
second with two
members per LI

One virtual bus at
five megabits per
second with two
members per LI

One virtual bus at
ten megabits per
second with two
members per LI

Two Lazy Susan buses
operating at two mega~
bits per second, Each
Lazy Susan bus has four
members; each member is
on a different LI.

(1 LIU)

(5 LIUs)

(1 LIU per LI)
(5 L1Us per LI)

(10 LIUs per LI)

(14 LIUs per LI)

(15 LIUs per LI)

(17 LIUs per LI)

(19 L1Us per LI)

(21 L1Us per LI)

22 LIUs per LI)

4. 12-1
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Part 4 — Task IlI, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

2. THROUGHPUT ANALYSIS
Throughput of the 1, 3 and 8 shelter configurations for various loads were com-

puted. The load having the highest throughput (case £) of 437 megabits per second
far from saturates phe F1.

In general, the throughput of a network is related to network capacity, the
timing structure, transfer protocol and the error rate of the network., Low
throughput may result from inefficient timing design, loss of messages due to
collisions or the need to retransmit messages in the event of errors.

The Hughes FI design provides a high throughput because:

e a reservation methed for bus access is used, thus eliminating collisions.

e an efficient timing scheme allows for productive use of propagation
times.,

o handshake techniques are used which ensure positive control of message
transfers. Messages are not sent unless the receiver is ready to
accept them,

Throughput was calculated using the following guidelires:

® Errorless operation is assumed (per SOW)

® Block and Lazy Susan messages are cnrnsidered to be point-to-point
transmissions

® Virtual Bus messages are broadczst type messages sent to all VB
members,

Because of the Hughes FI design approach and the manner in which the
loads were specified, the bus throughput is the sum of the specified device data
rates with the exception of the VB as noted above.

The throughput for the twelve load cases defined in Section 4,12.1 are
given in the table in terms of Mlocks per second and megabits per second for both
the LI alone and for the entire FI. Also indicated are the throughputs for each
mode of bus transfer: Block, Virtual Bus, and Lazy Susan,

The FI configuration used in the analysis consists of one or more " 1s
(Shelters) tied into the external intraconnect (EI) portion of the FI, The second
column of the table indicates the number of Lls used in each case as defined by
the SOW, For cases a thru g dats does not leave the LI to which the data source
was connected. In cases h thru /, a portion of the data traverses the EI and flows
into LIs other than the source LI,

In Virtual Bus modes, the source data is transmitted to all members of
each Virtual Bus. Therefore, the total throughput is equal to thc source data
rate times the number of bus members less 1. (Throughput equals source data
rate X (N-1) where N = number of bus members,)

Lazy Susan cperation is point~to-point and therefore the throughput is
equal to the source data rate on each Lazy Susan bus. In cases k and / there are
two Lazy Susan buses operating at 2 megabits each.

It should be noted that the loads specified in the 12 cases far fiom saturate
the FI, Bus efficiency at maximum loads is discussed in Section 4.12,10,
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] Part 4 — Task III, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

3. RESPONSE TIME (DELAY) ANALYSIS

The FI response time analysis was performed by using a simulation program to
analyze the LI and a math model to determine delays in the EI,

The delays in the FI include hardware delays (due to memory access time
and logic), propagation delays, message transmit time, transmission control de-
lays and bus access delays. All but the last are fixed delays which depend upon
intraconnect implementation and the deployment configuration. Message trans-
mit time {s fixed for the purpose of this analysis since, by deflnition, all mes-
sages are one Block (1024 words) long. Buss access delay is a function of the
relative time of arrivai of transmit requests from users. Since transfer re-
quests are random in nature depending on device type and instantaneous data rates,
the bus access delay must be considered as a statistical probiem.,

The FI consists of a Local Intraconnect (LI) and an External Intraconnect
(ET) each having its own characteristics. The delay analysis can therefore be
performed in two steps. Due to the statistical nature of bus access requests and
because of various types of devices and data rates, a simulation approach was
deemed best to examine Block message delays in the LI. A math model was
adequate for EI delay calculations.

The specific message path for the delay analysis is defined by the load
description in the SOW (see case a through /). However, in all cases, the delay
path is considered to be from the LI side* of the transmitting LIU to the PSI side
of the receiving L1U, For Cases a and b only a single LI and associated LIUs are
in the delay path., For Cases c — g several LIs and their associated LIUs are in
the path, and an El is added to the delay path in Cases h —7),

The simulation program is used to compute the bus access waiting time.
This is defined as the time interval between a '""message ready'" signal generated
by the LIU and the polling of that LIU by the LICU, The other delays in the trans-
fer path (hardware, transmit, control, etc) are manually added to determine the
overall LI delay,

In the FI design, time allocated to Virtual Bus and Lazy Susan transmis-
sions is obtained by interrupting the transfer of Block messages. Therefore, in
those cases (h —/) which employ a VB or LS, the delay must be increased by an
amount of time equal to the VB and LS interruption time. This time is a variable
and is determined by the message capacity allocated to the VB and LS. In the
simulation, appropriate VB8 and LS times are added to the Block transfer delay
each VB/LS cycle time of 100 us. (Cycie time depends on VB/LS inessage loads;
100 usec is adequate for the loads specified for this analysis.)

Since bus access ti.ne depends to some extent on device starting time, a
mean starting time is computed for each device. (See Section 4.12.4 for further
discussion).

*The delays in the sending LIU were not considered since it was assumed that a
message is always ready at the LIU for transfer to the LI bus,

4.12-4
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The EI model is based on the following assumptions:

e the average data rate from each of the eight shelters is equal.

® Block messages are always 1024 words of 18 bits long.

® receiver memories are always available,

In accordance with the SOW and guidance provided by Government Per-
sonnel, the error rate was assumed to be zero and therefore delays due to re-
transmission of erroneous messages are not a factor in the anaiysis.

The table summarizes the assumptions used in the delay analysis.

TABLE 4,12,3-1. ANALYSIS ASSUMPTIONS

E LI Analysis EI Analysis

: Transmit tinme equals time to transmit one full | Transmit time equals time to trans-
message (1024 words) mit one full message (1024 words).,

1 Number of users depends on case configuration, | The total number of users (LlIs) is 8,

E Each device transmits one message only for Each LI transmits one message dur-

| each access {o the bus, ing its transmitting cycle.

1

: The rcceiving DTE memory is always avail- The receiver is always ready to

Ny able, Therefore receiver status is not receive.
considered.
Only Case { has outbound messages, The data | Outbound Block message data rates
transferred to the EI (3% of the LI rate) is are equally distributed to the 8 LIs.
assumed to be equally distributed over the
8 Lis,

The time required for setting up message
transfers from LIU to DTE is not considered
since it is short compared to the transmit
delay.

The LI access waiting time is a function of
device starting time, An average of many
starting times of the devices is used in the
simulation,

Delays due to VB and LS interruptions are
added to the Block 1aessage delay.

Delay of LIU access to the LI due to higher
priority of an EIU is not considered since
the incoming message rate is very low.

Virtual Bus and LS message delay is not
computed. TheVB and LS use of a fixed
timing structure and therefore the delay is
fixed.
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Part 4 — Task III, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

4, DESCRIPTION OF THE LI SIMULATION PROGRAM
The use of a simulation program to determine LI bus access delay provides the

ability to more accurately account for varying data rates and random device start
times.,

Based on the assumptions described in Section 4.12,3 a program was
written to simulate the LI structure. The simulation is aimed at determining LI
bus access delay for Block messages. Fixed delays such as message transmit
delay, the time to accomplish PSI "handshake' and other hardware delays are
not included in the simulation since these fixed delays can simply be added to the
bus access de'’ay to obtain the total delay.

In the Hughes FI design, user access to the LI bus is obtained through a
reservation technique managed by the LICU, The LIU associated with the source
device generates reservation information regarding its message for transfer to
the LICU when the LIU is polled. This information is contained in two words and
allows the LICU to check the status of the receiver. Assuming the receiver is
available, the LICU sends a transmit enable signal to the LIU and the message
is then transferred to the bus.

In the simulation the LICU is represented by a timer which is appropriate-
ly incremented by time periods equal to the time it takes to perform each step in
a message transfer. The timer is used as a reference from which all other
times are measured,

Two factors prescribe the design of the simulation program: (1) the rela-
tive start times of all the devices on the FI affects LI bus access delay, and
2) for any given set of device start times, access delays vary for each message
transmitted by each LIU, The latter delay depends on the relative data ra’es of
each device on the bus. To account for these variables, two cycles have been
designed into the simulation,

New sets of device start times are computed Spy times (an input parameter)
and the number (J) of polling cycles run for each starting time (also an input
parameter). The average bus delay for cach LIU on each polling cycle is then
computed. These delays are then averaged over all LIUs for each polling cycls,
over the J polling cycles, and over the Sp namber of start cycles, In addition,
the maximum delay encountered in the simulation is recorded,

The average LI bus access delay (D) then, is the average delay of all
messages.,

w
p-_ @

T
Z N@;

where W(i) = the access delay of message firom LIU(i).

N(i) is determined by the number of devices in a giver case and their
data rates.
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The simulation program is depicted in the flow chart. The simulation is
initiated by selecting one of the 12 cases whose parameters have been preset into
the program. Device starting times are selected using a random number gener-
ator. The LICU "Timer" is set to zero and the polling sequence begun. When
an LIU is polled, and if it has no message to transmit, a time equal to that needed
to transfer two LIU message information words is added to the LICU "Timer."

If a message is ready, the LICU "Timez" is increased by a time equal to the two
words plus the message transmit time (TT), where TT is the time needed to
transmit one block. The '"Wait Time" (access delay) is then computed. ""Wait
Time" is the time an LIU has to wait to be polled after a message is ready for
transmittal, It is a function of the number of devices and their data rates.

In the FI design, when the polled LIU hzs no message ready for transmit-
tal, the next LIU in sequence would be pelled, and so on until an LIU witha
"message ready'! has been found.

To facilitate the simulation, this sequence of actions has been replaced
with a rountine which determines the time when the next message would be ready
based on the specified devices and their data rates. If this time is greater than
the time it takes the LICU to poll each LIU (the polling cycle time), the "Timer"
is increased by an amount equal to the polling cycle time,

Since VB and LS transmissions are accomplished by interrupting Block
message transmissions, the "Timer'' must be incremented each 10C microseconds
(LI cycle time) by the amount of time required to transmit VB and LS messages.

After *'J*" polling cycles are completed, a different set of device siarting
times is selected and the simulation run again, After Sy, sets of starting times,
the computed delays are averaged. This average value is defined to be tne LI bus
access time.

4,12-7 (4,12-8 BLANK)
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Part 4 — Task IIl, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

5. LI RESPONSE TIME (DELAY)

or the heaviest ioad. the average waliting time for access to the LI bus varies
from 55 microseconds to 5,1 microseconds for the 50 Mb/s and 200 Mb/s
signalling rates respectively.

The total LI response time is the message transfer delay from the PSI
of the source LIU to the PSI of the receiving LIU. This includes the message
buffering delay, LIbus access delay, and processing delays. Processing
includes error checking and message header formatting and are insignificant
in the Hughes design. The PSI transfer '"handshake'' set up is small and can
_ be omitted in the computa.ion of response time,
3 The LI bus access delay is a function of the device data rates and bus
signaling rate. It reflects the performance of the system architecture including
such factors as timing design and transfer protocols. The bus access delay is a
major contribution to the total transfer delay, especially in high data rate
systems.

Message transmit delay i< a function of message length and the bus signal-
ing rate. For 1024 18-bit word messages this is another large contribulor tc the

| total delay. Transmit delay and processing delays are fixed delays while bus
U; access delay varies from message to message.
f The average access delay computed by means of the simulation described

in the previous topic is used in calculating the total LI delay. Processing delay
in the LIU is estimated to be 40 us. The message transmit delays for the three
signaling rates are &s follows:

368 us 50 Mb/s signaling rate

184 us at 100 Mb/s signaling rate
*’F 92 us .. 200 Mb/s signaling rate

The total LI delay is the sum of the processing delay, the message transmit
delay and the bus access delay. The resulis are indicated in the table.

The maximum delay encountered in each case (totaling about 700 mes-
sages) is Indicated.

Cases a and ¢ have no entries since in the Hughes design the five tele-
phones are connected to one LIU. No information is transferred via the LI and
therefore there are no delays.

4.12-10
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Part 4 — Task III, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

6. EI RESPONSE TIME (DELAY) ANALYSIS

A mathematical model was developed to analyze EI response time.

EI response time was analyzed using the eight shelter configuration
defined in the statement of work, The eight shelters are identical and it was
assumed that the data transfer rates to the EI from all shelters were equal.
Using these assumptions, a mathematical model was developed for analysis of
EI response (delay time),

The analysis was made using the timing structure developed during the
Task I, II, and III Study Phases. The timing structure consists of cycles each
divided into Message Count, Short Message, Transfer Request, Transfer Grant,
Block Message, VB and LS and ACK/NACK segments as depicted in Figure
4,12,6-1, The Message Count contains 8 slots, each assigned to one user
(shelter). The Block transfer segment is configured to be capable of transmitting
one maximum block message, or 1024 18-bit words., The VB and LS portions are
configured to satisfy the capacity defined in the SOW. The duration of the cycle
time depends on the bus signalling rate (50, 100, or Z00 Mb/s); the higher the
signalling rate, the shorter the eycle time.

Since bus access waiting time (delay) depends on the traffic load, a stat-
istical average of delay times is used to eval: ate the performance of the El.
Assuming the probability of message generati»n from user i is P(i), there exists
a probability for each of either situations, i.e., the probabilities of no mes~
sage transmission, one message transmission, etc., up fo eight consecutive mes-
sage transmissions. (P(i), then, = R(i)/C, where R(i) is the device data rate
and C is the bus capacity. To simplify the analysis, it is assumed each user
transmits one message at a time, The probability of no message transfer is the
probability that none of the eight uscrs has a message ready when the cycle
starts. The probability of one message transfer is the probability that any one
of the cight uscrs has a message ready for transfer, and so forth, The probabil-
ity of cight consccutive messagce transmissions can be found in the same way.
Tho probabilitics of these cases are:

P(o) = (g) (1-P)8 for no message transmission
- 8 7 ) -
P(1) = (1) P(1-P) for one mecssage transmission
8 I)z \G . . .
P2) - () = (1P; frr two consecutive message transmissions
. 8 . 8 . . . .
P@8) = (8) P~ for eight consecutive message transmissions
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For each message transmission, a cycle time (T.) is used. Therefore
the average waiting time is:

_ 8
D=2 P®HIT

i=0 ¢

As depicted in Fig, 4.6.12-2 the initial delay inherent iz the timing
structure must be added to the average waiting time to obtain the bus access
delay. Using cycle N as a reference, if a message is ready at the beginning of
the Nth cycle, the initial delay is minimum, (denoted as Tmin.), If the "nessage
is ready just after the beginning of the N-1th cycle, the initial delay is maximum,
(denoted as Tmax.). To simpiify the problem, an average is used for the initial
delay. The average bus access delay is then found as:

. 8 .
Tmin + Tmax. + 3 P() ch

o e e o p R L g . =, T e, e | i i o T T T -l

W = >
i=0
— -]
N
>
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Figure 4.12.6-1. EI Timing Structure
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Figure 4.12.6-2, Relaticnship of EI Timing Structure to Cycles
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Part 4 — Task III, Preliminary Design Analysis
f=ction 12 - FI Capacity and Response Time Analysis

7. EI RESPONSE TIME (DELAY)

l§ The factors affecting EI response time are the message buffering time, bus
n access walting tlmc- hardwaxe processing delay and propagatlon dela)

Message bufferlng delays occur at both the source and the destination
EIUs, (The center segment of Fig, 4. 12, 8-1 illustrates the following discussion.)
The time required to store a message in a buffer depends on the bus trans-
mission rate and is equal to the time required to transmit a block., The source
EIU buffer rate is a function of the LI bus signaling rate while at the destination
EIU, the buffering rate is a function of the EI bus signaling rate, The message
transmit time at various signaling rates are 368 us at 50 Mb/s bus signaling
rate, 184 us at 100 Mb/s and 92 us at 200 Mb/s., (Storing a complete message
in the EIU before further transmission serves two purposes, At the source EIU,
the delay is necessary for bit encryption and simple transmission control. At
the destination EIU buffering of a complete message facilitates bit decryption.)

The bus access waiting time is computed using the model described in
Section 4,12.6. The delay depends entirely on the bus signaling rate. The higher
the signaling rate, the shorter the access waiting time, This is because the
cycle time is reduced at higher signaling rates, thus shortening both the initial
delay and the delay caused by non-availability of the bus due to other message trans-
misslons. Using the three specified bus capacities, (50 Mb/s, 100 Mb/s and
200 Mb/s,) P(i), the cycle time T, Tmin. and Tmax. are computed to obtain the
average delay D as indicated iL the tables.

The cduration of Ts, Tmax and Tmin depends on the bus signaling rate.
These durations. in microseconds are:

50 Mb/s 100 Mb/s 200 Mb/s
T, 1062 548 377
(L 1329 802 624
Tenin 267 254 247

The above description reflects the FI design developed by Hughes during
the study phases. In this design a direct interface was implemented between the
LI bus and the EIU. An alternative way of implementing the EI-LI interface is
to use an additional LIU. Additional buffering delays are then introduced due to
the additional LIU buffering at both the source and the destination., The buffering
delay in the source LIU* is the time required to transmit a message at the LI
signaling rate (50, 100, 200 Mb/s)., The delay due to the additional LIU*,
based on the 180 Mb/s standard interface transfer rate between EIU and LIU*,
102. 4 usec per block., The destination EIU buffering delay is the time requir=d
to transmit a block message at the EI bus signaling rate (50, 100, 200 Mb/s).

The hardware processing delay includes transfer processing between LIU
and EIU and batween the EIU and EI, all at the source; and the delays of transfer
handshake from EIU to LIU and the transfer between the LIU and the LI at the
destination. These processing delays are estimated to be about 40 microseconds.

Note: LIU* - This symbol has been used to distinguish between LIUs which in the

basic design interface the LI with each device, and the LIU (whose design is iden-
tical) that interfaces the LI with the EIU in the alternate design,
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Propagation delay is approximately 80 microseconds with the source ~
destination distance of 16 Km used in the analysis.

The EI delays were computed for two designs: (1) a direct connection
between the EI and the LI as in the Hughes basic design, and (2) the EIU-LI
interface via an LIU, Tables 4,12,7-1 and -2 indicate the values of the celay
elements for design (1) and @2) respectively., Table 4.12.7-3 summarizes the
delays for both designs,

The additional delay due to the added LIT* (design 2) is 245 microseconds
an increase of 13% for an EI bus with the Jowest signalling rate and an increase of
30% for an EI bus having the highest signalling rate.

O Ty RIS

TABLE 4.12,7-1, ELEMENTS OF EI DELAY** — EIU DIRECTLY
CONNECTED 1O LI

EI Signalling Rate
50 Mb/s 100 Mb/s 200 Mb/s
4 LI Signalling Rate
(Mb/s) 50 | 100 | 200 | 50 | 100 |200 |50 100 !200
: LI/EIU Buffer - | 241 | - 535( 241 | 121 |- 241 |121
; & Processing Delay
3 EIU/EI Access 1003 us 582 ps 489 us
r Delay (Average)
1 Propagation Delay 80 ps 80 ps 80 us
EI/EIU Buffer & 388 us 204 us 112 us
Processing Delay
EIU/LI Access 0 0 0
Delay
Total EI Delay -l | - 1401 (1106 | 987 |- 922 1802

*ok
All delays are in microseconds
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TABLE 4.12,7-2, ELEMENTS OF EI DELAY** — EIU CONNECTED
TO I.I VIA AN LIU

EI Signalling Rate
.50 Mb/s 100 Mb/s 200 Mb/s
LI Signalling Rate
(Mb/s) 50 100 200 50 100 200 50 100 200
LI/LIU* Buffer - 241 | - 535 | 246 126 | - 246 | 121
& Processing Delay
LIU*/EIU Buffer 122,4 ps 122,4 ps 122.4 ps
& Processing Delay
EIU/EI Access 1003 ps 582 us 489 ps
lay (Average)
Prcpagation Delay 80 ps 80 p:s 80 ps
EI/EIU Buifer & 388 us 204 us 112 ps
Processing Delay
EI/LIU* Buffer & 122.4 ps 122.4 ps 122,4 ps
Processing Delay
LIU*/LI Access
Delay 0 0 0
Total EI Delay - 1957 - 1646 11352 1232 - 1167 | 1047
TABLE 4,12,7-3, EI MESSAGE TRANSFER DE LA Y**
EI Signalling Rate
50 Mb/s 100 Mb/s 200 Mb/s
LI Signalling EIU EIU via EIU EIU via EIU EIU via
Rate Direct LIU Direct LU Direct LIy
50 Mb/s 2006 2251 1401 1546 1215 1461
10¢ Mb/s 1711 1957 1196 1352 922 1167
200 Mb/s 1592 1837 987 1232 862 1047

¥y
All delays are in microseconds,
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Part 4 — Task III, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

8. FIRESPONSE TIME (DELAY)

Total FI delay is the sum of the delays of the source LI, the EI and the destination
LI. Delays for FIs using six combinations of signalling rates were determined.

The FI response time (total message delay) is defined as the sum of the
delays from the PSI side of the source LIU to the PSI side of the destination LIU,
The delay model, shown in Figure 4,12.8-1, is segmented into three portions:
the source LI, the EI and the destination LI. Two in.plementation schemes are
indicated for the EI: (1) (upper path) the basic Hughes design, an (2) a design
which includes an LIU between the EIU and the LI.:

The EI delay at the source shelter consists of the LI/EIU buffer time
and EITT to EI access time for design (1) It consists of the LI to LIU buffer time,
the LIU to EIU buffer time, and the EIU to EI access time for design (2) at the
destination shelter, the EI delay consists of the EI to EIU buffer time for both
designs. For design (1) an additional delay for EIU to LI access time exists,
while for design (2) additional EI delays consist of the EIU to LIU buffering time
plus *he LIU to LI access time, The destination LI delay for both designs is the
LI to LIU buffer and processing times.

The bus access delay and the message buffering delay in the LIU at the
source end of the El are a function of the LI signalling rate. The message buffer
delay at the destination EIU is a function of EI bus signalling rate and the buffer
delay at the receiving LIU is a function of the destination LI bus signalling rate,
The LIU to EIU interface at the source and the EIU to LIU interface at the desti-
nation are 180 Mb/s intexfaces thus requiring 102 microseconds to transfer one
block of 1024 words, Transmission times are 368 microseconds for a 5¢ Mb/s
bus, and 184 and 92 microseconds for 100 Mb/s and 200 Mb/s busses.

The EIU/LI and LIU*/LI access delays were assumed to be zero since
these units have the highest priority for access to the LI. Actually, a delay of
a few microseconds may be experienced.

Other delays include the processing delays, the bus access delay, the
Lzydware delays at various parts of the model and propagation delays. The
processing delay at the source and the receiving LIUs include header processing
and PSI message transfer set up and is estimated to be 40 microseconds.

While the message transfer propagation delay is almost zero in the local
intraconnect since the bus length is only inches, the propagation delay in the EI
bus is significant. At a two mile communication distance the delay is 32 micro-
secords and for five miles this time is 84 microseconds, In the analysis, the
maximum delay (84 microseconds) was used.

Tables 4.12, 8-1 and 4. 12. 8-2 indicate the delays in the three segments
of the model and the total delay for the six specified signalling rate combinations.
Table 4. 12, 8-1 reflects the delay in the basic Hughes FI design in which the EIU
is directly connected to the LI, Table 4,12, 8-2 provides the same data for a
design in which the EI is connected to the LI via an LIU, The increase in delay
for the latter design is due to the delays of buffering and processing in each of the
two additional LiUs* in the raessage path (one at the source LI and one at the
destination LI), The increase in time is about 245 microseconds represeniing an
11% impact on FI delay for the lowest signalling rate system, and a 22% impact
on the highest signallingz rate system,
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TABLE 4.12,8-1, FIDELAY - FIU DIRECTLY CONNECTED TO LI
Signalling Rate “
(Mb/s) Delays {usec)
LI El Source LI El Destination LI Total
50 100 197.4 1401 555.2 2154
100 50 Jﬁ 154.4 1711 260.8 2126
1
100 100 || 154.4 1106 260. 8 1521
100 200 154,4 922 260.8 1337
200 100 | 146 987 141,2 1274
200 200 146 802 141,2 1089
TABLE 4.12.8-2., FI DELAY - EI CONNECTED TO LI VIA AN LIU
Signalling Rate T
(Mb/s) Delay (usec)
LI El Source LI - EI Destination LI Total
50 100 197.4 1646 555 2398
100 50 154.4 1457 260,8 2372
100 100 - 154.4 1352 260,8 1767
100 200 154.4 1167 260, 8 1582
200 100 146 1232 141,2 1519
200 200 146 ' 1047 141,2 1334
®
SOURCE L) DELAY e EIDELAY sEsETn s |
e SOURCE E|l) ———w}e—— DESTINATION EIU DELAY — DECRY §
SR DELAY b}
l i
| e S STV B 10 O
| T T - T
| ! : . i
I Lo rtih |
i L I ‘ DI A; |
—*—-l. I
e s =~
DELAY ! PELLRT r
Figure 4.12.8-1. FI Delay Diagram

b il ML Ty M MR, T 4 A s




Part 4 — Task III, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

9. MESSAGE BLOCK DELAY AND FI BLOCKAGE

The Hughes-design of the FI, through its use of positive message flow control,
results in very low probabilities of block delay and zero probability of FI
blockage.

Bleck Delay — Messuge block delay in the Hughes design is essentially a
function of EI access delay; LI delays are small in comparison, Therefore, the
probability of block delay can be determined by examining the delays in the EI,

The probabilities of block delay are as follows:

P(0)

i

((8)) (1—P)8, the probability of no waiting

P(1) - (i) P(1—P)7, the probability of waiting for one time cyecle

(§) P(l—P)G, the probability of waiting for two iime cycles

- -

PQ)

P(8)

The probability of block delay is 1-P(0), or 0,17 for a 50 Mb/s signaling
rate, 0,088 for a 100 Mb/s signaling rate and 0.045 for a 200 Mb/s signaling
rate,

il

(g) P8, the probability of waiting for eight time cycles.

The probability of block delay versus amount of delay in time cycles (T )*
is depicted in the curve in Figure 4,12.9-1 for the three bus capacities, As ¢
shown in the curves, the probability of a wait for EI access is extremely low, The
three figures at the top, lefi of the curves indicate the probability that a message
will be transferred within one time cycle after it is assembled in the source LIU.
Most of the messages are transferred within one cycle (ollowing the cycle in
which the m2ssage became available.

It should be noted that Probability of Block Delay is not a continuous
function; it exists at discrete cycle times only. The continuous curves were
drawn to better indicate the trend of th= function.

FI Blockage — Since the Fi design employs positive message flow controls
and the "front-end handshake' technique ensures that a transfer path ic clear,

a message Is transmitted only when the destination is able to receive it. Therefore,
if the data rate Is below the maximum bus capacity (98% of the bus signaling rate),
the probability of blockage is zero.

*See Section 4.12/7 for values for Tc'
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Part 4 — Task I, Preliminary Design Analysis
Section 12 — FI Capacity and Response Time Analysis

10. BUS EFFICIENCY AT MAXIMUM LOADS

The load configurations specified in the SOW are substantially below the capacity
of the Hughes FI design. Therefore, an analysis of FI efficiency under heavier
loads was performed. An efficiency of about 98% exists under maximum loads.

The load postulated for this analysis was based on Case £ which requires
that 20 Mb/S be used for the Virtual Bus and Lazy Susan, The remainder of the
FI capacity was allocated to Block message transfers.

As in the previous analysis, the determination of FI 2fficiency under
maximum load conditions was performed in two steps — LI efficiencies and EI
efficiency.

In the LI where transfers are controlled by the LICU, each Block message
transfer requires an overhead of four words for front-end handshake, the reser-
vation process, polling by the LICU, and the ACK/NACK, In addition, 10 micro-
seconds was allowed for ACK/NACK processing. These overhead items result
in Block message transfer efficiencies (based on slots allocated to Block messages
as cpposed to full -us capacity) of 9G.5% for the 50 Mb/s signalling rate, 94%
for the 100 Mb/s rate, and 88% for the 200 Mb/s ratc. The upper portion of
Table 4.12,10-1 lists the corresponding data rates.

The timing structure for message transfers over the EI contains slots
for Short Block messages in addition to Block, Virtual Bus, and Lazy Susan
messages. Short Block messages azke use of propagation delay times (80
microseconds for a 16 Km bus), These slots can also be used for segmented
Block message transfers if the operational systems in which the FI is imbedded
does not need the full allocation for Short Block messages.

As in the LI computation, 20 Mb/s are reserved for VB and LS messages.
The remainder of the slots are then available to Block and Short Block messages
in the amounts shown in the middle part of the table. The analysis assumed
that one block is transferred each cycle and Short Block message slots are fixed-
assigned to each user (8 shelters in case £ ).

The last row of the table indicates the overall FI efficiency for the com-
bined message types for each of the three signalling rates.
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TABLE 4,12,10-1 FI EFFICIENCY UNDER MAXIMUM LOAD

Bus Signalling Rate (Mb/ 8)

3 50 - 100 200
.* Data Transferred Data Transferred Data Transferred
L % Capacity % Capacity % Capacity
: ! Mb/s Used Mla/ s Used Mb/3 Used
W Block 29 58 75 75 159 80
LI _
VB/LS 20 40 20 20 20 10
Block 17.36 35 a3, € 33.69 48.9 24,4
gl | Short 11.3 22,6 43,8 43,8 127 63
Block
LB/LS 20 40 20 20 20 10
All
F1 Message | 48.66 97.3 97.4 97.4 195.9 ag
Types

s
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Psrt 5 — Conclusions and Recommendations

1. CONCLUSIONS OF THE ANALYSES AND RECOMMENDATION FOR
DEVELOPMENT

N
A practical FI design concept which meets Tactical Air Force Modular 3 goals
has been developed. It is recommended that the preliminary FI design be
demonstrated and evaluated in a development program which conaects typical C3
devices intp an operational configuration, - - ..

The FI design described in this development meeis the requircments of
current and planned TAF C3 centers through the 1990s. It fulfllls the modularity,
flexibility, incperability, and survivability goals of the Mod c3 concept. The con-
cept and requirements were developed and uanalyzed based on a detailed C3 center
configuration and operations analyses. The most cost-effective approach was
selected from a set of six design concegt candidates, and was verified against
requirements of existing and planned C° centers, such as the CRC and ATACC,
and according to the goals of the TAFIIS Master Plan. The FI not only meets
the requirements of C3 centers but will enhance the growth of those centers
into the 1990s with phased implementation of modular equipments, software,
and facilities.

The Preferred Standard Interface (PSI) developed in the interface anal-
ysis provides the capability, in FI equipped centers, to 'plug in" modular
equipments, taking advantage of the Fl's programmable connectivity. The
simple, positively controlied, standard interface allows equipments operating
asynchronously, and at their own rate, to exchange data over the FI in message
packets. The PSI message protocol protides for software modularity and inter-
operability via a "layered" approach. A preliminary intertace standard was
developcd with the intent that cventually this standard would evolve to become a
military stancard which will guide the development of future Modular C3 equip-
ments. The resultmg developments will support phased development and imple-
mentation of Mod C¥ centers. For example, as new or more canable display
devices, computers, or communications equipments are developed, Modular C3
centers can be upgraded with those devices without requiring major redesign of
the centers. In the interim, existing non-stai:dard devices are accommodated
in Mod C3 ceaters via Selected Adapter Units, which convert other interfaces to
the PSI,

The preliminary FI design incorporates high capacity, configuration
flexibility, positive control, and stablc operation that can be implemcated today,
but exploits advanced technology. (The Externel Intraconnect is designed for
fiber optic implementation, Control functions take advantage of micrc-
processor capabilities and surface acoustic wave devices.) Future growth and
development is provided for 1n the functional and physical modularity of the
design. ©I connectivity and configuration are controlied by software, providing
confipuration flexibility and operation thac is stable, even in the face of casualty
losscs and peak loads. The I'I electronics package, (all the FI hardware
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required in each shelter) can be packaged in less than one-third o a standard
19-inch equipment racs. Reliability analyses predict high reliability with current
implementation and very significant reliability improvements in future Mod C3
systems.

The preliminary design of the ¥7 is completed and is ready to be carried
forward in a development program.

* CONCLUSIONS?
The developed I'l concept meets TAF MOD Cﬁ goale
A MOD C3 Standard Interface is defined which promiotes C3
interoperability - a.*
H The preliminary design exploits advanced technology and is ready to
be implemented.

RECOMMENDATION

f Develop the Flexible Intraconnect hardware and software to provide a
vehicle for demonstrating and evaluating the concept in a realistic
TAF Cv_xenvironment.
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GLOSSARY

ACK/NACK — Acknowledpe/Negative Acknowledge

AIU — Analog Interface Unit

ALCC — Air Lift Cortrol

ASRT — Alr

AWACS — Airborne Warning and Control System
B — Block

BIU — Bus Interface Unit

cs — Command, Control and Communications
CBI — Control Bus Interface

COMM — Communications — (related to SCC Shelter)
CPU — Center Processing Unit

CRC — Control and Reporting Center
CRP — Control and Reporting Fost

D — Average Message Delay

DASC —Direct Air Support Center

DIU — Device Interface Unit

DISP —Display (related to SCC shelter)
DOB —Data On Bus

DP —Data Processing (related to SCC shelter)
DRA —DTE Register Available

DRF —DTE Register Full

DTE — Device Terminal Equipment

EI — External Intraconnect

EIU — External Intraconnect Unit

ESD — Electronic System Division
FACP — Forward Air Control Party

¥AX — Facsimile

FDM — Frequency Diversity Modulation
FEBA — Forward Edge Battle Area

FI — Flexible Intraconnect

FIFO — First In First Out

FOM — Figure of Merit

ICS — Intercommunications System
IDR — Input Data Request

1/0 : — Input/Output

J — Number of Polling Cycles

JTILS — Joint Tactical

Kb/s — Thousand bits per second

KG — Key Generator

1D = Line Driver

LI — Local Intraconnect

LICU — Locai Intraconnect Control Unit
LI — Local Intraconnect Interface

LU — Local Interface Unit

LR — Line Receiver

LRA — LIU Register Available

LRF — LIU Register Full

1S — Lazy Susan

181 — Large Scale Integrated
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Mb/S — Megabits per second
MOE — Measure of Effectiveness
MS ~ Message Segment
MTBYF — Mean Time Between Failure
MTITR — Mean Time-fo-Repair
> MUX — Multiplexer
f N% — Any one message frorm LIU()
;- NTDS — Naval Tactical Data System
2 ODR = Output Data Request
: PC — Polling Cycles
PROM — Programmable Read-Only Memory
PSi — Preferred Standard Interface
RAM — Random Access Memory
RES/TRAN -- Reservation/Transmit
ROM : -- Read-only Memory
RT — Time Required by an LIU to make a reservation
SD — Number of Device Start Times
SAU — Selected Adapter Unit
SB — Sub-Bus
sSC — Self Contained (Related to SCC Shelter)
Scc — System Configuration Concept
SIU — Standard Interface Unit (later LIU)
SN — Sequence Number
SSI — Shelter-Shelter Interface
SSU — Shelter-Shelter Unit
ST — System Time
Te — Cycle Time
TACC — Tactical Air Control Center
TACM — Tactical Air Control Manual
TACS — Tactical Air Confrol System
TAF — Tactical Air Force
TAFIIS — Tactical Air Force Integrated Information System
TCCF — Tactical Communications Control Facility
TDMA — Time Division Multiple Access
TG — Transfer Grant
T/R — Transmit/Receive ’
TT — Time to Transmit 1 block of 1040 words
TTY — Teletype
TU - Time Unit
UER '— Undetected Error Rate
VB — Virtual Bus
Wg) — Access Delay of Message Nj)
w — Weighted Rating
WT — Wejght .
|
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MISSION
of
'Rome Air Development Center

RADC plans and executes nesearch, development, test and 3/
selected acquisition programs in Auppofut 04 Command, Control g
3
[

Communications and Intelligence (C31) activities. Technical
and engineerning support within areas of tecinical competence
48 provided to ESD Program 0ffices (POs) and other ESD
elements. The prineipal technical mission areas are
communications, electromagnetic guldance and control, sur-
veillance of g/r.ou.nd and aerospace obfects, Lmte&ugence data
collection and handling, information Agntem_ technology,
Lonospheric propagation, sofid statz sclesnes, microwave
physics and electronic reliability, maintaincbility and
compatibility.
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