UNCLASSIFIED

AD NUMBER

ADB019078

LIMITATION CHANGES

TO:

Approved for public release; distribution is
unlimted.

FROM:

Distribution authorized to U S. Gov't. agencies
only; Test and Evaluation; 01 DEC 1976. O her
requests shall be referred to Headquarters,
Space and M ssile Systens Organi zati on,
Wor | dway Post Center, P. O Box 92960.

AUTHORITY

SD USAF Itr, 19 Cct 1981

THISPAGE ISUNCLASSIFIED




THi@ REPORT MAS DEEN DELIMITED
AHD CLEARED POR PUBLIC RELBASE
UNDER DOD DIRECTIVE 5200.20 AND
NO RESTRICTIONS ARE !MPOSED UPON
IT8 USE AND DISCLOSURE ,

DISTRISUTION STATEMENT A

APPROVED POR PURLIC RELBASE;
DISTRIGUT 100 UNLIMITED,




SAMSO-TR-76~105

SATELLITE DATA MANAGEMENT ALGORITHMS STUDY

Arvid G. Larson, Ph.D.
Philip H. Mason, Ph.D.
Bernhard E. Keiser, D.Sc.

R R W 7 e

——
VTR S v e e
e

ADB0O19078

Technical Report SAMSO 76~105
(PRC Report Number R-2000)
December 1976 \

]

~—

Prepared for:

U. S. Air Force Systems Command
Headquarters, Space and Missile Systems Organization D D C N
Directorate of Plans, Advanced Concepts Division EF'-“ .-,
D P"." HH
" JUN 17 1917

SAMSO Contract F04701-76-C-0188
St rr-"T" ~r

L,,l_.. _,._l

pistribution limited to U.8J Gov't. agenctes onlyj
Test and Evaluation; §Deg.76. Other requests
for this document wust be referred %o Smgo/yAPC

‘P-oo Box qg?&O,Wﬁ‘lJWﬂr Stt{ tﬁn’tﬂ les "nq,f €s, re 90009

L

DD
v /s

7600 OId Springhouse Road O McLean, Virginia 22101 O (703) 893-1800
1100 Glendon Avenue O Los Angeles, California 90024 C (213)473-1163

sC ] PRC INFORMATION SCIENCES COMPANY

DOC FiLe copy

)




4
?
This final report was submitted by PRC Information
Sciences Company, 7600 01d Springhouse Road, MclLean Virginia,
22101 under Contract F04701-76-C-0188 with Headquarters Space
and Missiles Systems Organization, Advanced Concepts Division,

Los Angeles Air Force Station, California, 90009. Major George
A. Kuck, YAPC, was the Project Officer.

This technical report has been reviewed and is approved
4 for publication.
7y (
S {34/’/” \\1 :- 7}?‘/’%?; i e f v
- ;fRiNC J. BELMONTE, JR, Lt Col
; Project Officer Chief, Advaqce¢‘Concepts Division
W, |
FOR THE COMMANDER
fi e w
1 m M Lo :;rf
1 e bt Joction
4 AR (]
] JSTIFIGATIN. .
] e
CSTRIRUNISN Z4VAILABILITY CODES

T kil wd/er SPECIAL |

=S o W e S e e e R g S 4

TR S T A . i g

e ey e L sk
@t i BganlZl,

R T T e i.




ABSTRACT

As part of an ongoing Space and Missile Systems Organization (SAMSO)
research and development program into advanced space communications net-
works to support projected Air Force missions through the year 2000,
several studies have been performed to investigate emerging issues in
the design of such networks. This final report presents the results
of a study to consider one specific issue -- that of the design of data
management algorithms to optimize performance measures and resource al-
locations within network and user demand constraints. Included in this
study are considerations of message distribution modes (e.g., packet
switching algorithms), information control (e.g., flow control and

routing algorithms) and multiple access techniques.

In the context of this study, data management algorithms consist
of all the rules which govern information flow within an envisioned
multiple-satellite multiple-mission space communicationms network. Such
data management algorithms permit the orderly interaction of information
sources, intelligent satellite nodes which form the communications net-

work, and information users.

A generalized satellite-based information network model is developed
in this report. Generic characteristics of the network information
processing and transmission resources are identified as the basis for
an evolutionary space communications network. Specific considerations
for satellite data management algorithms are presented in terms of both
mission-related and communications-related factors as well as relative
performance measures. A comparative evaluation of data management al-

gorithms is also given.

The final chapters of this report develop satellite network data
management opportunities as well as identify specific areas requiring
further technological development in the realization of an envisioned
space-based information network. The concluding section presents re-
commendations for several study areas requiring additional investigation

in support of this advanced communications network conceptual effort.
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CHAPTER 1

INTRODUCTION AND BACKGROUND

A. Basic Considerations

Over the last several years, significant technical advances have
occurred with respect to data communications, packet switching networks,
intelligent computer terminals, distributed data processing systems, and
cormmunications satellites. As these and other relevant digital communi-
cations technologies rapidly evolve, it seems clear that current and pro-
Jected state-of-the-art in these technologies now permit consideration
of the logical merger of these advanced, but diverse, concepts in the
development of a space communications network. Such a generalized infor-
mation network could support a variety of projected Air Force missions

through the next several decades and beyond the year 2000.

For example, a representative multi-mission space-based information
network of this sort could employ a configuration of earth satellites to
form a packet switching system for digital data transmission from any
point on the earth to any other point. Each satellite would function as
an intelligent node in this network, using intersatellite relay of data
controlled by on-board microprocessor and data storage systems. In prin-
cipal, such a packet switched space data communications network would
operate in much a similar fashion to that of the current ARPANET, support-

ing diverse users across several distinct missions.

The potential utility of such a generalized multi-mission information

network is immense. It has therefore become essential to identify the
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emerging issues in the design of such a network so as to guide subsequent
research and development activities to this end., One such issue is the
design of data management algorithms to optimize performance measures
and resource allocations within network and user demand constraints. It
has been the purpose of this Satellite Data Management Algorithms Study,
sponsored by the U. S. Air Force Space and Missile Systems Organization
(SAMSO) under Contract FO4701-76-C-0188, to perform a detailed investiga-

gation of this specific issue.

B.  The Satellite Data Management Algorithms Study

In the context used herein, data management algorithms consist of
all the rules which govern information flow in the envisioned satellite
communications network. The objective of this study has been to evaluate
the effectiveness of data management algorithms in support of specified

satellite data systems missions.

Data management algorithms are necessary to permit the orderly

interaction of

° Information sources

e Communications systems

e Informaticn users
within an information network. Such algorithms include considerations
for optimizing performance measures and resource allocations within net-
work user demand constraints. An efficient allocaticn of network resources
must additionally consider message distribution modes (e.g., packet
switching), information control (e.g., flow control and routing algorithms)

and multiple access techniques.

This study effort has been one of three concurrent studies sponsored
by SAMSO within the FY7T period for the purpose of developing:

® User demand models
® Satellite network architecture options

¢ Concepts for data management algorithms

=g




While the study results prescnted herein focus primarily on the third of

these study areas, it is recognized that there is considerable comnonalty
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with the first two studies, since effective data management algorithms

cannot be developed without consideration for user demand models and net-
work architectures. Thus, somewhat overlapping study efforts in these
j areas were also considered to be within the scope of this satellite data

management algorithms study.

Cc. Project Methodology

This study effort has been organized to explore data management

algorithms for c¢stablishing a data intercomnection between multiple sat-

ellites and earth-based terminals. These efforts were conducted as part

of a broader conceptual investigation into all relevant aspects of a
multi-satellite multi-mission space communications eystem, considering
the generic concept itself, the on-board satellite technology, data

network methodology, and the user terminals. It has been the objective

of the broader study to formulate an evolutionary set of network concepts,

to identify emerging issues for efficient network design, and to project

information flow options.

A four-phase approach was chosen for this investigation, consisting

] of:
® Development of a conceptual network design
® Forecasting of generic network requirements, such as:
- categorization of sources and users
- development of potential design opportunities
i : - identifying inherent network characteristics and constraints.
3 ® Enumerating critical issues with respect to: i

- mission requirements
- data management algorithms
- user interfaces.
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° Assessing practical system prospects; for example: 1

-  computation requirements
- performance evaluation
- critical technology areas.

The results of this study effort are presented in Chapters II through V

of this report. A summary of these results, as well as conclusions and

recommendations, are presented in Chapter VI.

Since the selection of a basic communications network organization
(i.e., dedicated channels or resource sharing, such as packet switching)
is necessarily inherent to the development of data management algorithms, ]
a review of basic communicaticns network concepts is presented in Appendix A. :
In addition, an extensive sct of technical literature was utilized in this
work. A bibliography of relevant technical material found of value in this

effort is presented in Appendix C.

D. Space Communications Missions for This Study

i In order to maintaiﬁ this report in the unclassified literature, spe-
cific details relative to specific projected space-related military mission
requirements are not discussed herein. Moreover, these details, in them-
selves, are not entirely relcvant to the development of basic multi-
mission space communications concepts (although, as will be noted later,
are essential to the consideration of data management algorithm technical

detail). 4

A guiding document for this study has been a recent report entitled
"Mission Analysis of Future Military Space Activities", SAMSO Technical
Report TR-75-217(S) of December 1975 and February 1976, in which are iden-

tified a number of military space activities requiring the support of such

a space communications network. Specific space missions requiring the com-

munications support possible only from an advanced satellite communications
network include: '

e Surveillance satellite activities

e Meteorology satellite activities

e Remote-piloted vehicle (RPV) control satellite activities.
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It is clear that the envisioned multi-mission Qpace commnication net-
work must support communities of disparate strategic, tactical, opcrations
and intelligence uscrs. For example, future space communications missions --
some of which are not entirely possible with current military communications
systems capabilities -- include: ’

® Strategic systems

- polar coverage

- submarine communications

- integration of attack warning and defense missile systems
- ohject identification '
-  space defense

° Tactical systems

- links to and from maneuvering platforms (air, sea or land)

- forward battleficld area links.
Requirements such as these then form the generic mission requircments basis
for development of the satellite data management algorithms concepts dis-

cussed herein.
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CHAPTER II

THE INFORMATION NETWORK

A. Introduction

An initial task in consideration of an advanced multi-mission space
communications system is the development of a generalized model of such
a system for the purpose of identifying basic technological considera-
tions and alternatives i: formulation of an cvolutionary set of network
concepts. It is felt that although this network model should be firmly
based on viable technology and realistic mission requirements, and
reasonable extrapolations therefrom, it can not be constrained by cur-
rently available technology. Moreover, it must be detached frem pro-
gramnatic limitations of current space communications projects. Rather,
such a generalized network model should consider the global military data
network mission requirements for the 1980 - 2000 and beyond time frame to
be served by a hypothetical multi-mission space communications satellite

system to form a distributed communications network in the sky.

In this target time frame, current technology will be extended by
significant advances in electronic component miniaturization permitting
powerful on-board satellite data processing and storage capabilities as
well as data communications technology permitting sophisticated distri-
buted processing systems utilizing advanced packet switching. Concep~
tually, a variety of technologies may be considered to implement the
interchange and processing of information between satellite network
nodes and earth-based terminals (including airborne nodes). Certain

technological trends seem clear; others are emerging issues for network

-6~
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design which must be identified and studied.

.

Similarly, a comprchensive assessment of military communication
requirements through the year 2000 calls for a quantitative projection
of the growth of present communications of all tfpcs, as well as the
addition of new communications capabilities. An integration of all
these requirements into a consolidated data communications system

architecture is designated as an information network.*

Such a network will in general consist of a number of nodes of
arbitrary interconnection. These nodes may represent one or more of
three elements:

] Information Sources

° Information Relays

® Information Users
Nodes may be physically realized by ecarth-based elements (either stationary

or mobile) or satellite-based elements.

The total data flow through the information network is then a
function of how the total comrumication paths are proportioned between
spacc and terrestrial nodes. For purposes of this study, it is assumed
that at least one of the source, relay and/or user nodes is a satellite-
based element. This assumption is based on the

® Need for information from and over hostile territory

¢ Need for information from and to areas in which the political

environment is a difficult one

*Note: It is recognized that there is a distinction between the use of
the words information and data. This report will use the word
"information" to mean both the "data" that flows in the network
and the "information" that is a result of interpreting the "data".
The term "data communications" is used when necessary to provide
a bridge or link to identify techniques or devices that have,
through common usage, come to be identified by or associated with
the term,
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B. Network Functionality

There are five foundation issues to be identified and resolved in the
devclopment of any generalized communication network. These issues, or
mission functional considerations are:

e What is the nature of each information source?

e How are so.rce data processed for transmission?

° How can the nctwork resources be charactcrized?

° How are the data processed upon reception?

e What are each user's information nceds?

The challenge to the designer of a multi-mission network is to develop

common resolutions to these issues across the missions to be supported.

Certain elements relating to network functionality may be established
in common across all missions. As shown in Figure TI-1, one may identify
three levels of network functionally:

° Correspondence between information resources and information
users.

° Correspondence between connection-oriented functicns.
° A broad base of communications-related functions, such as:

- routing and switching
- channel assignment

- security

- priority

- error control

- information delivery.

The uppermost levels of this functional organization relate more to con-
ceptual issues concerning the interchange of information. The lower level
of communications-related functions concern both conceptual approaches and

the somewhat mechanical details of system implementation.

The correspondence between the information resources and information
users involves the pure transfer of information, irdependent of the
mechanism of irformation exchange. Alfernativelv. at the connection-
oriented functional level, this correspondence involves the mechanism

of exchange independent. of information content.

-8-
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This‘concopt is illustrated rcadily by consideration of a letter
transmission by the postal service. The sender and the receiver of the
letter are only concerned with the exchange of information. To them, the
envelope to enclose the information (message), the required address on the
envelope and the entire postal establishment are clearly mechanistic detail
relative to a specific system implementation, Their correspondence is at
the information -exchange level, independent of the mechanism of information
exchange. On the other hand, the address on the envelope is a connection-
oriented function usecd only to designate the proper sender and recciver,
independent of information content. The envelope, postal stamps, mailboxes,
and necessary operation of the postal service are purely communications-
oriented functions, and of course completely independent of the information

being transmitted.

It may be noted in Figure 1I-1 that data management algorithms neces-
sarily span all three levels. Although connection-oriented functions most
strongly influence the selection and design of data managenent algorithms,
it is stressed that the other two levels are also 2 necessary and important

basis to the development of any data management algorithm.

C. A Generalized Model

The fundamental organization for information exchange between sources
and users is the information network. As shown in Figure II-2, the network
consists of three discrete elements:

e Sources

e Relays .

e Users.

Sources and users are interconnected through relays over interlinks.

A simplified illustration of the general information network model
is given in Figure II-3. It illustrates the sequence of information flow
between a single source of desired information, S, and the single user
of the information, U. At least one relay, R, may exisé in the information

flow between the source and the user. It is noted that an interactive

~10-




e

-11-

Figure II-2 -- Elements of an Information Network
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cyclic information flow is visualized, such as a command from the user to
the source, resulting in a set of data from the source to the user. More- -
over, processing of any portion of this information flow may occur at any
location in the information network. In general, such processing is
colocated within a source, relay or user. Additicnally, any set of source,

relay(s), and/or user may be colocated.

The general information network actually consists of an arbitrary
number of sources, relays and users, interlinked in a totally general
fashion. Such a model is shown in Tigure ITI-4, No constraint need to
placed on the physical location of any source, relay(s) or node (i.e.,

terrestrial-based or satellite-based). It is important to note that one

user of information may be a source or relay of other information, etc.
In any interactive operation, the functional roles of source and use of

information reverse between the command and data flow sequence.

The information processing functions may occur at any point in the
information flow sequence. It is obvious that, in general, any desired
processing may be accomplished at any node between (and including) a
source and a user, subject only to pragmatic constraints. Such processing,
including information selection, compression, transformation, fusion and
storage, may thus occur at or among any of the total path nodes. By argu-
ments of functional transposition, all desired processing may be located
within one node, or distributed among any of the nodes. In practice,

this latter case is by far the more common.

Although the general model shows ‘separate interlinks between source
and user and between user and source, only one of these interlinks need
actually exist. If both do exist, they may be colinear, sharing a common
conmunications path. A generalization of all possible interlink distri-
bution modes would include:

e Broadcast (point-to-multipoint)

- Real-time Broadcast
- Store and Forward

-13-
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e DPoint-to-Point (among Nodes A and B)

Store and Forward
Unidirectional (node A to Node B)
Bidirectional

-- Half Duplex
== Full Duplex

Unidirectional (Node B to Node A)
Polling

e Gathered (Multipoint-to-point)

Such a set of generalized information network interlink distribution

modes is illustrated in Figure 11-5, along with typical examples of each

use.

Polling
Multi-source Acquisition

An important characterisitic of this information network model is the

inherent multiplicity of interlinks between a given source and a given
user. A network of relay nodes, generally interconnected, provides par-

allel and redundant information flow paths between any source and user

via one or more intermediary relay nodes.

It is this availability of parallel interlinks between communicating

sources and users that provides the opportunity for flexible network rout-

ing. A variable routing scheme is thus most appropriate for this model in

that it would support parallel transmission of individual portions of an

information transfer, be it commands or data.

portions, or packets, may be arbitrarily sent through the network in any

sequence from sender to receiver,

Such information transfers

Permitting intelligent switching at

each element then forms the basis for a packet switched information network.

D. Key Features of the Model

The generalized information network model contains many features of

significance to the envisioned multi-mission space communications network.

Principal key features of this network model are:
@ The network is entirely information exchange independent.

e There is no constraint on node location and/or operation
(e.g., earth-based, air, satellite, manned, unmanned, etc.)

e Network sources and users may alternate roles.

-15-
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e Any set of source, relay(s) and/or user may be collocated

¢ Information processing may be distributed through network
or centralized at any node

o There is a multiplicity of separate interlinks between each
source and user pair.

EFach of these features relate to a desired quality of an evolution-
ary information network. A detailed consideration of this model thus
provides a set of generic network characteristics, as another mechanism for

for defining necessary network attributes in a multi-dimensional descriptor

space.

E. Generic Characterictics of the Network

A gencral schema for generic classification of the network model is
presented in this section. It is based on two independent sets of char-
acteristics, namely:

¢ Information-related characterisites

- information-use
- information-flow

@ Node-related characteristics.

The applicatioh of these generic attributes within the general model
permits focusing upon potential future opportunities in a general interactive
information network. This analysis will, in turn, identify critical issues
which may be then tested against technical details, such as:

¢ Information quantity

° Information transmission rate

e Geographical distribution of sources and users

e System constraints

Each set of generic characterisitcs of the general information network
may be defined in a multi-dimensional descriptor space. A useful enumera-
tion of bounding characterisitcs of this descriptor space is contained in
Tables I through III, along with illustrative examples of their application,
It is recognized that this descriptor space as presented is neither distinct
nor exhaustive, but it is felt to provide adequate insight upon which to
base potential network development opportunities.

-17-
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INFORMATION - USE ATTRIBUTES

CHARACTERISTIC

Information Availability

° Continuous
@ Periodic

o Infrequent (Bursty)
Information Application
e Opcrational

- Command and Control
= Navigational

- Meteorological
¢ Intelligence

- Basic
- Tactical

- Strategic

e Administrative
e Archival

Fusion

o Multi-Source

e None Required
Routing/Distribution

e Broadcast
° Point-to-Point

° Gathered

EXANPLE

Surveillance Satellite
Meteorological Satellite

2 ..
C” Mission

Force Status
Navigational Satellite

Weather Forecasting

Persounel Action

Remote Data Base

Survcillance and ELINT

Command Acknowledge

Navsat
RPV Control

Command Center
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TABLE 11

INFORMATION - FLOW_ATTRIBUTES

CHARACTERISTIC

Information Priority

e Dominant (Highest)
. Inherent Relative

) None
Information Control

Highly Sensitive

. Limited Distribution

. Unlimited Distribution
Information Timeliness
e Real-Time/Necar-Real-Time

o Medium-Long Term

e Archival/Non-Time-Sensitive

-19-

EXANPLE

Flash
Routine, etc.

Administrative Actions

Eyes only, codcword
TS, Secret, etc.

Broadcast

Voice, Tactical Intelligence
Strategic Intelligence

Personnel Records
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TABLE IT1

NODE-RELATED CHARACTERISTICS

CHARACTERISTIC

Node Function

Information Source
Information Relay

Information User

Node l.ocation

Fixed (Land-Based)
Mobile

- Low-Spced

- High-Specd
Satellite

- Near-Earth Orbit

-  Geostationary
- Cislunar and Beyond

Assumed Threat Environment

Active Threat Possible
-~  Physical Threat

- Electronic Threat
Passive Threat Possible

-~  Physical Threat
- . Electronic Threat

Benign Environment

EXAMPLE

RPV Sensor Platform
Control Satellite

Tactical Commander

Command Cent.:

Man, Tank, Ship
Aircraft, Missile

LANDSAT Platform

Broadcast Satellite
2

Attack, Bombing
Jamming, Spoofing

Surveillance
Network Penetration

COMSAT, ARPANET
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F. Network Resources .

The general information network model provides two fundamental net-

work resources. These are the:

e Transmission of information (between source and user); for example:

= interchange

- switchiny

- route selection
- storage

. Processing of informatiou; for example:

- selection

o compression

- transformation
- fusion

- storagc.

The overall satellite data management consideration is the effective
atilization of these resources in an evolutionary satellite communications
network. It is the role of data management algorithms to provide the
flexible utilization of these resources within the constraints of techni-

cal detail imposed by communications-related functional requircments.
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CHAPTER IIT

AN FVOLUTIONARY COMMUNICATTIONS NETWORK

A. Introduction

e

A basic premise of the satellite data management program is that a
multi-mission space communications system can enhance the utility of
data flow via multi-satellite relay between information sources and in-
formation users. This can be accomplished within such an envisioned
system if provisions for effective sharing of transmission and processing

resources within the communications network are provided.

The design of the envisioned space communications capability nust
support an evolutionary developmental sequence. The specifics of the
sequence itself are not particularly germane. However, for purposes of
illustration, one envisioned network development sequence could be:

(1) Install a simple switching element, including on-board data
processing and storage, in a single satellite to support one
generic program, say space surveillance -~ a defined community
of users.

(2) Using several interlinked jdentical intelligent satellites,
impiement a simple multi-satellite communications network to
support two or more missions with partial global coverage.

(3) Form a distributed space communications system using 5-10
intelligent satellites of varying technological capability,
in a hierarchical network organization using packet switched
data transmissions with full global coverage for complete
commurications and processing support of several relatively
disparate missions (e.g., meteorological missions and RPV

missions).
=22~




A host of data management issues rcadily emerge from a consideration
of such an evolutionary communications network. Data management algo-
rithms nccessary to permit the effective sharing of processing and trans-
mission resources are an intrinsic part of these issues. At a minimum,
evolutionary data management algorithms must be developed to support:

e Informotion Flow Control

- Channel Assignment

- Dyﬁamic Routing

- Distributed Resource Management
e Information Transformation

- Data Compression

- Multi-Source Fusion

- Pre/Post-Processing

e Adaptive User Feedback

e Error Detection and Corrcction

e Information Security/Priority Considerations

. Spoofing/Jamming/Penetration Considerations

] Performance/Resource Optimization
These considerations are further developed in this and subsequent chap-

ters of this report.

B. Generic Data Management Requirements

The development of evolutionary data management design alternatives
requires a general quantification of overall data management require-
ments for each space-related mission to be supported. A generic classi-
fication may be established in termsg of representative military space
missions to provide relative system performance requirements such as

e Information volume

e Time between transmissions

e Tolerable connect dclay

e Tolerable transmission delay
The diverse, but strongly representative, military space missions relating

to surveillance, meteorology and RPV have been chosea for this purpose.

-23-
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Overall data management requirements form the_basis for selection

of the proper communications network to support individual military

r

missions or multiple military missions. It is thus useful to categorize
these missions in terms of communication system performance characteris-
tics. Table IV summarizes such a characterization, indicating relative

communication system requirements for each of the three representative

missions. Several clarifying comments should be made.

Surveillance missions usually deal with large volumes of informa-

tion such as nictures and electronic or other emissions. It is often
necessary that this information be sent in total to a ground processing
station for distribution and exploitation. This may not be necessary I
in all cases if some processing is performed in the network, for example,
if only current status or status changes are reported. If this were

done, then actual data transmission requirements could be moderate or

low volume. In either case, the frequency of information occurrence {4
from a single sensor is relatively low or at most moderate. Since from
9 a systems viewpoint there may be many sensors operating simultaneously,

the communications network could be required to handle information at

moderate to high rates of occurrence. The communication network connect
time and transmission delays for routine surveillance could tolerate a 1
moderate connect time delay. However, during crisis situations, this

information should be available with absolute minimum delay. The com-

munications network must then be designed to handle both requirements.

The meteorology mission is, in many ways, similar to the surveil-

; lance mission in terms of its information communications requirements.

The major .difference is in the tolerable time delays for network con-

nection and transmission. It is not typical that the meteorological s

communication network support real or near-real-time communication;

accordingly moderate delays should not be critical.

In contrast, the RPV mission requires real-time or near-real-time

interactive operation, thus connect and transmission time delays must be

.-




TABLE 1V

SELECTED MISSION ORIENTED PERFORMANCE REQUIREMENTS

Mission

Information
Volume

Time Between
Transmissions

Connect Delay
Tolerated

Transmission
Delay Tolerated

Surveilllance

Meteorology

RPV

High and Low

Low

Moderate;
Low and High

Moderate;
Low and High

High and Low

Low

Moderate

Modcrate

High and Low
Low and High
Absolute

Minimum

Lowest

3}
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minimal for most RPV missions. The information traffic will probably
occur with high volume and frequency from the remote vehicle to its

controller with low volume and frequency in the other direction. For
example, the vehicle will probably transmit status and sensor-derived

information (including pictures), whereas the controller will probably

transmit commands intermittently as they are nceded.

A satcllite communications system designed to foster substantial

E R ol ab e Rl LR b

resource sharing and to simultaneously support each of these three
missions obviously requires broad capabilities to accomodate such

diverse performance goals. Some commonality may be noted, but it is

most clear that a general multi-mission communications capability must
support a broad variety of performance characteristics in every quanti-
tative dimension, Such then is the challenge offered to the designer of
such a system. However, it is also believed that current network control

and network routing techniques, such as are employed in the ARPANET and

other ground-based multiple-user digital data communications systems,

offer significant opportunity to meet this challenge.

C. Evolutionary Metwork Characteristics

3
:
3

The envisioned space communications network must be based on an
evolutionary set of operational capabilities. Conceptual evolutionary
network characteristics may be specified in terms of:

e Network control

® Network routing

A brief discussion of each generic characteristic is presented herein.

1 1. Evolutionary Network Control

The three network supervisory control alternatives to support

o g

resource sharing and evolutionary growth are centralized, distributed,

and hierarchical.

a. Centralized Supervisory Coniiol

A single, centrally located supervisory control node us-

ually suffices for small to medium sized networks in which message delay

1s small, or in which longer delays are tolerable. Such control is

achieved by one or more terminals that can act as source and/or user

nodes.
26~




Large centrally controlled networks may require two or

more control nodes because of the volume and frequency with which the

control functions must be performed. Such nodes, as a group, make up
the network control location. For example, one node may be used to
enter control messages while another, often a receive-only device, is

used to maintain the log of the network's control activities.

b. Distributed Supervisory Control

Relatively large networks with multiple network processors
may operate with shorter queues and better cost effectiveness by using
some form of distributed supervisory control. Control locations may
be seclected on a regional or area basis or may be those locations

where network processors have been placed.

Each supe-visory control location requires the logic
necessary to handle the control messages it receives. Logging of the
control message activity may be held in a queuve and periodically sent

to a node equipped with a logging device.

Two types of control messages are encountered in distributed
supervisory control: those that are entered from a source/user node
serviced by the network processor and those that are entered from an

adjacent control node.

c. Hierarchical Supervisory Control

In large networks with distributed supervisory require-
ments, a method of controlling the entry of supervisory messages may
be needed. This is especially true of a multi-mission military satel-
lite system. In that event, the supervisory control function can be
organized into three hierarchical levels: terminal, intermediate and

master,

(1) Terminal Supervisory Control

This level includes such functions as requests for
retransmission of a lost or destroyed message, and other similar node-

orlented activities. -




In networks with various classes of nodes or levels
of security, it may be necessary to identify subsets of the node con-
trol functions and only accept control messages within the subset to

which a specific node is assigned.

(2) Intermediate Supervisory Control

This level includes those control functions that are

limited to supervisory control nodes, and cannot be initiated from other

nodes. Adding or deleting nodes or interlinks to the software tables
representing the network configuration, requesting a statistical infor-
mation report, changing routing, and altering poll/select scquences are
examples of intermediate supervisory control functions. Such control
messages are entered from such nodes that have been identified as

"supervisory control'.

2

4
2
i

The set of functions that can be initiated by inter-
mediate supervisory control nodes usually, but not necessarily, includes

the lower terminal control functions as a subset.

(3) Master Supervisory Control

This level of supervisory control includes all lower
level functions plus the ability to initiate actions reserved exclusively
for the designated master control node. The master control node is

usually located in some central facility.

The terminal complement for the master supervisory
control function in large networks usually consists of several devices:
one or more reccive-only devices for activity logs and statistical reports,

an active master device for entering control messages, and one or more

standby or backup devices for use in the event of failure.

Control functions usually reserved for the master
location include the changing of security level information in routing

tables and other sensitive activities whose initiation should not be

possible by any intermediate or terminal level messages.

Large networks may require a lpgical subsetting of

the supervisory control functions based upon mission, regional, or

-28-
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some other organizational boundaries. Those networks shared by entirely
separate missions have a similar subsetting requirement. A comparable
problen is presented by a cluster of nodes unique to a specific mission

requiring supervisory control functions unlike any others in the network.

2. Evolutionary Networking Routing

The four most common network routing alternatives are:

¢ Dedicated channcels
) Circuit switching
o Message switching

e Packet switching

The first three approaches are characteristic of the bulk of all current
military irformation transmission networks, whether satellite or ground-
based interlinks are used. In general, they are not entirvely suitable
to support future digital data transmission requirements. This is
principally due to the bursty nature of data transmission, occurring
essentially randomly as a function of time, where source and user node

locations may also vary with time.

A detailed discussion of the specific attributes and a rclative
comparison among the four routing alternatives are given in Appendix A.
In summary, both the message switching and the packet switching approaches
appear to be very useful ones for a multi-mission military satellite
system, Both offer the inherent flexibility and extensibility necessary

for an evolutionary multi-satellite system development.

The message switching and the packet switching approaches are
forms of distributed store-and-forward switching, permitting elimination

of‘theviéng "connect time" delay inherent in circuit switching, thus

providing greater responsiveness. The path any given information quantum

l?ollows is not determined in advance, as is the case with conventional
circuit switching. Instead, the optimum routing is determined for each
quantum as it passes from node to node, taking into account processor
and circuit loading and any outages. High overall network reliability

and use is thus achieved.
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"As is developed in Appendix A, distributed store-and-forward
packet switching is a natural choice for a multi-mission cvolutionary
communications network. The inherent nature of a packet-switched sys-
tern in which meséﬁges arc broken up into sets of packets, with each
packet making its way independently through the network to its destina-

tion, permits most effective processing and transmission resource sharing.

Coutfol of the system is also inherently distributed throughout
the network, with each node providing routing aud flow control on the hasis
of its current knowledge of the network status. In general, packet
switching permits simultaneous sharing of wideband transmission facili-
ties by a number of users, and is relatively mission independent, thus

creating a high-capacity and quite economical communications medium.
D. Discussion

An evolutionary multi-mission space communications system secems
technologically feasible based on currently available computer, cemmuni-
cations and satellite technology and reasonable extrapolations thereof.

It seems likely that the actual implementation of such a multi-satellite
information nctwork will be necessarily evolutionary, with successive
generations of increasingly technologically sophisticated intelligent
satellites being added to the system over a period of time. A fundamental
issue then in the selection of required satellite data management al-
gorithms is the availability of a given algorithms set to support the
necessary expansion and system extensibility implicit in the conceptual

evolution of the system capability.

Information flow control seems the most critical consideration.
Several natural selections occur that tend to best support all multi-
mission and evolutionary growth objectives. A distributed supervisory
network control algorithm best providcs necessary decentralized control
and flexibility in the network operation. Similarily, a variable routing
control algorithm, based on packet switching techniqués, best provides
accomodation of the many disparatc requirements of information volume,

transmission rate, tolerable connect time and transmission delay of the

several representative military communications to be supported. Packet
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switching does permit efficient accomodation of both short and long
messages of various information content priorities with minimum delay.

It also permits efficient accomodation of variable message rates, varying
from ncar-continuous to very intermittent, on a single channel. Most
importantly, assuming the availability of parallel interlinks, packet
switching best supports effcctive sharing of network transmission and
processing resources, thereby providing appreciable reductions in trans-
mission delays as well. Distributed packet switching control is readily
extensible for support of evolutionary networks growth and communicatious

capability.

A number of specific technical considerations for satellite data
management algorithms are developed iu the following chapter of this
report. It is necessary to also consider constraints imposed on the
cvolutionary development of the envisioned network by the selection of
an algorithm set. For example, consider that the space communications
network will eventually employ both geosynchronous and near-earth-orbit
satellites. Further suppose that in support of a specific mission, com-
munications must occur between an information source and an information
user via a relay satellite with relative motion (i.e., through a near-
earth-orbit relay satellite). This might happen when information ex-
change occurs between a polar region and the opposite hemisphere. As=
suming that it is possible for the moving satellite to be properly tracked
by the source and user nodes, there is still a problem: what happens when
the moving satellite goes out of the range of one of the stationary com-
municators. The obvious solution is to "hand over" the communication to
the next moving satellite. Different data management algorithms approach
this problem differently, not all consistent with network evolutionary

growth objectives.

Using dedicated channels, an easy solution is to have all relay
satellites dedicated to the same communication path. When a satellite
is not within view of a source, geosynchronous relay or user node, it is

not used. This is obviously an expensive solutiomn.
!

[
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For circuit switching and message switching routing algorithms,

the problem may be severe. Since there can be no upper limit on message
size for either algorithm, it must be conceptually possible to 'hand |
over" the transmission to another relay in the middle of a message com-
munication. The not too attractive alternative 1s to dynamically break
off transmission and resend the complete communication. This alternative
for elther case mecans that such relay satellites must have sufficient
processing capability to recognize that a "hand over" can occur and to
know when it is coming. Such problems multiply when it is recognized
that on-board processing and storage capacity of each relay satellite
must be available for all possible "hand overs'", total capacity being

highly dependent on the number of relay satellites within the nctwork.

Utilizing packet switching algorithms, the problem can be accomodated
relatively easily. Since all information exchanges oeccur through packets,
only onc small packet need be involved in the "hand over'. The simplest
solution is to resend any packets that are lost during a "hand over'.

It is not necessery to keep track of current communication paths since

they are determined dynamically for each packet. Any number of synchronous
or near-carth-orbit relay satellites may be added to the network without
the need to increase the on-board processing or storage resources of
existing network satellites. Thus evolutionary development can be ac-
complished utitizing various mixes of existing network resources and

technologically improved additions at lowest cost.

-32-
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CHAPTER 1V
CONSIDERATIONS FOR SATELLTTE DATA MANAGEMENT ALGORITHMS

A.  Introduction

Satcllite data management algorithns must permit optimization of
performance measurcs and resource allocations within network and user
demand constraints. From a nctwork control point of vicew, these dis-
parate constraints imposed on the envisioncd evolutionary multi-mission
space commuinications system strongly support the selection of a form
of distributed supervisory control. In additien, it is clear that a
general pricrity scheme must he adapted such that urgent messages can
pass unhindered by network blockage from low priority messages. How-
ever, further development of specific data management algorithms de-
sign requires careful consideration of several mission and system re-

lated performance characteristics.

The previous discussion of generic characteristics of representative
military missions suggests that the simultaneous accomodation of these
characteristics within a single space communications system requires
the attainment of diverse design goals. This is because individual
mission-related characteristics tend to optimize different communica-
tion traffic requirements and communication system uscs. These charac-
teristics fall into categories related to the system requirements for
the missions supported and into categories that relate more closely to
the system's physical limitations and design considerations. These two
categories have been designated as Mission Factors and Design Factors:

e The Mission Factors are those that describe characteristics
of the information that passes through the communication sys-—
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tem. The characterization is description rather than meaning.
For example, the characterization can account for 10000 bits
transmitted, but cannot describe that a picture is transmitted.

e The Design Factors are those that describe characteristics of
the coumunication satellite system. These characterizations
refer to system functional requircnents and capabilities. For

_ example, resource sharing is a system property rather than an

1 information communication property.

- In this chapter, various necessary considerations for satellite

data management algorithms are discussed with respect to:

° Missjon-related considerations
¢ Communications—related considcrations

° Performance measures

made . Sius e

e

1 The concluding sections present comparative evaluations of data manage-

ment algorithms with respect to these considerations to guide the net-

work control algerithm design within the envisioned space conmunications

3 systern.

B. Mission-Related Considerations

For each of the military missions to be supported, important data

management algorithm considerations involve:

® Information-related factors

- Information unit size

- Information rate of occurrence

* Network-related factors

-~ Transmission time

; - Connect delay time

: A discussion of each topic follows.

b 1. Information Unit Size

It is well established in information theory that a physical
measure of information may be described in terms of bits. It is obvious,

of course, that it is possible to convert analog information to digital

representation and vice versa. For example, in telephone nctworks this

<=




transformation is performed by the use of a device called a modem
(modulator/demodulator). The size of information units for represen-
tative military missions can range from one bit to an infinite number

of bits. Communication of an infinite number of bits will be designated

as continuous communication.

Data management algorithms differ in their ability to handle dif-
ferent sized information units. Both dedicated and circuit switch com-
munication techniques can handle all information sizes equally well. This
is because once a communication path is established, the limits to infor-
mation exchange are physical characteristics. These limitations include

such factors as bandwidth and transmission delay.

Message switched algorithms can accomodate a variety of message
sizes. For very small messages, a significant amount of overhead is re-
quired per message to carry extra information, such as the message sender,
destination, and its priority. Tor messages that are sufficiently large
this overhend becomes negligible, but other problems emerge. -For noderate
sized messages, each netwark relay node introduces transmission delavs
that are associated with bandwidth and message size. For large messages,
since the entire transmission must be received at each node beforc it can
be retransmitted to the next node, significant delays may occur at each
node along the communication path. The net effect is a large and possibly
intolerable delay at the destination. Furthermore, if there are any errors
encountered that require message retransmission, the entire message must
be resent. An alternative usually used is some form of error correcting
overhcad added to each message. This then also delays message transmission

by increasing message size.

Packet switched data management algorithms provide substdntial
advantage over message switched techniques. Like the message switched
algorithms, in packet switched algorithms individual messages that are
less than the maximum packet sizec are handled inefficiently. However
for messages that are large, packet switching offers potential benefits
that may even be better than dedicated lines and circuit switching. Since

large messages are broken into packets, ecach packet can be retransmitted
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upon receipt. Thus packet switching does not suf fer from the delay

introduced by waiting for the entire message to be transmitted. Further-
more, packets may take independent paths from source to destination.
When there are parallel paths, they may all be used simultaneously to
acliieve a bandwidth larger than a single path, Packet switching has
beeu demonstrated for continuous voice transmissions (it is found that
ignoring messages received out of sequence presents little difficulty in
speech understanding). It scems reasonable to anticipate that packet

switching can handle other types of continuous transmissions.

In summaty, dedicated lines and circuit switch technique do
well on all sized information units. Message switching performs poorly
on small and large sized information mite. Packet switching performs
relatively poorly on sinall messages, VOTY well on large size messages,

and efficiently accomodates mixed-size messages.,

2. Information Ratec of Occurrence

In this discussion, the term jnformation rate of occurrence
refers to how often an information unit is transmitted. The rate of

occurrence is not necessarily independent of the information unit size,

&

and an interrelationship may exist. On onc extreme, there may be a

large amount of time between transunissions (hours, days, weeks, etc.);

on the other extreme, the time between successive transmissions may

be minimal. This latter situation also is called a continuous transmission
since it is not very relevant from a network point of view whether the
transmission is one long information unit or many short information units.
The time between transmissions is a common communications system descriptor
and a large amount of statistical study has been developed in this area.
The descriptions of message events may be uniform (i.e., periodic trans-=
mission intervals), exponential, Guassian, random, or other appropriate
statistical distributions. In developmeat of alternative data management
algorithms, the mean time between transmissions is found of more utility
than the particular statistical distribution of the information rate of

occurreunce.
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For dedicated lines and circuit switched approaches, the time
between transmissions is uot important for information exchange purposes.
When the average time between transmissions is large, the network com-
munication resources are unused and therefore wasted. As a result, these
approaches are jpnefficient when there is a large amount of time between

transmissions (note 'large" is relative to the size of the information

unit).

Message switched algorithms are predicated on sharing commmica-
tion resources. This approach works best when the average time between
sucessive information unit transmissions for each message sender is large
relative to the entire set of message senders. The overall information
throughput as well as the efficiency of network resource utilization in-
crease with the number of messages passing within the network, However,
the delays encountered for transmitting cach message are directly related
to the messape troffic. lHMessage suwitched algorithms can be efficient in
the use of communication resources, but may causec large celays when there
are many messages in the system. in addition. the relative sizes of the
messages can also affect how well the message switched approach can ac-

commocate mixed size information units since a few frequent large messages

can delay all messages through the system.

Packet switched-based systems follow gimilar design goals to
message switched-based systems. However, packet switched algorithms handle
"bursty" transmissions well. In addition, since messages are broken up
into packets, large messages may be interlaced with small messages and

typically do not interfere to any extent.

In summary, both dedicated and civcuit switched data management
algorithms handle all rates of information occurrence well, but are incfficient
when the time between transmissions is large. Message switched algorithms ex-
pect the time between transmissions to be large and do .not provide efficient

nor effective service otherwise. In addition, large information units
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can have a detrimental cffeet on the overall network performince, cspe-
cially if they are frequent. Packet switched algovrithms also perform
best for infrequent transmissions from single users, but in general packet
switched system performance is not impacted as severely with large, fre-

quent information units as are message switched algorithms.

3. Transwission Time

Transmission time is that time required to send one unit of
information between an information souvce znd an information user. At
the minioum this time is proportional to the physical distance traveled
by the information., Other factors contributing to this time arc the
interlink bandwidth available for the transmission, the selected data
management algorithm protocol, system requirvements for message acknowledge-

ment, transponder delay time, and relay node processing and queueing times.

For dedicated chaunel algorithuws, the transwission time delays
are principally duc to distance traveled and available transnission band-
width., Circuvit switched algorithms have the same limitations as dedicated
channels in terns of transmission speed. The fundaunental time delayv is
proportional to T = d/c, where ¢ is the speed of light and d is the sum
of the distances bétween the nodes connecting the terminals. For a
single geosynchronous satellite connecting two terminals on the ground,

the delay is 0.24 to 0.27 second, depending on the locations of the ter-

minals relative to the satellite.

Certain network protocols lead to unduly long time delays among
satellite nodes and should be avoided. These protocols are those which
demand a message receipt acknowledgement (ACK) before sending each data

block. A ‘solution to minimizing time delay among satellite nodes is to:

e Use long data blocks, and
e Initiate transmission of a given data block without waiting
for ACK to be received on the previous block.
Another contributing factor is the transponder delay time or
the time required for the signals to propogate through the amplifiers

and the frequency translation or demodulation and re-modulation processes
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within tye transponder. In geuneral, it is on the order of m/B, where

m = number of stages and B = circuit bandwidth: Yor a 2000 Mllz bandwidth
transponder of ten stages, the transponder delay time thus would be on
the order of 10/2x109 = 5)(10»9 sec., which is negligible comparcd with

the fundamental propagation time delay.

On board processing and queue times are highly variable and may
well constitute the greatest time delays in many situations. Included

are such functions as:

e Address recognition and message or packet switching time,

) Data queues, while data is avaiting complete processing.

) Actual processing time to achieve data compression, culling
of wost significant values, speeial computations, motion
detection, or some other processing function,

Message switched algorithm time delays generally are a function
of both distance and chaunnel band width. Since each message must be
received in total before it can be relayed to another node in the net-
work, dclays are proportional to the size of the message and the nunber
of nodes traversed. In addition, a messapc can be forced to woilt in a
queue at cach node between the source and user. Queueing delays are
proportional to the total traffic in the communication system. Thus

the larger the number of network users and the larger the message trans-

mission sizes, the larger the delays for any given message of any size.

Packet switched algorithm time delays arc also a function of
transmission distance and channel bandwidth. At each node along the
way, independent decisions must be made to determine the next node to
send each packet. Each individual computation can be designed to be
minimal, but their total time accumulation may be significant if a
packet must travel through many nodes. Queueing delays for packets are
generally less than thosc for message switched algorithms since the
packets can be handled uniformly. Another advantage of packet switching
over message switching is that portions of a message can be retraasmitted
before the entire message is sent. Of course, the potential bandwidth
of a communication path can be increased when the satellite communication

system architecture supports parallel interlinks between nodes.
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. In summary, dedicated and circuit‘switched algorithm trauns-
mission time delays are proportional to distance traveled and interlink
bandwidth. The effective bandwidth can be increasced by creating in-
dependent parallel interlinks and selccting data wanagement algorithms
to coordinate exploitation of this resource. Message switched algorithm
time delays are particularly sensitive to the number of nodes traversed,
size of messages, and total traffic within the communications network.
Facket switched algorithm time delays are less sensitive to these factors.
In particular, packet switched based transmissions are relatively in-
dependent of the size of transmissions of other network uscrs. Depending
on the system architecture, packet switched data management algorithms
of fer the opportunity for effective exploitation of parallel paths through
the networl to increase the relative transmicsion bandwidth between any

y . } Ch4,6,11,40%
given source and uscr nodes.

4. Connect Delay Time

The time requircd to sct up a communication between an infor-
mation uscr and infornation source is the commcet delay time. This time
is highly dependent on the particular data management algorithm used.
The dedicated channel approach is a trivial case, since this time is
negligible by design, i.e., there should always be an open line between

each pair of communicators.

Circuit switched algovithms can have large connect delay times,
Each time that communications are required a route must be determined
and all required resources must be allocated to the communication circuit.
Since individual interlinks may not be shared, it is possible for all
circuit resources to be allocated, forcing the new communication request
to receive a busy signal. In a priority-based system, a higher priority
transmission may "bump' a lower priority transmission. The actual im-
plementation for this "bumping" may be quite complex in order to prevent
the loss of lower priority information. Depending on the network architec-
ture, considerable processing may be required for the actual circuit set-
up. Furthermore, if central controls are used, then additional time will

be spent communicating with the controller to set up the new circait. It

* References are given in Appendix C, Project Bibliography
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has been estimated that this circuit set-up time may range from 30 seconds
for a simple satellite architecture with no interlink contention to scveral
minutes for more complex and highly used circuit systems., If the system
is vperating at saturation and/or poerly tuned, circuit set-up delays of
hours may occur, For exauwple, this already occurs on some computer net-

works where it is necessary to request a communication circuit hours in

advance of the expected time of computer use,

Mes:sage switched algorithms pencerally do not have an appreciable
connect delay time problem. One reason is that wmessage switch systems
typically are not uscd for interactive (two-way) communications and
consequently, the significant time delav is that needed to transmit a
message. However, there may be delays in entering a message into the
network, This dcloy is usually due to the queucing capacity aund flow
capacity of the node receiving the message. These delays are haghly
dependent on the physical characteristics of the node processing and

storage resources.

Packet wwitched algorithms av have a small connect delay in
addition to that of message switched slgorithms,  This delay is due to
the time required for a packet to traverse the network to its destination,
establish the communication, and then acknowledge that the communication
path has been established. The time required would be at least twice the

minimum transmission time, estimated to be between 5 and 30 scconds.

In sutmary, dedicated channels do not have any connect delay,
while circuit switched algorithms have connect delays which can be very
large and require much romputational‘processing. Message switched al-
gorithms arc not generally measured by connect delay times. Packet
switched algorithms have connect delay times that are at least twice the
minimum transmission time plus, possibly, processing at one end of the

, 6
communication path, 11

C. Communications-Related Considerations

A number of algorithm design factors must be considered which relate

to the communications functional level of Figure II-1. These include
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communications system

° Reliability

e Vulncrability

° Service Security

. Scrvice Flexibility

(] Efficiency

A discussion of each of these factors follows.

1. Reliability

High reliability is essential for any military communications
system, For any cornunications network, data management rveliability is
the performance factor describing the ability of the comsunications system
to perform its fuunctions, Reliability is a cowponent of system failure

and includes:

° Mecan time between failures
e Percent resends of datd transmissions

o lMean tine to repair

ln a dedicated communications system, reliability is the overall
product of individual cemponent reliability since the system is designed
to support only one application. Morcover, single application support
sometimes produces simpler systems and, thus, wmore reliable ones. In
the case of a dedicated satellite communication system, the addition of
other features to optimize other performance factors could cause the
system to be more complex than similar ground-based systems. In this
case, the dedicated satellite data management may be less reliable than

.

alternative approaches.

For circuit ‘switched data management algorithms, the reliability
is proportional to the average number of nodes in a circuit in addition
to a factor proportional for the complexity of circuit switch technology.
In addition, the greater the number of alternate circuits, the greater the
reliability for the complete circuit switched algorithﬁ—bnsed communication

system.
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.For a message switched data managchcnt algorithm, the number
of alternative paths available for a message transmission contributes
to the system reliability. However, due to the nature of the system

1 (i.¢., catire messages transferred betwecu nodes), single node relia-
bility greatly affects the system reliability. This is an inherent

weakness of this approach,

For a-packet switched data management algorithm, reliability

is also proportional to the average nusber of nodes traversed by a
‘packet. However, reliability is enhanced over that of message switching
due to the inherent naturc of packet ewitched algorithms which optimize
the transmicsion of small information units., For exawple, a packet
switch d algorithm uay tabe advantage of the ALOHA positive acknowledgpe-

ment technique which has been found to have minimal eoffect on tcoctal

transmission tinc.

In summary, dedicated channel and nessage switched bascu

approaches may be less reliable than tbe adternative olgorithms due to

features that wust be added to casure total system usefulness. Circuit

switched and packet switched based appreaclies have built-iv features that
; add to their relinhility., It seems cvident, however, that packet switched
‘v data management algorithms can be the most reliable gencral purpose
approach due to the opportunity provided by a variety of parallel inter-
links available for transmission of cach packet of a total information

unit.31

2. Vulnerability

Vulnerability describes how a communication system withstands

unauthorized access, jamming, spoofiny, and destruction. For each space
communication system, the critical components are the satellites
themselves, the interlinks between satellites aud to the earth, and the
ground nodes. The satellitcs are vulnerable to destruction, but can be
somewhat protected by having sufficient redundancy in their various com- %
ponents. For dedicated channel system, redundancy may require additional

satellite nodes. This can be very expensive since these extra satellites
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may not be used unleas needed (of course, if they werc used then the
system is no longer dedicated). For the other data management al-

gorithms, redundancy can be built-in since each is bascd on the sharing

of resources., The Joss of individual interlinks between satellites or
between the satellites and ground is equivalent to jamming, This prob-
lem can be tolevated witl sufficiently redundant interlinks between

information source and uscr.

Protection agaiust uauthorized access and spoofing of a
satellite communication system requires that the system contain access
controls,  These controls should be dynumic te assure more completc
protection than solely using static access contrele, This means that
proces=-ing is requited both to allow access te the system and to determine
vhether spoofing or unauthorized access occnrs during system operation.

In a dedicated system, this processing would have to be accomodated with
the basic communication resources. Tt adds to system complexity

and overall expensc. For circuit switched %ascd appruaches, the static
processing could be incorporated into the original circuit sct-up processing.
However, any dynamic protection processing would also require a specially
designed processing capability to Le added to the system. For message
switehed and packet switched based approaclies, the processing could be
incorporated into the required switch processing onboard the satellite
nodes. Since packet switching readily supports bidirectional interactive
communication (in contrast to message switching), necessary packcet switched
algorithms can incouporate protection techniques into the nctworﬁ“bidirec~
tional protocols. Both the bidirectional nature of packet switching and
the fact that messages are divided into small data packets which can be
routed independently (a built-in protection) lower the vulnerability of
this algorithm. 1t also appears that the awmount of cxtra vulnerability
processing required for packet switched algorithms may be smaller than

with other approaches. ¢

3. Service Security

Service security refers to the mecthod required to protect in-

formation transmitted between the informationm source and the information
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user. Eu&ryption is the basic technique used for information service
security and would be required for each of the alternative data manage-
ment algorithms. Packet swiiched algorithms offer a potential additiomal
means for sccurity siuce each packet contains a small amount of a total
transmission and most packets must be intercepted to intercept a com=
plcte message. 1In addition, if parallel interlink transmissions are
possible, then the interception of the packets may be difficult., Parallel
transmission is casy for packet switched algorithms, but can be difficult

0
for the other data manngement algorithm approaches.”

4, Service Flexibility
Flesibility describes how well the communication system can

handle a variety of information flow demands. This factor covers the
variety of information it sizee, rates and coamunication prioritics.

By definition, dedicated channcl systems have no built-in flexibility.
Tnstead, the users must decide for Lhemsclve§ on types of information
units transmitted and how to intcirupt tyansmiscion if necessary. Cir-
cuit switched algorithms are similar to dedicated systenms in their {lexi-
bility except that it is possible to restructure the communication cir-

cuit network under priority derands.

Mcssage switched algorithms are relatively flexible. It is
possible to assign & priority to cach message and use it to help determine
how messages flow through the network. As has been previously noted,
under a message switched approach, the existence of large messages in
the system can significantly slow the transmission of short messages.
Similarly, packet switched algorithms.can handle communication priorities
like message switched algorithms. The size of individual information
units mostly affects the transmission of that information and no others.
In this respect, packet switched algorithms seem the most flexible among

the various data management alternatives.22

5. LEfficiency
Conmunications system efficiency may be measured in two ways:

one from a systems view and the other from a unit transmission view.
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From the systems view, efficicrcy reflects how well the system processing
and transmission resources are utilized. This efficiency weasure is

directly related to the actual sharing of these resources.

A principal reason for considering the use of multi-mission
space comnunications networks is to take advantage of sharing expensive
and possibly scarce resources among several system uscrs. Dedicated
systems by definition have no resource sharing. Thus in a truly dedicated
satellite communication system, each user or generic application, such
as surveillance, meteorology, RPV contrel, or others, will require a
completely separate satellite €y en. Cirvcuit switched systems share
resources among uscrs, but are lLighly inefficient when circuits are as-—
signed and not being uscd. Meseage switched and packet switched data
managenent algorithine permit the sharing of communicalion network resources

very well among the system users,

From a unit transmisgsion view, the concern is with the ¢fficiency
of transmitting an jnformatior unit measurcd as a funciion of required
overhend for that transmission. Since botl dedicated systems and civeuit
switched approaches do not require destination addressing or routing
information, the only overhead involved would be due to satisfy reliabil-

ity requircments.

In store-and-forward routing approaches, some form of information
unit reliability overbead is required of each alternative data management
algorithm. For message switched algorithms, the overhcad is proportional
to the cxtra data that must be transmitted to identify the message, its
destination, and sometimes its routiné. For small messages this can be
significant, but for larpe messages the overhead will most likely be
small, Tor packet switched algorithms, the overhead for an entirc message

is the sum of individual packet overhead values. The larger the number

of packets per message, the greater the information unit overhead.

In summary, dedicated and circuit switched systems are ineffi-
cient with respect to resource sharing but have relatively low informa-

tion overhead. Message switched algorithms efficiently share reso rces
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and have overhead that decreases with information unit size. Packet

switched algorithms have highest efficiency resource sharing but are

the least efficient in terms of overhead required per Information unit

size.

: D. Performance Measurcs

0f the several basic considerations essential to selection of a

vy

satellite data managewent algorithm, much importance must be placed on

those functional operations used to transmit information from its source

to its uscers., In order to judge the cuccess of the operation of specific
algorithms employed, purformance measures of data management algorithms
are used as a neans to quantifv the performance of the data managenent

a

. . 2 U
functional operations. 1

There are two points of view concerning the performance of a data
menagemcnt system, These viewpoints concern (1) the operations of the
system and (2) the use of the system. VFor soie criteria, these viewpoints
agree on levels of importance and optimization, but there are manv per-
formance criteria on which the vicwpoints will diverge concerning relative
importance across representative military missions to be supported. In
the worst case, each individual mission will require the optimizing of

different performance criteria indicated by these measures.

Several performance criteria are of importance. These include:

i

e [ILfficiency of Data Compression
e System Capacily

e System Availability

° System Use

° Distortion and Noise

A discussion of each of these factors follows,

! 1. FEfficicncy of Data Compression

Data management algorithms encompass the compression of data

for transmission and its subsequent reconstruction. There are two distinct
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classes of data comprossion algorithms: one-dimensional, as applicable
to text, data and voice encoding, and multi-dimensional, such as the

two-dimensional algorithms applicable to image cncoding.35

Much of the work on algorithms for one-dimensional source
data conpression is based upon the Huffman codes, which are variable-
length codes for characters and chatacter strings. Other techniques
include fived length coding fov character strings, binary data com-
pression, such as run length encoding, and irreversible compression
codes, such as transition distance coding, the scundex code, and others.26’39
The Karhunen-Lofve Transform (KLT) is optiwal with respect to

varianro distribution, mean square crror wimimization, and rate distor-

35

tion, but lacks an algorithm cnubling its fast computation.

The Discrete Cosine Transform (DCT), on the other hand, results
in a very small increase in mean square error over the KLT, but can be
computed with an algovithm using the Fast Fourier Transferm (TTT). The
M DCT cocfficients can be computed uning a 2 point FFT.35

A low complexity data coupression technlique developed in con-
nection with the Earth Resources Technology Satellite (ERTS) Program is
tailored to the charactevistics of multi-spectral data, It can be im-
plemented to provide compression ratios in excess of 2:1 at over 100 M bps
with zero distortion., It is known as the Spectral-Spatial-Delta-Inter-
leave (SSDI) algorithm. The SSDI operates on the spatial redundancy in
cach spectral band, and then uscs the result to reduce spectral redun-

dancies between adjacent bands.35

Differential pulse code modulation (DPCM) is used to form
pixel differences along each scan line. Then second differences (A's
of the A's) are formed. On the average, the second differences are
less than the first differences because of spectral correlation. A
triple of the interleaved first and second differcnces then allows re-
construction of thc_pixel. Yor each pixel, one spatial difference and

three spectral differences are sent,
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The compressed Lit strean consists of source encoding of the
differences symbols and this encoding is based on the statistical occur-
rence of the diffenences sywbols. The techniques used include the Global

Huffman, Adaptive Huffwan, and the Universal Rice,

An SSDT improvement, known as SSNTA, uses a block of contiguous

pixels to generate first difference symbols, 1t obtains a higher average

compression than SSDI1 by exploiting the two-dimensional correlation, 1n

addition, it smooths sennor and sampling noises throngh averaging,

A further improvewent, SEDhIAM, allovs the mapping of original

pirel intensitics before the firast differonces are formed. (The "mupping"

A

restricts the intensity levels,) A cnall amount of distortion is then

alloved iu the reconstructed data, in return for vhich a higher compression

o
ratio is nchivved.3)

2. System Capaciry

The capacity of a data mansyement network is definsd to be the
anount of information that can be delivered to the end user node.,  There
are various components to the measurc of system capacity, The usual units

for measuring capacity include the number of available channels, channel

band-width, and computed baud rate.

From the operational viewpoint, transmission capacity in terms
of bit rates and nuwbers of channels is an Inportant basis for capacity.

For the user, applications oriented informatioen is more important. ‘Thus,

if processing is performed in the satellite communications system to send
only pertinent information to the ground, the capacity is based on that

quantity of information,

For cxample, if a user is interested in counting the numbers of
buildings in a certain sector, the picture processing could be performed
on either the ground or at the scnsor. When a ground-bascd node is the
processing unit, the entire picture description must be transmitted.
lowever, if the processing is pertormed in a satellite-based source or
relay node, only [inal figures need to be transmitted to the ground,

The end user observes the same system capacity (assuming devices with

.
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the sane resolution), but the satellite network need support a much
smaller amount of data transmission capacity when processing is per-
formed in orbit. Naturally a drawback with orbit processing is that
raw data is lost and thus can not be processed for other concurrent or

future applications.
3. Systew Availability

An inforuation netvork such as the envisioned multi-mission
space coumunications system iu only useful when it ig operational.,  Thus
the very simple criteria of system availability is uioful to hoth these
responsible for operating the system and ¢specially for those using the
syster.  the methods used for veasurdng availability are fairly sinmple

and are uvsually stated as the percentage of up (or dowa) time,

System availabi'ity is an extrvemely relative term.  For example,
the space communications network may be excellent for all of ite fune-
tions bot it may lose its ueefulness if it is only opcerational 1 hour
per day when the need is for 15 hours per day.  The reasons for the
lack of availability do not maiter to the user and as such he does not
care vhether the service is down due to failure, politics, naintcenonce,
or other reasons, Of course, the operations personnel are likely to be
more concerned with the reasons for lack of availability, but the users'

availability demands must be paramount,

4. System Usc

Closely allied with the performince measurcs of system capacity
and availability is the relatjve measure of system use. As used
hercin, system usc is a mcasure of the use of the processing and
transmission resources of the satellite communications system,
The data sources on which usc measures are based include (1)
counting actual data transmission traffic in terms of message bits,
characters or other appropriate units, (2) measuring message sizes, and
(3) message frequency and other traffic measures. It is, however, more

a measure of how much -of the potential system capacity is being used.
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From the operations viewpoint, system resoarces should probably

be highly employed so that little of their poteat it poes to waste.

7 However, high usage often provides lower scrvice based on such user

; criteria as error rate, response tine (transmission time), and pos-

2 sibly cven security. Thus the user's interest is often for somewhat
less than maximum potential when thcré may be an associated degradation

of service.

As a periormance measure, dn opt Ly pereentage of resource

use copsistent with transwission priovities is difficult to dotermine.

A 1007 utilization, or closc to it, moans & system that is on the verge
of overload and which may quickly develop long queucs if all possible
input data requives cventual transmission. A relat ively poor usage

may mean the system has tae copacity to tolerate surge overloads, but

may be ditficult te cconomically justify,

5. ‘]‘_)J'.Hl'(_\_t_‘__t:_j_:_\g__vn_gd_ Noiso
The actual informatlor content thit is transmitted may be

altered due to the traasmission process. This is known as distertion. 3

' For cxample, contributing fuctors to the transinission crror rate or

distortion:

i i

L
: * Image Flement Size (inverse to bit rate)
o Quantization of Image Elcment (inverse to bit rate)
e Random Noise in Channel (of concern in marginal channels)
i e Data Compression Effccts ]
i The typical performiance measures that are used for data management al- é
gorithm purposes include (1) crrors/message/time, (2) number of resends. E
Depending on the applications, a certain amount of distortion
may be acceptable. For example, the transmission of voice or other
relatively low information content data may be understandable with a
high degree of modification of the input data. Unless high resolution E

is required, pictures may also be acceptable with noise and distortion.

However, as the data is processed at its source, it becomes less redundant
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and more compact, and thus distortion and noise can become a problem.
As with other criteria, the particular application probably will pro-

vide the basis for the acceptability of distortion and noisc.

E. A Comparative Evaluation of Data Management Alyorithms

Tables V and VI present a summary of satellite data management
algorithm alternatives, with regard to mission considerations and with
regard to communication systems considerations, respectively. O0f coursce,
a mission-related comparative evaluation cannot be made until specific
mission inforwation cxchiange requivrements for each specific mission to
be supported are identified. As a first comparison, however, the gencric
mission requirements discussed in the previous chapter may be used for

this purpose.

1t may be scen in Tables V and VI that dedicated channel systens

handle all infermation unit sizes and information rates. In addition,

dediceted channcl systems have no connect time ond minimum transmission

time. They are ideal in support of a single purpose mission. Without
&

other considerations (such as cost and resource sharing), dedicated lines

] appear to be a better choice. For multi-mission support, however, as well
as effective resource sharing, packet switched data management algorithms
appecar to be the preferable choice in the dimplementation of a multi-
purpose communication system. Packet switched data management algorithms
will handle mixed information unit sizes, medium and large times between
transmissions, short system connect times, and a wide range of transmission

times. %»6,11,13,22
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TABLE V

o——

MISSTON COMPARISON OF DATA MANAGEMENT ALGORLTHM ALTERMATIVES

e

Inforration Unit Size

PR TR O M

1 Mixed: DC,CS,PS
1 $mall:  DC,CS

.; Medium: DC,CS,MS
1 Large: he,Cs,Ps

Information Rate of Occurrence

e e e s

Continuous: DC,CSH

&

Small: DC,CS ¢
} Medium: DC,CS,PS
: Large: DC,CS,MS,PS
3
r Tine to Connect
f None: DC
1 Short: rs
é Longer: CS
Q
] Transmission Time
] Minimum: nC,Cs
: Moderate: MS,PS “ Note: * PS significantly lower than
3 equivalent MS “rat i
g Large: MS,PS quivalen operation

Key: DC - Dedicated Channel MS - Message Switched algorithm
CS - Circuit Switched Algorithm PS - Packet Switched Algorithm
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TABLE VI

SYSTEM COMPARTSON OF DATA MANAGEMENT ALGORTTHM ALTERNATIVES

Regource Sharing

Low: DC
Some: z CS
Much: PS,MS !'

Vulnerability (Required Additionel Procersing Power)

Little: DS, Ms
Some: CS
Much: DC

Reliabili*v (Inherent)

low: DC,XS
Modcrate: CS
High: PS

Service Security

Same for all; inherently PS can be most secure.

Service Tlexibility

Low: DC
Medium: CS,Ms
High: PS
Efficiency
Low: DC,CS
Modecrate: MS
High: PS
Key: DC - Dedicated Channels MS - Message Switched Algorithm
CS - Circuit Switched Algorithm PS - Packet Switched Algorithm
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CHAPTER V

SATELLITE. NETEORK DATA MANAGENENT OPPORTUNIVIES

A.  Introduction

Tho previous chapters have developed the foundation for an evolu=

tionary satellite communicat ions netvork and the fundumental consideras

tions for data management alrorithus for sueh a network. From this basis,

it is pussible to eatablish an evolutionary set of critical issues rela-

tive to satellite npotwork data management opportunitics. Four critical

jssucs are identificd:
o Development of Desired Mission Roequirements
e Availability of Necessary Technologpy
Practicality of a Yulti-Mission Network

e Potential to Improve Tnformation Use¢ and Presentation

Each is a necessary consideration in order to bound data flow algorithms

and asscss the impact of such rules on network capability.

These issues ropresent both opportunitics and limitations relative
to the ultimate succCss

network. A discussion of cach of these four satellite network data

is presented in the following secctions of this chapter.

management issues

B. Development of Desired Mission Requircments

1t is obvious that specific mission communication requirements must

be established before data management algorithms for that mission can be

further developed. In particular, it is necessary to develop actual

information exchange requirements for a
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include:

° Information-Flow-Related Factors, such as:
- Timeliness
- Priority
- Access Control
v Informat ion-Use-Related Tactors, such as:
- Availability
- Application
- Routing/Distribution
[} Technical Parametric Factors, at a minimnum:
- Inforwation Rate
- Duty Cycle
~ Data Redundancy
- MNumber and Geographic Distribution ol Sources and Users
® Node-Related Factors, such as:
- Yuncticn and Location

- Threst Enviroument

The utility of thesc factors has been considered in Chapters Il through

IV and will not be repeated here.

Clearly, as was shown in the comparative generic requirements of
representative missions in Chapter TIT, there is often an inherent dis-
parateness in the simultaneous support of more than onc mission. Never-
theless, mission requirement support tradeoffs can be found through
creative compromise and the application of sophisticated data management

algorithms, such as packet switched approaches.

1t is strongly felt that this issuc represents the most important

opportunity to be developed in future satellite data management efforts.

C. Availability of Necessary Technology

In the vetailed consideration of satellite data network opportunities,

it is necessary to postulate the availability of necessary network tech-

nology as well as to identify inherent technological limitations. As

«56-

TR




used herein, "rochnology" considers the physical realization of the

envisioned network using czisting computer, communications, and satellite
components or recasonable extrapolations thereof. Although a thorough'
technological assessment was beyond the scopé of this study, many sources
of technology projections through through the year 2000 and beyond were

found readily available.

Critical technology arcas which affect the implementation of al-
govitims are:

Logic Circuit Components

Processor Architecture

Computational Performance

Memory Systems (operational control and data base)
Spacecraft Pover Sources

Spacecraft Transmitter Linits (power and bandwidth)
Antenna Perforiance Linmits

¢ Satellite Lifetime

In general, these critical techuolosy areas are each well c¢stablished
disciplines, with many cimultancous reccarch and development progravs

now underway. For each area it was found that, although requiring
state-of-the-art technology (and in some cases, "hlue sky" extrapolations)
for realization in the next two decudes, the technology nccessary to
support required data management algorithms secmed feasible with a

reasonable probability of attainment.

For example, it is necessary to estimate on-board satellite node
processing requirements for specific data managcewent algorithms in

support of specific missions. This estimation must consider basic

computation sizing paramcters such as:

Processing Bandwidth
Memory Capacity
Distributed System Architecture
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Additional considerations in development of these rvquirements include:

e Physical Size and Weight
. Power Requirements _
e Reliability

Specifically, these computation requirement estimates must consider:

e Data Compression Algorithms

o Network Resource Utilization Algorithms

[ Alternative Processor/Network Architecturce

It may be postulated that in support of these requirements, each node

of a satellite~based data network may employ one Or more:

° General-Purpose Processors
e Special Purpose Processors, such as:
- Pipelined Architecture
- Parallel Architccture
-—~ Array Processors
-= Multiprocessor Configurations

- Associative Processor (logic-in-memory architecture)

to implement each distinct data management algorithm. Of course, the
applicability of these potential procesnor/network architectures to

specific data managernent alporithms is dependent upon:

e Inherent Parallelism in the Algorithm

o Algorithm/Data Dependencies (computational independence)

e Data Base Organziation Considerations
Three especially critical technology areas were jdentified.
These wered

e Interlink Data Rate
e Frequency Selection

e Link Privacy

1. Interlink Data Rate

It is found that the high data rates (say 1012 - 101° bps)

required in interlink transmissions may not be supported by postulated
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technology. In particular, interlink data rates to support a general

multi-mission packet switched network may not be adequate.,

For cxample, consider Air Force/NASA foreccasts for A. D. 2000

possibilitics37:

™ Satellite Interlink (CO, Laser): 1010 bps

1
e Low Altitude to Synchroious Satellite (CO2 Lasecr): 4 x 109 bps
e Deep-Spacc to Near-Earth (Laser): 108 to 1010 by-
e FEarth to Synchronous Sutellite (Microwave): 101" bps
- Multi-Beam Antenna (50 -~ 20 G bps Channels at 40 GHZ)

; - Data Compression of 100:1

f e Portable Terminal Earih to Synchronous Satellite: 4 x 10% bps

2. TFrequency Selection

An intrinsically related issue to interlink data rate is
frequency selection. The space-earth link may be a critical bottleneck.
The folloving summarizes frequency-related linitations:

Space to Space: Yew Propagation Limitations above ionosphere identified
to date

Space to Farth: e  Below 2 Gliz not generally suitable

e 2 to 10 Gl Range is optimum for propagation, but
heavily uscd

° 10 to 300,000 Gliz range contains numerous propaga-
tion "windows": space diversity on ground aids in
overcowing precipitation attenvation

e Higher frequencies subject to atmospheric scintilla-
tion cffects

3. Link Privacy

The link privacy factor seems an area with low technological

potential without the use of highly directive laser interlinks. Yet

link privacy is an especially important implementation consideration,
in that link privacy is critical to network penetration/jamming/spoofing

vulnerability issues.

Link privacy may be achieved by:
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e Use of extremely narrow beam widths
¢ Transmission behind propagation barrier

e Use of special coding techniques

It is uwoted that the first two requirements may be met with laser inter-
satellite links, although laser interlinks are not as effective on the
space-carth link due to propagation considerations. In this case, special

coding techniques appear most promising.

D. Practicality of Multi-Mission Networks

As a philosophic issue, it is necessary to assess the ultinmnte
practicality of a multi-mission network. This assessment must be done

with respect to both the multi-mission nctwork users and the implementation

feasibility tradecfis (e.g., mechanical/systens dotail constraints and
potential). At a minitum, this sssessment must consider issuvs of:
e Time sensitivity of information transmission vs. time delay
inherent in
- Switchcd network queueing delay
- lMulti-satellite 'ink overhead
- Geostationary orbit link delay
o Resource contention among missions
e Extent of permissible resource reduncancy
e Desirable percentage of resource utilization

e Network operation at saturation loads

Again, specific considerations for cach of these factors have been considered

in previous chapters of this report.

On both a conceptual and a practical plane, it is possible to identify
various inconsistencies and mutual exclusions relative to support of various
military missions. The most critical issue clearly scems to be the inherent
time delay of a satellite relay, especially a multi-hop satellite relay, in

support of certain time-sensitive missions.

It is necessary to consider the entire set of potential missions to be

supported to determine which ones are sensitive to time delay, and thus
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unable to tolerate the delay of a multi-hop satellite system. A review
of representative wmilitary missions has indicntud that there are no mis-
sions in which it can be categorically stated that a double~/for triple~
hop delay *s intolerable. However, those missions that are delay sensi-
tive are thosc involving:

e Attack varning, where timely target point prediction and trajec-
tory estimation are are of primary importance

o Control loop response speed and stability

For c=anmple, representative attack warning missions include:
e Ballistic and TOBS Detection
o Advanced Aerospace Defense

© Missile Lauch Indications

Similarily, exanples of representative control loop response situations ave:
o RFV Control

o Misgile Tracking

The time required for the data processing needed to perform tarpeting
and trajectory prediction is a complicated function of the number aad
quality (or noisiness) of the available data points, the processing al-
goritlms and circuit specds available, osud the a priori knowledpe availabie
about the object launched, as well as its firm identification., Values

range all the way from mnder a second to four to six miuutes or more.

The ultimate praclticality of a multi-mission network is most probably
a function of the compromise attainced in the support provided to various
time-sensitive missions. Other aspects, including issues of resource re-
dundancy, resource utilization, and levels of network saturation, arc im-
»

portant but sccoudary considerations in the realization of a truly multi-

mission space communications system,

E. Potential to Improve Information Use and Prescutation

The final! critical issue relating to satellite network data manage-
ment opportunities are considerations of the ultimate overall (information
source to information user) system information use aund presentation
to the end user. This issuc involves the potcntial for the dota manage-

ment algorithms of the envisioned space communications network to provide
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_ as well as support: .
] I
- e Distributed Data Processing 1
E ° Distributed Information Storage ;
f ¢ Dynamic/Adaptive User Interfaces (Reprogrimming Capability)
[ e Information Fusion {
; Effcctive data management algorithms can be developed to supply ;
% total information transmission and processing from source to user. This

requires the comuaunications system be considerced on information network

that can provide the ultinate information uscr with a formatted display

of all desired processed inforvation with optional information trans-

format ion characteristics. Consistent vith the information network model

developed In Chapter II, the nformation source and user nust be capable
j of maintaining an interactive dialog in a dynamis/adaptive informwation
j exchange, !
1 ]

Although a significant extension of current cormand corrunications !

syst ms capability, this idealized infoimation netuork nust addivionally
% provide ralti-source informaticen processing and fuzion in suppori of the
;

1 total decision requirements of the end user. It is potentially feasible i
; to consider such a multi-mission communications system to provide fully ?
integrated and fused data from strategic, tactical, opcraticunal and
: intelligence sensors necessary to the decision precess, as well as to pro- ;
; vide fusion of real-time sensor data with remote data base retrieval to %
i support the human intellectual/analytic process. These latter issues :
; relative to total information processing and presentation to best mcet i

the overall iuformation requirements of the end user scem the most com- '
? pelling of satellite data management opportunities. f




CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS )
A. Introduction
This concluding chapter presents o brief aenmmary of the results
of the SAMSO-sponsored Satellite Data Managenent Algorithme Study.
Several key required technological developments identificed in the course
of this effort are nlsn discussed,  The fiual section of this chapter
additionally includes recommenduations of satellite dats management
algorithn arcas requiring continucd investigation in subscquent ad-
vanced npoce comnenicat fons research and developrnent programs.
B.  Summary aud Cenclusions ]
Satellite data naoagement algorithms consist of all the rules which k
govern information flow in a wulti-satellite space communications network. 1
As such, satellite data managenent algorithus must encompass basic data
commmications functions and processes, including:
e Network Control
e Network Routing ]
e Data Compression 1
e Channel Assignment
e Adaptive User Feedback |
e FError Detection and Corrcction
e Sccurity/Priority Considerations
e Distributcd Data Management 4
) Performance/Resource Optimization
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This study has necessarily concentrated on issues of network con-
trol and routing, although considerable cmphosis was given to peripheral
issues of network architecturce options and user requirements.  Theve is
a substantial intervelation between information exchanpge functions,
couneet icn—oriented functions and communicatioas—-orvicented functions, all
of which arc the dowtin of neiwork data management algorithms (scc
Figure 1i-1). Specific mission-related alporithms studies were hindered
by a substantive lack of quantitative mission information requirements,
such as actual information quantitics, necessary transmission rates and

the geographical distribution of sources and nsers.

Representative wilitary spoce activities wvsed in this effert were
the surveillance, moteorolesics!l and RPV micsions.  Such diverse wissions
vere sclected to provide a disporate variety of Inforrat fon-exchange-
related attributes to best test the potential of & wulti-mission space

coununications aystor,

Soveral conclusions are veletively stroightforward.  The multi-nission
commurications objective appenrs best supported by use of distributive
supcrvisory control algovithms and a pricrity schene thot allows uvrpent
messages to pass unhindered by network blockoge from low-priority messages.
Metwork routing alyoritha selection is not as clear and vequires considera-
tions of various operational trvadcoffs relating to actual missiou charae-
teristics.  In the whole, some form of variahle routing algorithms, such
as distributed packet switched vouting algorithms, ecem the most reasonable
compromisc to accomplish effcetive sharing of transmission and processing
resources among the varjous missions., System extendability is sipnificant-

ly facilitated by packet switched routing algorithms.

Specific packet switched routing issuecs which must be further evaluated

with respect to actual mission requirements are:

e Network Routing Overhead

-~ Adaptive control is best

- Distributed decisions across network are best
e Packet Siziqg Overhead

- Large packets are wmore efficient

- Small packets are more reliable
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.0 Frror Correction Overhead
- Moderate overhead per packet requires few retransmissions
- Small overhead per packet implies expected retransnissions
. Sceurity Control Overhead for
-~ Penetration suppression
- Anti-jamming/spoafing measurcs

- Resource diversion safeguarding

In general, packetr switched based network data management algorithms
tend to best support malti-pission applications where transmisscions are
intermittent, delay wust be minimized, messages are of various lengths
(mixed Jong and short) and sinultancous tronusnission of packets can be
acconplished over parallel interlinks. This latter feture is a principal
advantaye of parket svitched alporithns over conparable nessage switched
algorithms, Tt was also deterniuned that overall time delay is the most
critical consideration for cevtain missions, such as RPV control. TIn
this cace, the larger time delay inberent in packet switched olgovithas
over circuit switched algorithm alternativis may heavily wveigh against

their use.

C. Identification of Areas Requiring Furthew Technological Developuent

Ten oy issues have been identificd during the course of this study
in the arca of required technoloegical developments. Fach is discussed in

the following section.

1. Man-lachine Interface

What data does the user need in order to perform his mission most
effectively? Does he know what he needs, how to request it, and how to

interpret it?
The problem facing the user is typified by his having to per-
form the following functions: '

e Sifting through very large quantities of data to reduce their
volume and extract information relevant ot some purpose.
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Applying heuristic procedures to limit or accelerate search
in the exploration of decision trees too large to be followed
to conclusion.

Building, maintaining and accessing large information bases
whose application and coutent nay change.

Controlling many concurrent procedures with competing require-
ments and changing prioritics.

The man-machine interface is characterized by both displays and
software.  The easc with which the nser can access data sources via the
network is directly velated to the expertise pecded to develop and use the
requived software.  Simplified or higher order machine languages may help

to solve this man-machine intoy face problew.,

Correspondingly, the nood exisls for computery systems that can
understand humar language. The computer tust watceh nmon's intellectual
and sensory abilitics to acquire and assimilate knowledpe. This calls
for the vefinement of systoms that provide large vocabularies and sophis-
ticated language capabilitics co that they are converiont to use and

compatible with huran capabilivics.

2. Data Interpretation and Infornation Fusion

Closely related to the issue of the man-nachine interface is

that of data interpretation and the merging of disparate information

elements., The cost of timely data interpretation aud subsequent nmulti-

source information fusion is a key factor Himiting the amount of val-
tuable source information which can be obtained from future space missions.
The necd thus exists to automate much of the data acquisition and data
interpretation process. Much of this implementation should be possible
by developing programs for use within intelligent spaceborne nodes

(satcllites with on-board processors).

3. Data Compression

The steady increase in the amount of information to be collected,
processed and disseminated by space missions forces tho development of
advauced data compression techniques. These techniques include the auto-
matic recognition of redundancy in images and the application of wata

compression without loss of content. Four classes of applications which

-66~

T T N L




have becn identified are thosc requiring:

e Exact or nearly exact reconstruction of the original
source data.

e Approximate reconstruction of the source data, with very
little perceptible difference between imapes produced from
the compressed data and from the original.

° Production of high-resolution thematic maps which describe
the spatial disiribution of & small number of source "classes"
that are recognizable from the spectral properties of original
data sanples.

e Determination of the location and the key parameters of
prescribed features that occur infrequently within a survey
arca.

On-board processing st be developed to allow a high degree of

data corpression to be accorplished, and to facilitate quick reaction to

discovered targets of opportunity.

4. Distributed Computation

The development of distributed computation, of intelligent rerminals,

and of notvorks that tie them together provide users access to a wide
variety of diffevent computational facilities whose languages and conventions
may be unknown to these users. The usc of distributed computations has

been a basic assumption underlying much plamning of future space missious.
However, the computational capabilities residing within the Army, the

Navy, and the Air Force cannot all be linked together readily. One way of
making distributed computation a reality is by adapting machines to the

conventions of natural human Janguages.

5. Network Sccurity Moasures

Technological development is needed to prevent interlopers from
ascertaining what is being transmitted on communication links. Although
the use of encryption goes a long way toward this objective, increased
security is needed at the terminals themselves, where decryption has

taken place, or before encryption has occurred.

The key issues with respect to the links themselves are the

problems of jauming and physical threats to the satellite nodes.
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6. Data Rate Limits

The factors limiting channel data rates have been identified
in this study as the circuit speeds with which modulators and demodula-
tors can opcrate, rather than inherent bandwidth factors of tubes, soldid
state devices, or lasers themsclves, Morcover, data stream serializers
and synchronizers (for combining and partitioning data streams) present
comparable limits (on the order of 1 to 2 Gbps) at the present time., This
area warrants substantial development, especially in view of the fact
that wony satellite links can provide excellent received signal-to-noisc-
power-density ratio values (e.y., 30 dBY, wvith conscquent high ratios
of bits/second per Mertz bandwidth (e.g., 10), through the vse of high

order digital modulation techniques.

7. Power in Space

The future use of space shuttle technology altows spacceraft
with the ability to carry volumes and weivhts of solid state components
that cannot possibly be powered because of the relavively Tow levels of
solar pever available. This fuct calls for an accelernted developront
program in the area of radio-isotope thermoclectric generators in order
to maximize the amnunt of on-board processing capability possible on a

satellite of given size,

8. Links Between Haneuverable Platforms and Satellites

Maneuverable platforus (aireraft, helicopters, jeeps, etce.) often
must have small antennas that are cither low in gain or, if of high gain,
require careful pointing toward a satellite in order to maintain their

links. VFourthermore, maneuverahle platforms are characterized by limited
P

primary power capability, plus widespread demands for the power that is
available. The development of improved tracking systems, highly accurate
(<O.1o), small (<0.1 kg) and very agile, thus becomes important. The usc
of elcctronic (as distinguished from mechanical) beam pointing them is

indic.ted.

This requirement is important not only for mancuverable platforms,

but also for fixed platforms operating at frequencics above 15 Gltz, at
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which the problem of atmosphere-induced beam wander becomes significant,

and requires a tracking capability also.

9. Frequency Re-Use Techniques

Present military satellites have an inadequate number of channels
because of limited spectrum availability. Although the future multi-
mission satellite system probably will operate at frequencies that arc
not presently crowded, steady increascs in data rate demands call for
the most officient possible use of the spectrun.  This derands the ox-
tensive application of freguency re-use techiniques,  Such techniques

neced furtler technological developreat above 15 Gz, They include:

¢ Polarization diversity

¢ The uvse of multiple bean antennas, with nuncrous crossing
beams bctween synchroncous orbit and users on carth

° Space diveraity

Although not a frequency-re-use technique, good spoctrun usage above 15 Gz
will call for the use of fast data dvups hetveen satellite and carth during

good weother conditions,

10. Development of Multiple fpot Team Antennas

Spot beam antennas for usc both on land and on board satcellites for
the 10 to 300 GHz frequency range, and having as meny as 50 spot beams, are
called for, and warrant serious developoent effort in the preparation of a
multi-mission satellite system., The rationale for such development lics
both in the areas of data rate requirements and efficient spectrum vtiliza-

tion.

D. Areas Requiring Additional Tnvestigation

A number of areas for additional investigation which should be per-
formed in subsequent pliases of the Satellite Network Data Management
Program have beeu identified. These include continued investigation to
further provide an:

° Tmproved understanding of mission-information characteristics
interrelationships )
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° Establishment of minimum time delay requiroments
° Mcasure the extent of information redundauncy in mission data

e Fstablishment of vulnerability/survivability/reliability re-
quirements

. Development of optimum number of satellites in the multi-mission
space netvork, to include considerations of the:

- Extent of uscable interlinks per mission
~  Bounds on natwork control overhead
- Lyploitation of parallel dnterlinks
© Evaluation of cowputer/communications/satellite technology inter-
relationships
Many of these issues can only he resolved through computer simutation of
network data managenent algoritbms.  Several of these issucs are further

discusscd in this section.

T enilepaemn of Totsl Minsion Requircnents

For each of the nmilitarvy missions te be supported, it is nee-
cessary to develop a definitive forecast of communications requivénonts
through the year 2000. These involve both wode-related requirenents/

opportunitics and network informat ion-related requircments /opportunitics.

Inportant key issues are:

] Node location (i.c., satellite veo. terrestvial)
e Node threat environment (at sources, relays, users)
e Node survivability and reliability considerations
[ Information-flow parameters

- Transmission characteristics

- Information data ratc

- Duaty cycle

- Geographic distribution of sources and users

More generally, this Jdevelopment requires the answers, in

both qualita*ive and quantitative terms, to the following questions:
e What does the user need in terms of total data communica-
tion? (Consider the requircments of all services.)
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e What will the user be likely to have by the year 20007

) What, therefore, would a multi-mission satellite system do
for him?

e What prosently mnfilled veeds exist (considering the require-
ments of all services), for which no firm solution (implemcn-
tation) is planncd?

The above requircments nust then be translated into total data
volume from ecach source location to each destination, accounting for
simplex, half dnple and full duplex reguircments. In other words, the
planning for a multi-mission wilitary cutellite system must visuvalize
the total data flow that the systen must bo able to bandle in the year
2000, Other requirements include thosze for data processing and storagd
within the system.  All of thie information must be catablished quanti-

tatively before the svstem can he sizedy i.e.:

° Hotr many data chanmels arc necded at what rates?
e How many veice chaunnels?

® How many video chrunels?

© How wmiy interactive computey channels?

(] Wheore are the terminal locations, and vhat is the expected
data flow to and from each?

2. FEstablishoent of Minirwm Delay Requivements

For cach of the missions, it is also nccessary to establish
the winimum tolerable delay between source and user. This then may
estoblish certain physical propngntion—]jmitcd constraints on the net-

work architecture.

Important key issucs are:
e What is the effect of the general network inherent delay
on the mission?

e Cau a general network support all desired time-scnsitive
i{nformation exchange?

e Arc mission information exchanges iuherently limited to
~ One single hop to a near-earth orbit satellite?
- One single hop to a synchronous satellite?

- Small number of multi-satellite hops?
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3. Informarion Tresentation to User

The uscr node may represent the greatest challenge to network
design for effective utilization of system resources. Tmportant key

issues are:

o Data processing/data presentation trade-offs

- Human factors considerations (prefcerred displayed
information)

- Presentation levels (olarm, changes, real-tine data,
storarc rccall)

- Idmitations on presentation and classified data
) Inforwation utilization
- Post-processing vs, pre-processiog

- Data fusion requirements/capabilities/oppmtunities

4. Characterization of Data Mauugement Opportinitics

Fundanental to the justification and plowning of env networh is
the charactevizatiou of the data to be transmitted o1 that netuork.,  Such
a charactevization includes statistical information o mersope lenpths,

on-times, data rates, as well as overall user requirements,

A vealth of key issues involve characterization of the ground-
based (terminal) data management so as to effectively utilize a satellite-
based communications network, These include:

e Requ'rements for space diversity (constraints upon space-

earth bandwidth)

° Interfaces vith ground-based user nodes and own-force units

~ Type and quantity of wchannels

-~ Data rate per channel

Tradeoffs must be performed for a wide variety of data manage-
ment scenarios (combinations of paths, terminal locations, data types,
data rates, etc.) between processing at the sensors, at nodes, and at
user terminals. How much processing should be done witere, and under
what conditions for each requircment? The answers to these questions

will establish processor and memory requirements within the network,
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5. Concept Simulation

It would be most uscful to perform a full-scale simulation of
the conceptual generalized inforwation network. Duc to the complexity
of the task, such a sinulation is not likely., However, several data
management algorithm design issues do lend themselves to simulation
techniques., Specifically, these are the sinulation of alternative data
managenient algorithms in support of various military space missions for
determination of:

¢ Alternative candidate inforaation flow techniques
(c.g., vossare switched vey pockot-swity hed)

e Exploitation of link parallelism in routing
¢ lounds on support for varjous mission combinations

¢ Optirun allocation of network resources
[ Optinum satellite nusbers wnd orbits
® Ease of penctration/diversion/jamming/spoofing

0 Quant itative nctwork overhesd aad time delay estivates

Such simulation tectniques ruv be the only reasopeble approach for

effective resolution of the ceveral multi-wission satellite network

data managenent design issucs previously identified in this report,
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APPENDIX A

BASIC COTLNICATI0N NETWORK CONCEPTS

1. Introduction

As currently pructiced, there are four cencepts deseribing the usce
of commuuications media for exchanging information betveen sources and
3 47 3 : e : 6 .
ugers within a gercralized inforwation notvork, These are:
e Dedicated channels, uniqualy dntertying one scurce with
one user.

® Civeuit (Line) ewitching, as is dowe by the pablic tele-
phone netvork,

e dessage suiltehing, as is cowmon in the transmission of
telearams,

8 Pecket switching, as is becoming sipnificant in computer
communications,

The dificrences between the concepts relate to factors for resource shar—
ing, transmission speed, systea reliability, and others, as are described

in the following paragraphs.
2. Dedicated Channels

The most basic approach to interconnecting oue information source
and onc information user is to provide a permanent dedicated line for this
purpose. Figure A-1 shows how several information users would use dedi-
cated lines for communications. EFach user must have at least one line
between cach other user with whom he wishes to communicate. By defini-
tion, there is no sharing of comnmunications facilities in this svstom.
Each user has a separate communication port (e.g., a telephone) to each

other uscr with whom communication is desired, and must organize their
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usage. Depending on persontl resource orpganization, each uscer way
perform several simultancous communications with other users, or

alternatively, choose to handle only onc communication at a time,

For a satellite communication systewm, a dedicated line econsists
of enc or more satellites that uniquely support communications between
individual iuformation sources and uscrs. The implementat ion could be
a sinple satellite or, for more extensive coverace, through multiple
comnunication satellites., An entire satellite communication copacity
could be dedicated to the single cormunicationor individual channcls
less than full satellite cepacity could be dedicated to the siugle
communication path.  In any case, the entire cowmunication path is
perpanently dedicated to oculy one pair of uscrs, independent of how
the communication path i physically implemented.

3. Circuit Switching

In order to permit the sharing of communication resourcos among

"

users, a scheme of creating dedicated cornunications paths as needed is
used.  In this concept, known as circuit switching, an entire path is

allocated to a given transmission, whether used ov not. The basic idea,

as showa in Figure A-2, s that of a rudimentary telephone system. When-

ever a user wishes to communicate with another, a line is established at
that time for the communication. In the siuplest case, a single switch-
board can be used for connecting users, but morce general systems can
have several switchbouards between users. Since communication lines and
circuits are shared, therc may be contention for communication lines.
Consequently, there can be times when the communication will be delaved

or even impossible (e.g., holiday telephone calls). In general, circuit

switching is useful in situations requiring continuous transmissions over

jong periods of time.

For a sat~llite communication system, a circuit switch system is
similar to the current usage of single communication satellites. When-

ever a communication path is vrequired, it must be established through
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some form of resource allocation, The partlcular path is not shared

with any other user other than multiplexing, When multiple satellites
are utilized, a circuit switch systoem may be murlh move complex than a
dedicated system.  This may occur if distincet communication paths can

be chosen at the outset of commmmication.
4. Message Switching

bepending on the user's communications requirements, it is possible
to utilize more sophisticated methods for sharing resources, Tn the net-
wvork concept kiaown as nessape switching, onlv one channel isuvsodat o
time for a »iven transmission., The wessape travels from its source node
to the next node in its path. VWhen the entire ressage is roccived at
this node, the route to the next node is seloctvd. The nessage may have
to vait in queue for busy channels to clear, so message switching involves

store and forward techniques.

To illustrate this concept, Figure A-3 shovs comaunicotion perforned
in transnission of fixed mesvages, svch as letters and telegrams, A com=-
plete message is transferred from a source to a user as a unit. The mes-
sape is placed in the system along with an attached destination address.
Then, based on the syster's routing algorithms, the message is eventvally
delivered to its destination. Theve is usually little contention for
the communication system port (e.g., the mailbox), but the system's

ability to transfer messages is shared and, accordingly, is affected by

the characteristics of the message traffic.,

Within a satellite communication system, the message switching tech-
nique requires processing and menory capacity at each node (e.g., ground
station, satellite) along the communication path. The preocessing is
required to determine where next to send a given message along a path to
its destination. The mewory is required to queue messages that arve in
transit. Sincc messages can be of different sizes, there must be suffi-

cient memory onboard each satellite in the network to store at least the
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lagest message size allowed. 1In addition, a processing scheme must be :

implemented to handle messages of varying sizes. - é

5. Packet Switching ]
A considerably sophisticated demand multiplexing of commumications

resources over that of messuge switchiung is possible by the network

techmique known as packet suitching, This concept is bhased ou the !

requivencant for the systen to gsimultancously handle o variety of types 3

of information traffic as well as to effectively cuploit the inherent 3

parallclisn of wultiple interconnection paths between source ard user. ]

3

In parket switching, individual rossages are brokea into picces

called packete, each of which hus a maxinum lenoth.  The packets are nua-

bered and addressed and proceed through the network as in message switch-

ing. TIn a distributed packet-switched network, many packets of a ¢iven

message nay be in transmission sinultanconsly. This "pipelining' cuan

reduce transmission delay appreciably over that of message switchins. E

The reduction may be as large as a factor proportiocnal to the nunber of {

packets into which the message is broken. ;

]

Such a shared resource communications capability is illustrated in i

Figure A-4. The basic concept is that information may be broken up into

small fixcd sizes for communicating in the network. Tach packet may be

e g o Y

routed to its destination indeyendently, sowetimes in much the same manner

as in message switching.

The total message is automatically broken up into its componcnt

packets on entry to the system and put back together at the destination

before delivery to the destination user. This feature allows the packets .
that make up a message to be routed throngh the system independently aund

possibly concurrently,

Within a satellite communication system, packet switched communica-

tions requires processing and memory capacity at cach node., (e.g., ground
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station or sateltite) along the cormunication path.. Like message switched
communicat ions, the processing 1s required to determine the next destination
for a packet. However, the wmemory onboard a satellite nced only be a fixed
walciple of the packet size.  The processing required to maintain the packet

qucue handles small fived length packets as opposed to varying sizcd messages.
6.  Comparative Aualysis

An important advantape of (he store and forward systens (message
and packet switching) ovir citcuit switching is that speed, format and
code conversions can be accornlished at the network nodes.  Corplete end-
to-cnd compatibility thus is vt requited, as is the case with circuit

switching.

Another advantovee of store and forward svstems over circuit switched

ystems is that 1o a moderately busy notwork, a set-up gsivnal pay find it

4]

difficuit to locate a complete path of available channels from source to
destination, i.e., the svetem is "busy" or blocked. With store nnd for-
ward re-hniques, only the nesxt chunnel din the path needs to be availahle.
Packet switching has a further advantage of being able to adapt ively

seloct good paths for puackets as a function of network congestion.

Besides providing small network delays, packet switching can handle
short messages rapidly even though long messages may be in the system at
the same time. This results frem the fact that all messages arc broken
down to packet length. Of significant importance, relative to a message
switched network, a packet switched network typically has only modest
nodal storage requirements because of the fact that all messages are broken

down into packets, each of some maximum length (say 1024 bits cach).

Both message switching and packet switching involve the use of
headers. Decause of header overhead, the number of bits traunsmitted is
less for message switching than for packet switching. lowever, provided
the messages are not too lomg the network delay is less for packet switch-

ing because many packets of a piven message can be transmitted simultaneously.
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For message switching,
Delay « Message Length x Number of Hops
An actual delay calculation must ulso include the transmission delay of

each hop.

For packet switching,
belay « (Packet Length x Number of Hops)
+ (Tery. x Message Leneth)
+ (Control Signal belay)
As with messane switching, an actual delay caleculation nust also include

the transnission delav of cach hop,

Because digital data tyanenission requireoments (both source and user)

tend to come in bursts, they lend themselves well to messaeve and packet

switching, both of which involve the sharing of transmisaion resoarces.

In summary, the use of packet switching is justificd in those situa-
tions in which transmissions are intermitteut, delay must be winiwized, and

messages may be of considerable lenpth and simultaneous transmission of

packets can be accomplished.
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APPENDIX B

ADDITIONAL SATELLITE DATA MANAGEMENT CONSIDERATIONS

1. Introduccion

In the course of this investigation, a number of issues peripheral
to the central focus of the study were developed. These diverse topics
considered a variety cf necessary technology factors in the effective
design of satellite data management algorithms. Such considerations
included:

) ARPA Network Time Delay Considerations
Space-Earth Link Limitations vs. Frequency
Maximum Possible Interlink Data Transfer Rates
Satellite Payload Considerations
Utilization of Transmission Resources
Effects of Satellite Orbital Parameters
Motion of Geosynchronous Satellites

Satellite Station Keeping Requirements for Laser Transmissions

Characteristics of Satellite Packet Switching Networks

Each of these topics were discussed in technical notes prepared
during this study for use in SAMSO technical meetings. These technical
issues’aré felt to be of high interest to the overall data management '
program. For the convenience of the reader, each of these considerations

is abstracted in separate sections of this Appendix.




2. ARPA Network Time Delay Considerations 4

Response time T is the average time a message takes from its
origin to its destination. In the ARPA network, a "short" message
corresponds to a single packet of 1008 bits or less. If Ti is the mean
delay time for a packet passing through the ith link, then

T = total traffic rate input to the network from all sources (b/s)
£y = average flow rate in the i th link (b/s)
M = total number of links

o
« 1 Ju 1 1
T = C,-f TutTamtdy) f
e e i
| T !
average time a time to send propagation
packet waits at packet of average time
IMP for 1link i length 1/
to become abail-
able
where

C{ = capacity of link 1
i/u' = average information packet length
1/u = average packet length in the system, including requests for
next messages, header, acknowledgements, and parity check
d; = propagation delay of link i, seconds '

Assuming a relatively homogeneous set of C4y and dj, no individual
term in the expression for delay will dominate the summation until the’
flow in one channel (e.g., channel 1,) approaches the capacity Cio. At
that point, the term Tio» and hence T will grow rapidly. The expression
for delay is then dominated by one (or more) terms and exhibits a thresh-
old behavior. Prior to this threshold, T remains relatively constant.

The manner in which delay varies with throughput for four cases is

shown in Figure B-1, where the latters refer to the following conditions:
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A - Fixed 1000 bit packets (overhead ignored)

B - Exponentially distributed variable length packets with average
size of 500 bits (overhead ignored)

C - Fixed 1000 bit packets plus overhead of 136 bits/packet and
per request for next message and 152 bits per acknowledgement

D - Exponentially distributed variable length packets with average
size of 500 bits plus overhead of 136 bits/packet and per re-
quest for next message and 152 bits per acknowledgement

The curves were obtained on a 19 node network and on ten nodes of
the ARPA het. The x's show the results of a simulation that omitted a.l
network overhead and assumed fixed lengths of 1000 bits for all packets.
The curves show that as long as traffic is low enough and the routing
adaptive enough to avoid the premature saturation of cutsets (links that
connect one group of nodes to all remaining nodes) by guiding traffic

along paths with excess capacity, queueing delays are not significant.

A technique developed by the Defense Communications Agency for
traffic that is longer than a single packet involves splitting the
buffering between the originating and destination nodes and essentially
eliminating the segment reassembly process. Short response times are
maintained for interactive messages and large bandwidths for long data
exchanges. Variable length packets are used, with only the maximum
packet length being specified.51

Considering header requirements, a maximum length of about 2000
bits was found to be optimum for the line efficiency of typical circuits
when the existence of rather poor access circuits is presumed. This
contrasts with an optimum packet length for the ARPA-net of about 4000
bits to maximuze throughput, although network efficiency is not compro-=
mised significantly for lengths between 1000 and 8000 bits.
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3. Space-Earth Link Limitations vs. Frequency

The following section presents an examination of all wavelengths
of electromagnetic radiation down to the ultraviolet and establishes |
the factors that enhance or limit the use of each spectral range for
space-earth communication. Pertinent parameters are:

Attenuation of the medium
Potential information rates
Limitations on lasers for satellite-ground transmissions

Feasibility of launching and intercepting signals efficiently

Link privacy

A. Attenuation of the Medium

(1) Frequencies Below 3 to 5 MHz

The lowast electromagnetic frequencies (below a "critical
frequency" on the order of 3 to 5 MHz) are reflected by the ionosphere

back to earth and thus do not warrant consideration for space communication.

(2) High Frequencies (HF)

Between the "critical frequency' and a "maximum usable
frequency" (ranging from 10 to 35 MHz) lies a region of the spectrum in
which waves vertically incident from the earth upon the ionosphere travel
out into space, whereas waves incident at oblique angles are reflected
back to the earth. JIn the lowest frequency portion of this range, only
those waves that are almost vertically incident penetrate the ionosphere,
whereas in the upper portions of this range, waves at increasingly large
angles penetrate into outer space. The variable behavior of this frequency
range with time of day, time of year, and the eleven-year sunspot cycle,

make it generally unsuitable for reliable space communication.

(3) 35 MHz to 10 GHz

The portion of the spectrum between 35 MHz and 10 GHz
1s a region of relatively low attenuation between earth and space. In

this range, cosmic noise and man-made noise are present at the low end,

. oy
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but decrease with frequency to a level that does not usually exceed
-180 dBW/kHz at 2.0 GHz. This is equivalent to a 78K noise temperature,
typical of preamplifiers readily available for these frequencies.

The frequency range between 2 and 10 GHz is heavily used

for satellite transmission because of its low noise and low attenuation.

(4) 10 to 275 GHz

Above 10 GHz, moisture and other constituents in the
atmosphere cause the attenuation to increase with frequency, and to peak
at various frequencies. The 10 to 275 GHz region, however, has numerous
bands allocated to space communication based upon the presence of trans-
mission windows. With space diversity on the earth, such frequencies
should prove usable even during local rainstorms. The allocated fre-
quencies (including broadcasting, exploration, aeronautical and maritime

satellites) are as follows (GHz):

11.45 to 12.20
12.50 to 12.75
14.00 to 14.50
17.7 to 22.0
27.5 to 31.1
40.0 to 48.0
50.0 to 52.0
65.0 to 71.0
84.0 to 86.0
92.0 to 101.0
102.0 to 105.0
140.0 to 152.0
190.0 to 200.0
220.0 to 230.0
250.0 to 275.0

Various absorption bands exist between many of the bands
listed above. The absorption results from oxygen, water vapor, and other
constituents of the atmosphere. Such absorption is not present on inter-
satellite link paths, however, provided the paths remain above the atmos-
phere. Consequently, excellent link privacy is afforded. Development
at 60 GHz has been done toward the objective of providing private inter-

satellite links.
-89~

T e ——— mm.,;mx?&mg&ﬁm__.iﬂ

e Lt D




R i o SN

UNCLASSIFIED

N AN

)
\
AUTHOR /ﬁ\p -
UTHORITY: j/ﬁf
o N - % gz

UNCLASSIFIED




(5) Frequencies Above 275 GHz

Additional windows exist at higher frequencies, which
go well into the infrared region.

A general window is found from 1012 to 1015

Hz (1000 GHz
to 1,000,000 GHz). This corresponds to wavelengths of 300 microns down
to 0.3 microns, and includes the near infrared, optical, and near ultra-
violet ranges. The use of this window is limited by cloud presence,
since clouds contain particles whose sizes are comparable to the wave-
lengths of concern. The advantages of these frequencies are the ex-
tremely narrow beam widths possible, thus enhancing link privacy, but
demanding fixed or very stable platforms for transmission and reception.
Very narrow beam widths also preclude multiple simultaneous relays

through single-terminal hardware sets.

Scintillation due to atmospheric turbulence would have
little effect on transmissions at wavelengths longer than 8 um, but
shorter wavelengths, especially below 1.0 um, would be adversely affected,
and thus should be considered only for intersatellite links.

B. Potential Information Rates

The potential information rate R of a space to earth or earth
to space link is proportional to the bandwidth B of the link and the
number of modulation levels N used. This can be expressed as follows,
allowing 15% bandwidth for waveform recovery- and guard bands:

NxB

T x 1.15 = 0.435 NB b/s

R=

where B is the available bandwidth in Hz

Thus a simple two level (0,1) system occupying a 1 MHz bandwidth can
transmit information at an 870 kb/s rate. Correspondingly, a quadrature
amplitude modulation/phase-shift keyed (QAM/PSK) system (N = 8) capable
of transmitting 9600 b/s requires a bandwidth of 2760 Hz, and can func-
tion in a 300 to 3000 Hz voice bandwidth.
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The information rate on a channel can be made arbitrarily

large in the absence of channel noise and phase jitter, both of which
act against the use of N values appreciably higher than 8 at the presént
: time. In the frequency bands above 2.0 GHz; both channel noise and
jitter are produced primarily by equipment, so the following development

é directions are indicated:

] Transmission equipment with minimum possible phase
jitter (substantially less than + 20°) to allow increases
in the number of levels substantially beyond 8.

o Transmission equipment capable of improved performance
over against equipment noise. This means:

- More efficient transmitters for increased power output
from a given power input. Present efficiencies are
approximately as follows:

12 GHz: 50% (developmental)
94 GHz: 257

10.65: kYA

0.53u: 0.1%

- Receivers with improved noise levels. Noise factors
of present receivers are as follows:

12 GHz: 3.6
94 GHz: 7.0
10.6u: 2.0
0.53u: 2.0 .
. Transmission equipment capable of being modulated and

demodulated at rates substantially higher than the present
500 MHz bandwidths of which traveling wave tubes are ‘
capable. With increased bandwidths, development is also
needed on bit stream serializers and synchronizers capable
of multiplexing and de-multiplexing bit streams well in
excess of 1 G b/s.

C. Limitations on Lasers for Ground-Satellite Transmission

The ease with which laser energy can be concentrated into
narrow beams makes their use on satellite links readily possible at low
power levels. For example, a 3 watt, 10.6 um laser and a 0.2 W, 0.53 um
laser each can operate over 40,000 km distances at a 1 GHz bandwidth and

E provide adequate signal-to-noise ratio for bit error rates on the order
of 1076, /
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Such lasers, 1if éround based, would be operated only when the
cloud cover would not cause appreciable attenuation and scattering. Even
if 33% of the energy were scattered back to the region around the trans-
mitter, or 1if 33% of the energy were to be lost in sidelobes, this would
represent only one watt. Since laser transmitter beams can be aimed
accurately into space, and can be provided with suitable shrouds to
prevent sidelobe radiation on their surroundings, no danger to operators

or other personnel in the vicinity of a laser transmitter should exist.17

D. Feasibility of Launching and Intercepting Signals Efficiently

Signals can be transmitted and received at all electromagnetic
frequencies, but with varying degrees of efficiency. Only limited
antenna development has been done at frequencies above 20 GHz because
extensive applications for the use of these frequencies have only re-
cently been formulated. Present antenna efficiencies of 25 to 407% should
be improved to the 65 to 807 range.

In the optical and near-optical range, high efficiency (e.g.,
30%) sources are available in the 10.6 um wavelength region, whereas the
use of the 0.5 um region allows simple photo-multipliers to be used for

3
#

reception and doubled Nd:YAG lasers to be used for transmission.

E. Link Privacy

iR

Link privacy can be achieved in three ways:

S e

° The use of extremely narrow beam widths, rendering
outside interception difficult.

° Transmission béhind a propagation barrier.

° The use of special coding techniques.
Narrow beam widths are most readily achievable at the highest frequen=-
cies, and argue strongly for laser and infrared transmission, providing

adequate platform and beam stabilization can be obtained.

Tr.nsmission behind a propogation barrier is feasible above
the atmosphere on intersatellite links, and can be done most readily in

the atmosphere absorption bands.
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Special coding techniques have been developed extensively for

military communication systems; in general, all transmissions are on an

encrypted basis. The continued use of such techniques is assumed.

4, Maximum Possible Interlink Data Transfer Rates

E
:
E This section presents an analysis of the maximum interlink data

transfer rates possible based upon two technologies:

(1) Linear beam tubes and solid state devices

(2) Lasers

In each case the total data flow to
ue by 2 for polarization diversity,

/from a satellite can be obtained

by multiplying the resulting val

and by n for the number of separ
This assumes the use of 2n transponders on board

ate beams into which and from which

R 1T O e T T NI W e )

energy can be sent.

each satellite.
1

A. Linear Beam Tubes and Solid State Devices §

The maximum datc flow via a satellite link now possible with

linear beam tubes and solid state devices can be predicted from their

bandwidth capabilities and
power budget as well. The NASA forecast estimates that powers up to

the Shannon limit, which involves the link

100 watts will be available at frequencies up to 90 GHz from linear
beam tubes by the year 2000, as portrayed in Figure B-Z.37

bl o S L g

i 1.0p -
1 SOULID LINES © 1974 LIMIT
DOTTED LINES ® 2000 POSSIBLE LIMITS
3
] 0.1 . , , X
YUY 0 10 0 0t
AF POWER, W

Figure B-2 -- Maximum Power-Frequency Characteristics
of Linear Beam Tubes
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8taff studies at Hughes Aircraft Co. have indicated the’feasi-
bility of 2 GHz bandwidth traveling wave tuﬁes (TWT's) from 2 to 100 GHz
at power levels up to 100 to 200 watts and efficiencies of 307 at 2 GHz,
50% at 12 GHz, and 20 to 25% at 85 GHz. These are helix TWT's below
12 GHz and coupled cavity TWT's above 12 GHz operating as Class C amp-
lifiers.

Solid state devices by comparison appear to offer less power
at a given frequency than do linear beam tubes, as indicated by Figure
8-30

'm T T -
2 0 A = WHAT WILL BE
&g, V® WHAT IS POSSIBLE
o

ey, " s GLEFFICIENCY
£
/s
2

Figure B-3 -- Solid-State Power Frequency Charscteristics

Consequently, linear beam tubes are assumed for the remainder of this

discussion.

The next question is: What data flow can be transmitted over
the available bandwidth? The answer depends on the signal-to-noise powet
density ratio Ep/No. The extent to which the Shannon limit is approached

depends upon tne modulation system used, as indicated in Figure 8-4.24




A8 T VCLE)

Figure B-4 -- Comparison of Digital~Modulation Systems Based
on Average Power

In this figure, FSK is frequency shift keying, ASK is amplitude shift
keying, PSK is phase shift keying, DPSK is differential phase shift
keying, and APK is amplitude phase keying.

The question logically arises: What Ep/No can be obtained
between a geosynchronous satellite and a point on earth over a 2000 MHz
bandwidth?

Assume a 40,000 kw slant range to the satellite and good
weather conditions, rendering atmospheric attenuation negligible. The
1ink budget, 1ssuming limiting antenna gains of 70 dB, 10 watt trans-
mitters, and 12 K masers at the receivers, then is as follows near the

highest frequency for -which development studi¢s have been done (90 GHz):
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Transmitting power 10 dBW

Transmitting antenna gain 70 dB (4.6 meter diameter) g
; (maximum feasible) ’ ‘ 1
] Space loss, 40,000 km path  -223.6 dB 1
1 Receiving antenna gain 70 dB ;
; Received power -63.6 dBW 1
E KTB -128.26 dsW F
: Ep/No 54.6 dB

Even allowing 14.6 dB for atmospheric attenuation and failure
of various digital modulation systems to meet the Shannon limit (x 10
for Ep/No = 20 dB; x 18 for Ep/No = 40 dB), a data rate of 2000 x 106 =
3.6 x 1010 b/s can readily be forecast for such a link, or a total data
flow of 2n x 3.6 x 1010 b/s per satellite. Since 2 n parallel data

SE AL G S e A

channels are thus provided, the serializers and synchronizers need only
operate at 36 Gb/s in each channel. Rates one third this amount may be
achievable by the early 1990's based upon the types of technology exten-

sions being forecast in connection with lasers (see next section).

Based upon extensions of the present technology of large un- '3
furlable multi-beam reflectors in space, as developed in the ATS-6 and
similar programs, one can readily visualize a cluster of four 12-beam
antennas, for a total of 48 spot beams, each capable of dual polariza-
tion. This means that 96 parallel channels, each operating at 12 Gb/s, .i
could be provided in each satellite, for a total data flow of 1.15 x 1012 '
b/s per satellite in the early 1990's, and three times that amount with

more rapid digital circuits.

A comparable bandwidth is possible at lower carrier frequencies,
based upon octave band tube development being done at Hughes, which has

?‘ experimental octave band tubes covering 2 to 4 GHz.

The iink budget at 2 GHz, assuming 4.6 meter diameter antennas
as before (maximum usable size at 90 GHz), 10 watt transmitters and 2 K

masers at the receivers then is as follows:
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Transmitter power © 10 dBW

Transmitting antenna gain 37 dB
Space loss, 40,000 km path =-190.6 dB
Receiving antenna gain 37 dB
Received power -106.6 dBW
KTB -138.26 dBW
Ep/No 31.6 dB

The assumed antenna sizes could be increased substantially
to bring the Ep/No value back up to that obtained for the 90 GHz system,
but substantially greater sizes generate questions about deployable
antenna system development feasibility by the early 1990's to 2000. On
the other hand, the 2-4 GHz system is not greatly affected by weather
but interference to and from existing services in this band could be a

serious problem.

B. Lasers

The maximum data flow via a satellite link that is possible
with lasers is based upon the same factors that limit the per channel
data flow using linear beam tubes and solid state devices. The limita-
tion is that cf the data serializers and synchronizers. Circuits for
the 1 Gb/s Nd:YAG laser developed under contract to the Air Force have
a 300 psec. response time. In the absence of expected breakthroughs
the response time can be reduced at the expense of additional power
consumption, i.e., the response time can be cut in half by doubling the

power consumption.

Forecasts for laser data rates are as follows:

Year Data Rate
1976 1 Gb/s (available; to be flight tested in 1979)
1980 3 Gb/s '§ PR
1986 10 Gb/s
-97-




C. Discussion

The factors affecting the ultimate data transfer rate through
a satellite are the following:

° Number of transponders -

° Bandwidth per transponder

o Modulation system

° Signal to noise power density ratio
° Use of polarization diversity

The choice between linear beam tubes, solid state devices and
: lasers is not a fundamental one because the bandwidth per transponder is
limited more by the modulation circuitry than the transponder type per
se. However, the maximum number of transponders per satellite is a

function of transponder efficiency for a given available power level.

By the year 2000, a total data flow per satellite of 3.5 x 1012
b/s should be possible.

5. Satellite Payload Considerations

The need for special data management measures is directly related

; to the volume of data to be transmitted from source to user, relative

é to the capabilities of the transmission medium to handle such data

.' volumes. This makes it appropriate to examine the potential payload
size, weight and power availability on board both synchronous and
earth-orbiting satellites of the 1980-1990 time frame and beyond. Such
resources then can be allocated to communications transponders, data

storage media, on-board switching matrices and processing capability.

A. Synchronous Orbit Payloads

o
Projections for synchronous orbit start with the present ATS-6,"3

which was launched on May 31, 1974, and provides 300 watts to a 1000 1b.
communications payload that occupies 75 cubic feet. Overall spacecraft
power is 500 watts; weight is 3000 1b., and volume, exclusive of the
solar array and the reflector, is about 120 cubic feet. The differences
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are for structure, attitude control thermal control power subsystem,
telemetrics and command and other housekeeping-type functions. All of
these functions are necessary to the operation of the spacecraft, but
constitute an "overhead" that cannot be allocated-to the actual communi-
cations payload. The projections made in the remainder of this section
all allow for an appropriate "overheadh and thus are lower than overall
published figures.

Projections for synchronous orbit for the 1985 to 1990 time
frame are based on the use of the shuttle/interim upper stage (IUS), which
can place 5000 1b. into orbit, of which an estimated 3000 1b. might be
working payload. Based upon a spacecraft sized 15 feet in diameter by
35 feet in length and allowing one-third for structure, power and other
housekeeping functions, the space could be 4100 cubic feet. The 35 foot
length would allew the deployment of at least four solar arrays (maximum
of eight) of the type now in use on the Communications Technology Satel-
lite. These arrays ate in pairs, each member of a pair being 256 inches
long and 51.6 inches wide. A pair produces an initial power of 1260
watts. Allowance for housekeeping and degradation over a seven year

lifetime results in 600 watts per pair, or 2400 watts from four pairs.ls

An alternative to a single spacecraft, as implied above, would
be multiple spacecraft whose total size and weight could be accomodated
by the Shuttle/IUS vehicle. A trade-off to determine what number of space-
craft should be launched from a shuttle/IUS remains to be made. For

simplicity, only one is assumed in this discussion.

B. Near Earth Orbit Payloads

Projections for earth orbiting satellites for the 1985 to 1990
time frame are based upon several considerations. First, there are no
firm plans for a shuttle launch into polar orbit, which is a useful orbit
for many types of sensor missions. (Results of studies relative to such
a launch would be useful, as well as additional information on shuttle

launch of satellites into other low earth orbits.) Available options are:
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° Use of the shuttle itself (150 mile altitude)

° Use of the Delta 2914, which can put a 5200 1b. satellite
into near earth orbit. The size of spacecraft which can
be accommodated in the Delta 2914 housing is at least the
size of the CTS, which .can provide an estimated 600 watts
to its working payload. Maximum on-board space needs to
be determined, but space on the order of 50 cubic feet prob-
ably could be obtained.l®

C. Working Payload Factors

The working payload referrel to in the previous paragraphs
consists of the following types of components in the satellite nodes
under consideration:

(1) Video transponders - A 34 MHz bandwidth transponder cur-

rently weighs about 7 1lb. and draws 45 watts. Size totals
about 2" x 6" x 10", or 120 cu. in. each.

(2) Data storage ~ Data storage 1is required both for processing
and for the communications store-and-forward function.
Ferrite core memories (1975-1980 time frame) weigh 2 x 10-3
1b/bit and occupy 6 x 10~4 cu. in./bit. Power requirements
are 1.8 x 10~ watts standby and 2.8 x 1074 watts operating.
CMOS/S0S memories (1985-1990 time frame) weigh 5 x 10-6 1b/bit
and occupy 3.5 % 109 cu. in./bit. Power requirements are
5 x 10-6 vatt/bit (1985) to 5 x 10°7 wart/bit (1990).%8

6. Utilization of Transmission Resources

For purposes of this discussion, it is assumed that the satellite data
rate requirement to be achieved ranges from 106 to 2.5 x 1011 b/s. It
then may be asked: How can a geostationary satellite's resources (space,

weight, power) best be allocated to handle such data rates? ]

As a representative set of transmission resources for illustrative
purposes, assume the use of 24 transponders, each of 34 MHz bandwidth, and
each capable of a data flow of 2 b/s per baud. Then these transponders

will occupy 816 MHz of bandwidth 1f frequency reuse techniques (orthogonal
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polarization and multiple exclusive spot beams) are not employed. As-

suming the availability of this bandwidth, the total data flow through

the transponders is 24 x 34 x 105 x 2 = 1.632 x 109 b/s. They require

a total of 45 x 24 = 1080 watts and weigh 168 1b.- Assuming a packing

factor of 0.7, they will occupy 4114 cu. in. or 2.4 cu. ft. .

Assume the use of processing capability that can provide data
compression of 4:1. Then the maximum input data rate that can be
handled without switching to another satellite or the use of store and
forward techniques is 4 x 1.6 x 109 b/s = 6.5 x 109 b/s. However,
the maximum possible input data rate of 2.5 x 1011 is 38.3 times thus

]

great.

For data rates above 6.5 x 109 b/s, a signal may be sent to the
source, asking it to send the data in parallel streams, dividing it
among 6 satellites. This still means a maximum data rate that is 6.38

times too great for any one satellite.

At this point, if the duration of the 2.5 x 1011

b/s strean is
short enough, onfboard storage may be used to hold data queues in the
satellites. For example, using CMOS/SOS memories at 5 x 10.6 1b/bit,
3.5 x 10.5 cu. in./bit, and 5 x 10.7 watts/bit, the estimated maximum
number of bits that can be stored is =~ 1010 bits. The amount requiring
storage is:

2.5 x 10M b/s

9 11
6 satellites x 4 (compression factor) - 1.6 x 10" b/s = 2.11 x 10°" b/e

Thus the length of time during which such a queue can develop is * 50 msec.

The foregoing discussion is illustrated graphically in Figure B-5.

The practicallity of the foregoing hypothetical situation is limited
by the maximum rate at which serializers and synchronizers can operate.
To date, such devices capable of operation at 102 baud and above, as im-

plied by the above example, are not available.

The foregoing situation also points out the necessity of examining
the time duration over which data at a 2.5 x 1011 b/s rate would be
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entering the system., For example, once a given image has been obtained,
it may be necessary simply to update that image by the use of moving
target indication, or by looking at differences that develop from one b

sensor pass over the image area to the next pass,

Various assumptions can be made with respect to the amount of on-
board storage that will be devoted to queues. A maximum queue length
might be based upon allocating 2000 1b and 200 watts to storage. Using
the CMOS/SOS memory estimates for 1990, a total of 4 x 108 bits could

be stored in queue. Such a store would occupy 14,000 cu. in., or 8.1

must be followed by an off time, Toff, such that:

it
cu. ft. Assuming data compression to be 2.5 bits/pel, a total of 1.6 x A
108 pels could be stored. A high resolution image of 4:3 aspect ratio ;
i
might contain 1200 x 900 pels, or 1.08 x 106 pels (2.7 x 106 bits). L
Thus a total ot 148 such images could be stored. b
In general, the queue length, Q, can be related to the image rate
E: and resolution, the output and input bit rates, and the input duration
; as follows:
_ Q= [PR-(b/s)outTon] = (eb) Ton
1 P = image resolution bits/image ]
% R = image rate, image/sec. ¥
i 0b = input rate less output rate, i.e., (b/s)in - (b/s)out’ assumed :J
4 Ton = duration of input, sec.
. . A
f To avoid exceeding a maximum queue length, Qpaxs the on time, Tons %

A AR

Unax
Toff_ Eron (b/s)in/(b/s)ouJ (Ab) [(b/sin/(b/s)out]
@ The bit rates can be related to the transmission bandwidth assuming

3 quadrature phase shift keying (QPSK) yielding 2 b/s per baud and the

1 transmission channel can be assuméd to have a nominal width .of 1.15 Hz/baud.
Therefore BW = 0,575 (4b), where ABW is the input bandwidth, Hz, less the !
output bandwidth, Hz. This leads to the following relationship: %
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6
Q=1.739 x 10 (ABW)MHz Ton

The term P, bits/picture, is the actual quantity to be transmitted,
assumed to be the uncompressed value. Data compressors can operate
at speeds in excess of 108 b/s; therefore, for such rates, the com-
presses value could be used, with combression being done before the
data enters.the queue. However, inputs in excess of 109 b/s will

probably have to be compressed after data enters the queue.35

Figure B-6 is a plot of this relationship, rearranged to show
(ABW)MHZ as follows:

Q
ABW =
( )Mﬂz 1.739 x 106 By 2

This figure, in effect, shows the use of the queue in providing a con-
tinuous low rate bit stream from a discontinuous high rate bit stream.
It also shows that with a sufficiently great queue length, the output
bandwidth apparently drbps to zero! This merely means that the data
store has not been filled, and can take additional input before output
is required.

R T T

e




(siig)

:kusz 3n3ng *SA NO1LONA3Y HidIManvg -- 9-§ 34N91 4
OT X 0T X §'6 g0T X ¢ g0T X §°C

3n3ny 39VHOLS

0T X 2 g0l X S'T

wcH XT - hcﬂ X9
1 1
5 O
SN\ %
%\ o .
0. a...,« — Z0
2\ % ;
__,,M NONE 2
' v N\ © -
%\ 2
>, i — #'0
.u_.g ' _.___......_...__
..u.m..,_... ¥ @.\, 2 1
¢r AR z -
= Mg N\ e
. %\ % 2
d -, %9, \, =
,U.w.m_. $ ......H_..A__., - e '
\\.m..wm____._____uh.u ........m.m‘ .\%_. _p_...u 9 D
»1__1_ i
-
o
5=
[+
— 80
0'1
Nl u-ﬁw




7. Effects of Satellite Orbital Parameters

The development of practical satellite data management technology
requires consideration of two factors relating to the relative motion
among the earth-based and satellite-based nodes of a multi-satellite
system. These are: )

° Variable velocity considerations

. Variable angular position considerations

Five cases are presented to i{llustrate these factors.

A. Variable Velocity (Doppler Frequency shift)

Synchronous satellites are not truly stationary with respect
to the earth. Each satellite, because of its orbital inclination (di-
rection of travel relative to the equator), goes through a daily figure
8 pattern. Any Doppler shift resulting from such motion, however, is
small compared with the Doppler shifts between geostationary and low-
earth orbiting satellites, as well as between low earth orbiting satel-
lites and the ground. The following computations show that such Doppler
shifts do not present a problem, because the resulting frequency shifts
are on the order of one to twenty-five (25) parts per million. One part
per million is compérable to the frequency shift that occurs with good
crystal-controlled oscillators typically used for transmitter and receiver
frequency control. Cases in which the 25 parts per million shift occurs
can be handled by suitable guard bands between channels. Efficient
spectrum utilization can be achieved by keeping channel bandwidths as
large as possible.

Case I: Polar Orbiter to Polar orbiter, Doppler

Assume two satellites are in eccentric polar orbits, each with
a perigee of 300 nautical miles and an apogee of 700 nautical miles. One
is at an apogee (minimum velocity) when the other is at its perigee (maxi-
mum velocity). The two are assumed to be within line of siglit of one
another at this time.

Satellite velocity, V, is calculated by: Vv = ﬁ; meters/sec.
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where u = 3.991 x 1016

r = distance from center of earth = e + 1y
re = earth's radius = 6.378 x 106 m.

o = satellite distance above the surface of the earth

At 300 n.mi = 345.2 mi. = 555.6 km = 5.556 X 105 m, r=6.9339 x 106 and
v = 7,5868 x 103 m/sec.

At 700 n.mi. = 805.5 mi. = 1296.4 x 105 m., r = 7.6766 x 10 m and
v = 7.2114 x 103 n/sec.

- - - 2 .
Thus AV = V300 V700 3.75 x 10 m/sec. at a carrier frequency

9 2

of 18 GHz, for example, the wavelength is c/f = 3 x 108/18 x 107 = 1.666 x 10 “m
and the Doppler shift is Af = AV/A = 2,2528 x 104 Hz = 22.5 KHz.

Thus the Doppler shift is 1.25 KHz/GHz, or 1.25 ppm.

Case II: Polar Orbiter to Farth or Geostationary Satellite, Doppler

Assume one of the above polar orbiting satellites is in communica-
tion with a station at a fixed point relative to the earth. This fixed point
may be on the earth's surface or it may be at a geostationary satellite. In
either event, the relative velocity will be maximum when the geometry is
such that the polar orbiter is moving directly toward or directly away from
the fixed point. In either case,

AV = V300 = 7.5868 x 103 m/sec.

Af = 7.5868 x 10°/1.666 x 10> = 455 KHz. Thus the Doppler

shift is 25.27 KHz/GHz or 25.27 ppm.

B. Variable Angular Positions (Antenna Pointing Requirements)

Near earth orbiting satellites, as described in the previous
section, have beam steering requirements (if using narrow beam antennas)

as indicated in the following cases:

Case 3: Polar Orbiter to Polar Orbiter, Angular Rate

The maximum distance between two polar orbiters at a 500 n. mi.
height (575.4 miles) is 4423.5 miles. If the apogee is 700 n.mi., then
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Ah = 200 n.mi. = 230.2 miles and

-1 230.2 g
Orax = %, = tan " Za23.5 - 2-98

Thus A@ = + 2.98° maximum.

Since the time from apogee to perigee is 45 minutes for a 500 n.mi. orbit,

the maximum angular rate is:

AP/t = + 2.98%/0.75 hr. = + 3.97%/hr.

Case 4: Polar Orbiter to Geostationary Satellite, Anzular Rate

At a 500 n.mi. altitude, the polar orbiter is 4538.6 miles from
the center of the earth, while the geostationary satellite is 26263.2 miles

from the center of the earth.

-1 4538.6 _
8pax ~ 8% T A" 36263.2

o

9.8
The maximum angﬁlaf rate is approximately 9.8°/0.75 = 13.1%nr.

Such rates as indicated in Cases 3 and 4 are very well within

the capabilities of steerable beam antennas.

Case 5: Polar Orbiter to Ground Angular Rate

This case represents the highest required angular rate. At a
300 n.mi. altitude V = 7.5868 x 103 m/sec., while the altitude is 5.556 x
10° m. Thus

. 1.365 x 10-2 rad/sec.

AB/t = 7.5868 x 10°/5.556 x 10
= 0.782°/sec. = 46.9°/m1n.

This is a much higher rate, but still achievable by on board steerable

antennas.




8. Motion of Geosynchronous Satellites

An earth-orbiting satellite is said to have an "{nclination" which
{s the angle which the projection of its orbit on the surface of the
earth makes with the equator. For a ''polar orbiting" satellite, this
angle is 90°, or nearly so, while for a "geosynchronous" satellite,

the angle is 0°, or nearly so.

norbital drift' may cause a geosynchronous satellite to change its
position slightly. The combination of non-zero {nclination (caused by
slight errors in orbital injection) and orbital drift result in satel-
lite motion that resembles a figure 8 in its station over the ecuator.
Orbital corrections can be implemented by commands to the spacecraft's
control system. Such corrections result in the use of on-board power
or fuel, however, SO most geosynchronous satellites are allowed to
drift to some extent. The Radio Regulatlons, however, ''require all
satellites to be maintained within 1° of the lengitude of their
nominal position if this is necessary to prevent unacceptable inter-
ference in any other satellite network., They urge that efforts should
be made to develop spacecraft and control facilities to achieve a ca-
pability of maintaining their positions at least within + O. 57 of the
longitude of their nominal position.' Furthermore, the use of very
narrow beam lasers calls for the most stable satellites possible if

tracking complexities are to be minimized.28

The factors that tend to produce satellite attitude change are
largely related to on-board motions such as relay openings and closures,
torques from motor shaft rotations in tracking sensors, and thermal changes
(expansions and contractions) resulting from differing sun angles on the
spacecraft as well as differing power dissipations on board as systems
are switched on and off. Minute variations in the earth's gravitational
attraction also can have an effect on satellite orbital drift. Since
one major factor that limits satellite lifetime is the amount of pro-
pellant it has for attitude control, it follows that a mechanically
"quiet" satellite should be capable of longer 1ifetime than one requiring
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frequent orbital adjustments because of on-board torque variations.

Development directions for the '"quiet" satellite are the fol-

lowing:

] Eliminate the use of electro-mechanical motions on board
the satellite, except for those actually required for
attitude adjustment. This means full use of solid-state
controls and application of the '"phased array" principal
to all antennas and sensors.

® Minimize the variation of electrical power utilization

so that thermal gradients remain as constant as possible
within the spacecraft as system functions change. This

may involve the use of dunmy loads in very close proxi-

mity to the real loads they replace.

Even a perfectly "quiet" satellite would be subject to orbital
drift from external forces, i.e., small gravitational variations.
Compensation for such external variations can only be accomplished by
the use of on board systems. The most efficient methods, in terms

on board power or fuel consumption, therefore, should be sought.

Although a high degree of attitude and orbit stability is desired
for laser transmissions, both intersatellite and earth to satellite,
the value of a highly stable orbit has been shown for microwave trans=-
mission as well, thus giving impetus to ongoing research in the field

of satellite attitude and orbit stabilization.

9. Satellite Station Keeping Requirements for Laser Transmission

The transmitted beam width of a laser is given by the expression

o =4\ _ 4x10.6x 1078
T Wby T T 3.14 x 0.5

= 2.70 x 10™° radians = 0.00154°

Since this is much less than 0.20, tracking becomes even more
important. Fortunately, the variations are slow, a complete period

requiring one day. This simplifies the tracking system requirements.

Polar and other near-earth orbiters will clearly require tracking

systems regardless of aperture size and wavelength.

-110-




The use of smaller diameters and longer wavelength systems than

those of the first example (synchronous to synchronous intersatellite

link) may eliminate the tracking requirement on such systems.,

All combinations require acquisition systems. The receiver gen-
erally performs an X-Y raster scan with the transmitter beam broadened.

Dual scan acquisition has been reported in the literature;38

Conclusion: Improvements in satellite stationkeeping accuracy
will reduce tracking requirements in the case of synchronous satellites.
Tracking is a firm requirement for all ncar earth orbiters. Acquisition
systems must be provided for all intersatellite links as well as for

the earth to satellite path except for "global" coverage beams.

10. Characteristics of Satellite Packet Switching Networks

A satellite channel is characterized by its propagation delay
(0.24 to 0.27 s for a geosynchronous sateliite) and relatively broad
bandwidth (e.g., 50 kHz or more). The satellite transponder can re-
transmit tc earth in a broadcast mode all signals that reach it,
thus providing automatic acknowledgement. Other features of satellite
channels are their invulnerability to unfriendly forces along the
path, their access capability to terrestrial communication channels,

and the fact that their operation is essentially independent of ter-
minal separation.

The use of packet switching via satellite implies that the condi-
tions for its use (see (discussed in Appendix A, "Basic Network Concepts")
have been established and that ranéom access to the full capacity of
the satellite channel is provided. The satellite provides a high ca-
pacity channel with a fixed propagation delay that is large compared
to the packet transmission time. Each user forms his packet and then
bursts it out rapidly on the channel at full capacity. Many users
operating in this manner thus automatically multiplex their trans-
missions on a demand basis. The satellite répeats whatever it re-
ceives (on a frequency different from the up link frequency); this

broadcasted transmission can be heard by every user of the system.
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Each user picks out packets addressed only to itself.

A special property of satellite packet switching is that a user can

listen to his own transmission as it returns from the satellite.

An important requirement of a satellite switching network is con-
trol of time allocations so that two or more transmissions do not coincide
or overlap, thus interfering with one another. It is assumed that the
senders are geographically separate from one another, and thus one is un-
able to know when another is sending, except for information sent via
the satellite channel. The problem, therefore, requires a decentralized
approach. Three such approaches are known as the Aloha, the slotted Alcha,
and the reservation system.51
In the pure Aloha system, each sender transmits any time he desires,
and then listens for his transmission from the satellite to make certain
that no interference occurred. If all senders, however, were to retrans-
mit immediately upon hearing a conflict, they are sure to conflict again,
so a random retransmission delay is needed to spread the conflicting packets 1

over time.

In the slotted Aloha system, time is slotted into segments whose
duration is exactly equal to the transmission time of a single packet. !

Each sender is allowed to transmit only at the beginning of a time slot,

with time referenced to the satellite. This system provides an improve-
ment in efficiency over the pure Aloha system because Interferences are i

now restricted to a single slot duration.

The reservation system is one in which channel usage is scheduled

on a fixed or demand basis for specific senders' transmissions.
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