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ABSTRACT 

As part of an ongoing Space and Missile Systems Organization (SAMSO) 

research and development program into advanced space communications net- 

works to support projected Air Force missions through the year 2000, 

several studies have been performed to investigate emerging issues in 

the design of such networks. This final report presents the results 

of a study to consider one specific issue — that of the design of data 

management algorithms to optimize performance measures and resource al- 

locations within network and user demand constraints.  Included in this 

study are considerations of message distribution modes (e.g., packet 

switching algorithms), information control (e.g., flow control and 

routing algorithms) and multiple access techniques. 

In the context of this study, data management algorithms consist 

of all the rules which govern information flow within an envisioned 

multiple-satellite multiple-mission space communications network.  Such 

data management algorithms permit the orderly interaction of information 

sources, intelligent satellite nodes which form the communications net- 

work, and information users. 

A generalized satellite-based Information network model is developed 

in this report. Generic characteristics of the network Information 

processing and transmission resources are identified as the basis for 

an evolutionary space communications network.  Specific considerations 

for satellite data management algorithms are presented in terms of both 

mission-related and communications-related factors as well as relative 

performance measures. A comparative evaluation of data management al- 

gorithms is also given. 

The final chapters of this report develop satellite network data 

management opportunities as well as identify specific areas requiring 

further technological development in the realization of an envisioned 

space-based information network. The concluding section presents re- 

commendations for several study areas requiring additional investigation 

in support of this advanced communications network conceptual effort. 
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CHAPTER I 

INTRODUCTION AND BACKGROUND 

A. Basic Considerations 

Over the last several years, significant technical advances have 

occurred with respect to data communications, packet switching networks, 

intelligent computer terminals, distributed data processing systems, and 

communications satellites. As these and other relevant digital communi- 

cations technologies rapilly evolve, it seems clear that current and pro- 

jected state-of-the-art in these technologies now permit consideration 

of the logical merger of these advanced, but diverse, concepts in the 

development of a space communications network.  Such a generalized infor- 

mation network could support a variety of projected Air Force missions 

through the next several decades and beyond the year 2000. 

For example, a representative multi-mission space-based information 

network of this sort could employ a configuration of earth satellites to 

form a packet switching system for digital data transmission from any 

point on the earth to any other point. Each satellite would function as 

an Intelligent node in this network, using intersatellite relay of data 

controlled by on-board microprocessor and data storage systems. In prin- 

cipal, such a packet switched space data communications network would 

operate in much a similar fashion to that of the current ARPANET, support- 

ing diverse users across several distinct missions. 

The potential utility of such a generalized multi-mission information 

network is immense.  It has therefore become essential to Identify the 
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emerging issues In the design of such a network so as to guide subsequent 

research and development activities to this end. One such issue is the 

design of data management algorithms to optimize performance measures 

and resource allocations within network and user demand constraints.  It 

has been the purpose of this Satellite Data Management Algorithms Study, 

sponsored by the U. S. Air Force Space and Missile Systems Organization 

(SAMSO) under Contract FO4701-76-C-0188, to perform a detailed Investiga- 

gation of this specific issue. 

B«  The Satellite Data Management Algorithms Study 

In the context used herein, data management algorithms consist of 

all the rules which govern information flow in the envisioned satellite 

communications network.  The objective of this study has been to evaluate 

the effectiveness of data management algorithms in support of specified 

satellite data systems missions. 

Data management algorithms are necessary to permit the orderly 

Interaction of 

• Information sources 

• Communications systems 

• Information users 

within an information network.  Such algorithms include considerations 

for optimizing performance measures and resource allocations within net- 

work user demand constraints. An efficient allocation of network resources 

must additionally consider message distribution modes (e.g., packet 

switching), information control (e.g.^ flow control and routing algorithms) 

and multiple access techniques. 

This study effort has been one of three concurrent studies sponsored 

by SAMSO within the FY7T period for the purpose of developing: 

• User demand models 

• Satellite network architecture options 

• Concepts for data management algorithms 
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Wliile the study results presented herein focus primarily on the third of 

these study areas, it is recoRnlzed that there is considerable commonalty 

with the first two studies, since effective data management algorithms 

cannot be developed without consideration for user demand models and net- 

work architectures.  Thus, somewhat overlapping study efforts in these 

areas were also considered to be within the scope of this satellite data 

management algorithms study. 

^,  Project Methodology 

This study effort has been organized to explore data management 

algorithms for establishing a data interconnection between multiple sat- 

ellites and earth-based terminals.  Those efforts were conducted as part 

of a broader conceptual investigation into all relevant aspects of a 

multi-satellite multi-mission space communicatluns eystem, considering 

the generic concept itself, the on-board satellite technology, data 

network methodology, and the user terminals. It has been the objective 

of the broader study to formulate an evolutionary set of network concepts, 

to identify emerging issues for efficient network design, and to project 

Information flow options. 

A four-phase approach was chosen for this investigation, consisting 

of: 

• Development of a conceptual network design 

• Forecasting of generic network requirements, such as: 

categorization of sources and users 
development of potential design opportunities 

-  identifying inherent network characteristics and constraints. 

• Enumerating critical issues with respect to: 

mission requirements 
data management algorithms 
user interfaces. 
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•  Assessing, practical sy.stcm prospects; for "example: 

computation requirements 
performance evaluation 
critical technology areas. 

The results of this study effort are presented in Chapters II through V 

of this report. A summary of these results, as well as conclusions and 

recommendations, are presented in Chapter VI. 

Since the selection of a basic communications network organization 

(i.e., dedicated channels or resource sharing, such as packet switching) 

is necessarily inherent to the development of data management algorithms, 

a review of basic comnunicatiens network concepts is presented in Appendix A. 

In addition, an extensive set of technical literature was utilized in this 

work.  A bibliography of relevant technical material found of value in this 

effort is presented In Appendix C. 

D.   Space Communications Missions for This Study 

In order to maintain this report in the unclassified literature, spe- 

cific details relative to specific projected space-related military mission 

requirements are not discussed herein.  Moreover, these details, in them- 

selves, are not entirely relevant to the development of basic multi- 

mission space communications concepts (although, as will be noted later, 

are essential to the consideration of data management algorithm technical 

detail). 

A guiding document for this study has been a recent report entitled 

"Mission Analysis of Future Military Space Activities", SAMSO Technical 

Report TR-7.5-217(S) of December 1975 and February 1976, in which are iden- 

tified a number of military space activities requiring the support of such 

a space communications network.  Specific space missions requiring the com- 

munications support possible only from an advanced satellite communications 

network Include: 

• Surveillance satellite activities 

• Meteorology satellite activities 

• Remote-piloted vehicle (RPV) control satellite activities. 
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It Is clear that the onvisloned multi-mission space commnicatlon net- 

work must support communities of disparate strategic, tactical, operations 

and intelligence users.  For example, future space communications missions — 

some of which are not entirely possible with current military communications 

systems capabilities — include: 

• Strategic systems 

polar coverage 
submarine communications 
Integration of attack warning and defense missile systems 
object identification 
space defense 

• Tactical systems 

links to and from maneuvering platforms (air, sea or land) 
forward battlefield area links. 

Requirements such as these then form the generic mission requirements basis 

for development of the satellite data management algorithms concepts dis- 

cussed herein. 
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CHAPTER 1.1 

THE INFORMATION NETWORK 

A.  IntroJuction 

An initial task in consideration of an advanced multi-mission space 

communications system is the development of a generalized model of such 

a system for the purpose of identifying basic technological considera- 

tions and alternatives i;. formulation of an evolutionary set of network 

concepts.  It is felt that although this network model should be firmly 

based on viable technology and realistic mission requirements, and 

reasonable extrapolations therefrom, it can not be constrained by cur- 

rently available technology. Moreover, it must be detached from pro- 

grammatic limitations of current space communications projects.  Rather, 

such a generalized network model should consider the global military data 

network mission requirements for the 1980 - 2000 and beyond time frame to 

be served by a hypothetical multi-mission space communications satellite 

system to form a.  distributed communications network in the sky. 

In this target time frame, current technology will be extended by 

significant advances in electronic component miniaturization permitting 

powerful on-board satellite data processing and storage capabilities as 

well as data communications technology permitting sophisticated distri- 

buted processing systems utilizing advanced packet switching.  Concep- 

tually, a variety of technologies may be considered to implement the 

interchange and processing of Information between satellite network 

nodes and earth-based terminals (including airborne nodes). Certain 

technological trends seem clear; others are emerging Issues for network 
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design which must bo identified and studied. 

Similarly, a comprehensive assessment of military communication 

requirements through the year 2000 calls for a quantitative projection 

of the growth of present communications of all types, as well as the 

addition of new communications capabilities. An integration of all 

these requirements into a consolidated data communications system 

architecture is designated as an information network.* 

Such a network will in general consist of a number of nodes of 

arbitrary interconnection.  These nodes may represent one or more of 

three elements: 

• Information Sources 

• Information Relays 

• Information Users 

Nodes may be physically realized by earth-based elements (either stationary 

or mobile) or satellite-based elements. 

The total data flow through the information network is then a 

function of how the total communication paths are proportioned between 

space and terrestrial nodes. For purposes of this study, it is assumed 

that at least one of the source, relay and/or user nodes is a satellite- 

based element. This assumption is based on the 

• Need for information from and over hostile territory 

• Need for information from and to areas in which the political 

environment is a difficult one 

*Note: It is recognized that there is a distinction between the use of 
the words information and data. This report will use the word 
"information" to mean both the "data" that flows in the network 
and the "information" that is a result of interpreting the "data". 
The term "data communications" is used when necessary to provide 
a bridge or link to identify techniques or devices that have, 
through common usage, come to be identified by or associated with 
the term. 
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ß*  Network Functionality 

There are five foundation issues to be identified and resolved in the 

development of any generalized communication network.  These issues, or 

mission functional considerations are: 

• What is the nature of each information source? 

• How are source data processed for transmission? 

• How can the network resources be characterized? 

• How are the data processed upon reception? 

• What are each user's information needs? 

The challenge to the designer of a multi-mission network is to develop 

common resolutions to these Issues across the missions to be supported. 

Certain elements relating to network functionality may be established 

In common across all missions. As shown in Figure II-l, one may Identify 

three levels of network functionally; 

• Correspondence between information resources and information 
users. 

• Correspondence between connection-oriented functions. 

• A broad base of communications-related functions, such as: 

routing and switching 
channel assignment 
security 
priority 
error control 
information delivery. 

The uppermost levels of this functional organization relate more to con- 

ceptual issues concerning the interchange of information. The lower level 

of communications-related functions concern both conceptual approaches and 

the. somewhat mechanical details of system implementation. 

The correspondence between the information resources and Information 

users involves the pure transfer of information. Independent of the 

mechanism of irformation exchange. Alternatively, at the connection- 

oriented functional level, this correspondence involves the mechanism 

of exchange independent, of information content. 

-8- 
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This concept is illustrated readily by consideration of a letter 

transmission by the postal service.  The sender and the receiver of the 

letter are only concerned with the exchange of Information.  To them, the 

envelope to enclose the information (message), the required address on the 

envelope and the entire postal establishment are clearly iupchanistlc detail 

relative to a specific system implementation.  Their correspondence is at 

the information exchange level, independent of the mechanism of information 

exchange.  On the other band, the address on the envelope Is a connection- 

oriented function used only to designate the proper sender and receiver, 

independent of information content.  The envelope, postal stamps, mailboxes, 

and necessary operation of the postal service arc purely communications- 

oriented functions, and of course completely independent of the information 

being transmitted. 

It may be noted in Figure II-l that data management algorithms neces- 

sarily span all three levels.  Although connection-oriented functions most 

strongly influence the selection and design of data management algorithms, 

it is stressed that the other two levels are also a necessary and important 

basis to the development of any data management algorithm. 

C.  A Generalized Model 

The fundamental organization for information exchange between sources 

and users is the Information network. As shown in Figure 11-2, the network 

consists of three discrete elements: 

• Sources 

• Relays 

• Users. 

Sources and users are interconnected through relays over interlinks. 

A simplified illustration of the general information network model 

is given in Figure 11-3.  It illustrates the sequence of information flow 

between a single source of desired information, S,  and the single, user 

of the information, U. At least one relay, R, may exist in the information 

flow between the source and the user. It is noted that an interactive 
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cyclic information flow is visualized, such as a command fiom the user to 

the source, resulting in a set of data from the source to the user.  More- 

over, processing of any portion of this information flow may occur at any 

location in the information network.  T.n general, such processing is 

eolocated within a source, relay or user.  Additionally, any set of source, 

relay(s), and/or user may be eolocated. 

The general information network actually consists of an arbitrary 

number of sources, relays and ustrs, interlinked in a totally general 

fashion.  Such a model is shown in Figure II-4.  No constraint need to 

placed on the physical location of any source, relay(s) or node (i.e., 

terrestrial-based or satellite-based).  It is important to note that one 

user of information may be a source or relay of other information, etc. 

In any interactive operation, the functional roles of source and use of 

information reverse between the command and data flow sequence. 

The information processing functions may occur at any point in the 

information flow sequence.  It is obvious that, in general, any desired 

processing may be accomplished at any node between (and including) a 

source and a user, subject only to pragmatic constraints.  Such processing, 

including information selection, compression, transformation, fusion and 

storage, may thus occur at or among any of the total path nodes.  By argu- 

ments of functional transposition, all desired processing may be located 

within one node, or distributed among any of the nodes.  In practice, 

this latter case is by far the more common. 

Although the general model shows "separate interlinks between source 

and user and between user and source, only one of these interlinks need 

actually exist.  If both do exist, they may be colinear, sharing a common 

communications path. A generalization of all possible interlink distri- 

bution modes would include: 

•  Broadcast (point-to-multipoint) 

Real-time Broadcast 
Store and Forward 

-13- 
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Figure II-A -- Interconnection of Sources and Users 
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• Point-to-Polnt (amonp, Nodes A and B) 

Store and Forward 
Unidirectional (node A to Node. B) 
Bidirectional 

— Half Duplex 
~ Full Duplex 

Unidirectional (Node B to Node A) 
Polling 

• Gathered (Multipoint-to-point) 

Polling 
Multi-source Acquisition 

Such a sot of generalized information network interlink distrihution 

modes is illustrated in Figure II-5, along with typical examples of each 

use. 

An important characterisitic of this information network model is the 

inherent multiplicity of interlinks between a given source and a given 

user.  A network of relay nodes, generally Interconnected, provides par- 

allel and redundant information flew paths between any source and user 

via one or more intermediary relay nodes. 

It is this availability of parallel interlinks between communicating 

sources and users that provides the opportunity for flexible network rout- 

ing.  A variable routing scheme is thus most appropriate for this model in 

that it would support parallel transmission of individual portions of an 

information transfer, be it commands or data.  Such Information transfers 

portions, or packets, may be arbitrarily sent through the network in any 

sequence from sender to receiver. Permitting Intelligent switching at 

each element then forms the basis for a packet switched information network. 

D•  Key Features of the Model 

The generalized information network model contains many features of 

significance to the envisioned multi-mission space communications network. 

Principal key features of this network model are: 

• The network is entirely Information exchange Independent. 

• There is no constraint on node location and/or operation 
(e.g., earth-based, air, satellite, manned, unmanned, etc.) 

• Network sources and users may alternate roles. 
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• Any set of source, relay(s) and/or user may be collocated 

• Information processing may be distributed through network 
or centralized at any node 

• There is a multiplicity of separate Interlinks between each 

source and user pair. 

Each of these features relate to a desired quality of an evolution- 

ary information network.  A detailed consideration of this model thus 

provides a set. of generic network characteristics, as another mechanism for 

for defining necessary network attributes in a multi-dimensional descriptor 

space. 

E.  Generic Characteristics of the Network 

A general schema for generic classification of the. network model is 

presented in this section. It is based on two independent sets of char- 

acteristics, namely: 

• Information-related characterisitcs 

information-use 
information-flow 

• Node-related characteristics. 

The application of these generic attributes within the general model 

permits focusing upon potential future opportunities in a  general Interactive 

information network.  This analysis will, in turn, identify critical issues 

which may be then tested against technical details, such as: 

• Information quantity 

• Information transmission rate 

• Geographical distribution of sources and users 

• System constraints 

Each set of generic characterisitcs of the general information network 

may be defined in a multi-dimensional descriptor space.    A useful enumera- 

tion of bounding characterisitcs of  this descriptor space is contained In 

Tables I through III,  along with illustrative examples of their application. 

It is recognized  that  this descriptor space as presented  is neither distinct 

nor exhaustive,  but it is felt to provide adequate insight upon which to 

base potential network development opportunities. 
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TABLE I 

INFORMATION - USE ATTRIBUTES 

CHARACTERISTIC 

Information AvalJability 

• Continuous 

• Periodic. 

• Infrequent (Bursty) 

Information Application 

• Operational 

Command and Control 

Navigational 

Meteorological 

• Intelligence 

Basic 

Tactical 

Strategic 

• Administrative 

• Archival 

EXAMPLE 

Surveillance Satellite 

Meteorological Satellite 

C Mission 

Force Status 

Navigational Satellite 

Weather Forecasting 

Personnel Action 

Remote Data Base 

C. Fusion 

• Multi-Source 

• None Required 

D. Routing/Distribution 

• Broadcast 

• Point-to-Point 

• Gathered 

Surveillance and ELINT 

Command Acknowledge 

Navsat 

RPV Control 

Command Center 

-18- 
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TABLE II 

INFORMAT 1 ON^-^FLO^ ATTRI_BUTF;S 

CHARACTERISTIC 

A. Information Priority 

• Dominant   (Highest) 

• Inherent Relative 

• None 

B. Information Control 

• Highly Sensitive 

• Limited Distribution 

• Unlimited Distribution 

C. Information Timeliness 

• Real-Time/Near-Rcal-Time 

• Medium-Long Term 

0  Archival/Non-Time-Sensitive 

EXAMPLE 

Flash 

Routine, etc. 

Administrative Actions 

Eyes only, codeword 

TS, Secret, etc. 

Broadcast 

Voice, Tactical Intelligence 

Strategic Intelligence 

Personnel Records 
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TABLE III 

NODE-RELATED CHARACTERISTICS 

CHARACTERISTIC 

Node Function 

• Information Source 

• Information Relay 

• Information User 

Node Location 

• Fixed (Land-Based) 

• Mobile 

Low-Speed 
High-Speed 

• Satellite 

Near-Earth Orbit 
Geostationary 
Cislunar and Beyond 

Assumed Throat Environment 

• Active Threat Possible 

EXAMPLE 

RPV Sensor Platform 

Control Satellite 

Tactical Commander 

Command Cent, 

Man, Tank, Ship 
Aircraft, Missile 

LANDSAT Platform 

Broadcast Satellite 
? 

Physical Threat 
Electronic Threat 

Passive Threat Possible 

Physical Threat 
-. Electronic Threat 

Benign Environment 

Attack, Bombing 
Jamming, Spoofing 

Surveillance 
Network Penetration 

COMSAT, ARPANET 
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F.  Network Resources 

The general information network model provides two fundamental net- 

work resources.  These are the: 

• Transmission of information (between source and user); for example; 

interchange 
switching 
route selection 
storage 

• Processing of information; for example: 

selection 
compression 
transformation 
fusion 
storage. 

The overall satellite data management consideration is the effective 

utilization of these resources in an evolutionary satellite communications 

network.  It is the role of data management algorithms to provide the 

flexible utilization of these resources within the constraints of techni- 

cal detail imposed by communications-related functional requirements. 
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A host of data management Issues readily emerge from a consideration 

of such an evolutionary communications network.  Data management algo- 

rithms necessary to permit the effective sharing of processing and trans- 

mission resources are an intrinsic part of these issies. At a minimum, 

evolutionary data management algorithms must be developed to support: 

• Information Flow Control 

- Channel Assignment 

- Dynamic Routing 

- Distributed Resource Management 

• Information Transformation 

- Data Compression 

- Multi-Source Fusion 

- Pre/Post-Processing 

Adaptive User Feedback 

Error Detection and Correction 

Information Security/Priority Considerations 

Spoofing/Jaraming/Pcnetration Considerations 

Performanoe/Kesource Optimization 

These considerations are further developed in this and subsequent chap- 

ters of this report. 

B.  Generic Data Management Requirement.s 

The development of evolutionary data management design alternatives 

requires a general quantification of overall data management require- 

ments for each space-related mission to be supported. A generic classi- 

fication may be established in terms of representative military space 

missions to provide relative system performance requirements such as 

• Information volume 

• Time between transmissions 

• Tolerable connect delay 

• Tolerable transmission delay 

The diverse, but strongly representative, military space missions relating 

to surveillance, meteorology and RPV have been chosen for this purpose. 

-23- 
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Overall data management requirements form the>basis for selection 

of the proper communications network to support individual military 

missions or multiple military missions.  It is thus useful to categorize 

these missions in terms of communication system performance characteris- 

tics.  Table IV summarizes such a characterization, indicating relative 

communication system requirements for each of the three representative 

missions.  Several clarifying comments should be made. 

Surveillance missions usually deal with large volumes of informa- 

tion such as Pictures and electronic or other emissions. It Is often 

necessary that this information be sent in total to a ground processing 

station for distribution and exploitation.  This may not be necessary 

in all cases if some processing is performed in the network, for example, 

if only current status or status changes are reported.  If this were 

done, then actual data transmission requirements could be moderate or 

low volume.  In either case, the frequency of information occurrence 

from a single sensor is relatively low or at most moderate.  Since from 

a systems viewpoint there may be many sensors operating simultaneously, 

the communications network could be required to handle Information at 

moderate to high rates of occurrence. The communication network connect 

time and transmission delays for routine surveillance could tolerate a 

moderate connect time delay. However, during crisis situations, this 

information should be available with absolute minimum delay. The com- 

munications network must then be designed to handle both requirements. 

The meteorology mission is, in many ways, similar to the surveil- 

lance mission in terms of its information communications requirements. 

The major.difference is in the tolerable time delays for network con- 

nection and transmission. It is not typical that the meteorological 

communication network support real or near-real-time communication; 

accordingly moderate delays should not be critical. 

In contrast, the RPV mission requires real-time or near-real-time 

interactive operation, thus connect and transmission time delays must be 
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TABLE  IV 

SELECTED MISSION ORIENTED PERFORMANCE REQUIREMENTS 

Mission 

Information 
Volume 

Time Between 
Transmissions 

Connect Delay 
Tolerated 

Transmission 
Delay Tolerated 

Surveillance Meteorology RPV 

High and Low 

Low 

Moderate; 
Low and High 

Moderate; 
Low and High 

High and Low 

Low 

Moderate 

Moderate 

High and Low 

Low and High 

Absolute 
Minimum 

Lowest 
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minimal for most RPV missions. The Information traffic will probably 

occur with high volume and frequnncy from the remote vehicle to its 

controller with low volume and frequency in the other direction. For 

example, the vehicle will probably transmit status and sensor-derived 

information (including pictures), whereas the controller will probably 

transmit conunands intermittently as they are needed. 

A satellite communications system designed to foster substantial 

resource sharing and to simultaneously support each of these three 

missions obviously requires broad capabilities to accomodate such 

diverse performance goals.  Some commonality may be noted, but it is 

most clear that a general multi-mission communications capability must 

support a broad variety of performance characteristics in every quanti- 

tative dimension.  Such then is the challenge offered to the designer of 

such a system.  However, It is also believed that current network control 

and network routing techniques, such as are employed in the ARPANET and 

other ground-based multiple-user digital data communications systems, 

offer significant opportunity to meet this challenge. 

C.  Evolutionary Network Characteristics 

The envisioned space communications network must be based on an 

evolutionary set of operational capabilities. Conceptual evolutionary 

network characteristics may be specified in terms of: 

• Network control 

• Network routing 

A brief discussion of each generic characteristic is presented herein. 

!• Evolutionary Network Control 

The three network supervisory control alternatives to support 

resource sharing and evolutionary growth are centralized, distributed, 

and hierarchical. 

a. Centralized Supervisory Contvol 

A single, centrally located supervisory control node us- 

ually suffices for small to medium sized networks in which message delay 

is small, or in which longer delays are tolerable. Such control is 

achieved by one or more terminals that can act as source and/or user 

nodes. 
-26- 
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Large centrally controlled networks may require, two or 

more control nodes because of the volume and frequency with which the 

control functions must be performed.  Such nodes, as a group, make up 

the network control location. For example, one node may be used to 

enter control messages while another, often a receive-only device, is 

used to maintain the log of the network's control activities. 

b. Distributed  Supervisory Control 

Relatively  large networks with multiple network processors 

may operate with  shorter queues and better  cost  effectiveness by using 

some  form of  distributed  supervisory control.     Control  locations may 

be selected on a regional or area basis or may be  those  locations 

where network processors have been placed. 

Each supe-vlsory control   location requires the  logic 

necessary to handle  the control messages  it  receives.     Logging of  the 

control message activity may be held  in a queue and  periodically sent 

to a node equipped with a logging device. 

Two  types of control messages are encountered  In distributed 

supervisory control:     those that are entered from a source/user node 

serviced by  the network processor and  those  that are entered from an 

adjacent control node. 

c. Hierarchical  Supervisory Control 

In large networks with distributed supervisory require- 

ments, a method of controlling the entry of supervisory messages may 

be needed. This is especially true of a multi-mission military satel- 

lite system.  In that event, the supervisory control function can be 

organized into three hierarchical levels: terminal, intermediate and 

master. 

(1) Terminal Supervisory Control 

This level includes such functions as requests for 

retransmission of a lost or destroyed message, and other similar node- 

oriented activities. 
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In networks with various  classes of nodes or levels 

of security,   It may be necessary  to Identify  subsets of  the node con- 

trol functions and only accept  control  messages within  the subset to 

which a specific node  is assigned. 

(2)     TatermecUatg Supervisory Control 

This  level  includes  those control  functions  that are 

limited  to  supervisory control nodes,  and cannot  be  initiated  from other 

nodes.    Adding or deleting nodes or interlinks  to  the software tables 

representing  the network configuration,   requesting n  statistical  infor- 

mation report,  changing routing,  and altering poll/select  sequences are 

examples of  intermediate  supervisory control  functions.     Such control 

messages are entered  from such nodes  that have been  identified as 

"supervisory control". 

The  set of  functions  that  can be  initiated by inter- 

mediate supervisory control nodes usually,  but not  necessarily,   includes 

the lower terminal   control  functions as a  subset. 

(3)    Master  Supervisory Control 

This  level of supervisory control  includes all lower 

level functions plus  the ability to initiate actions  reserved exclusively 

for the designated master control node.     The master  control node is 

usually located  in some central facility. 

The terminal complement for the master supervisory 

control function in large networks usually consists of several devices: 

one or more receive-only devices for activity logs and statistical reports, 

an active master device for entering control messages,  and one or more 

standby or backup devices for use in the event of failure. 

Control  functions usually reserved for the master 

location include the changing of security level information in routing 

tables and other sensitive activities whose initiation should not be 

possible by any Intermediate or terminal level messages. 

Large networks may require a logical subsetting of 

the supervisory control  functions based upon mission,  regional, or 
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some other organizational boundaries. Those? networks shared by entirely 

separate missions have a similar subsetting requirement. A comparable 

problem is presented by a cluster of nodes unique to a specific mission 

requiring supervisory control functions unlike any others in the network. 

2.  Evolutionary Networklnp, Routing 

The four most common network routing alternatives are: 

^ Dedicated chünnals 

• Circuit switching 

o Message switching 

• Packet switching 

The first three approaches are characteristic of the bulk of all current 

military information transmission networks, whether satellite or ground- 

based interlinks are used.  In general, they are not entirely suitable 

to support future digital data transmission requirements.  This is 

principally due to the bursty nature of data transmission, occurring 

essentially randomly as a function of time, where source and user node 

locations may also vary with time. 

A detailed discussion of the specific attributes and a relative 

comparison among the four routing alternatives are given in Appendix A. 

In summary, both the message switching and the packet switching approaches 

appear to be very useful, ones for a multi-mission military satellite 

system. Both offer the inherent flexibility and extensibility necessary 

for an evolutionary multi-satellite system development. 

The message switching and the packet switching approaches are 

forms of distributed store-and-forward switching, permitting elimination 

of -the ,l'ong "connect time" delay inherent in circuit switching, thus 

providing greater responsiveness. The path any given information quantum 

follows is not determined In advance, as is the case with conventional 

circuit switching.  Instead, the optimum routing is determined for each 

quantum as it passes from node to node, taking into account processor 

and circuit loading and any outages. High overall network reliability 

and use is thus achieved. 
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" As Is developed in Appendix A, distributed store-and-forward 

packet swltrhlnp, Is a natural choice for a multl-mlsslon evolutionary 

communications network.  The inherent nature of a packet-switched sys- 

tern in which messages are broken up into sets of packets, with each 

packet making its way Independently through the network to its destina- 

tion, penults most effective processing and transmission resource sharing. 

Control of the system is also inherently distributed throughout 

the network, with each node providing routing and flow control on the basis 

of its current knowledge of the network status.  In general, packet 

switching permits simultaneous sharing of wideband transmission facili- 

ties by a number of users, and is relatively mission independent, thus 

creating a high-capacity and quite economical conmiunications medium. 

D.  Discussion 

An evolutionary multi-mission space Ljminunications system seems 

technologically feasible based on currently available computer, communi- 

cations and satellite technology and reasonable extrapolations thereof. 

It seems likely that the actual implementation of such a multi-satellite 

information network will be necessarily evolutionary, with successive 

generations of increasingly technologically sophisticated intelligent 

satellites being added to the system over a period of time.  A fundamental 

issue then in the selection of required satellite data management al- 

gorithms is the availability of a given algorithms set to support the 

necessary expansion and system extensibility implicit in the conceptual 

evolution of the system capability. 

Information flow control seems the most critical consideration. 

Several natural selections occur that tend to best support all multi- 

mission and evolutionary growth objectives. A distributed supervisory 

network control algorithm best provides necessary decentralized control 

and flexibility in the network operation. Similarily, a variablfc routing 

control algorithm, based on packet switching techniques, best provides 

accotnodatlon of the many disparate requirements of information volume, 

transmission rate, tolerable connect time and transmission delay of the 

several representative military communications to be supported. Packet 
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switching' does permit efficient accomodation of both short and long 

messages of various information content priorities with minimum delay. 

It also permits efficient accomodation of variable message rates, varying 

from near-continuous to very intermittent, on a single channel.  Most 

importantly, assuming the availability of parallel interlinks, packet 

switching best supports effective sharing of network transmission and 

processing resources, thereby providing appreciable reductions in trans- 

mission delays as well.  Distributed packet switching control is readily 

extensible for support of evolutionary networks growth and communications 

capability. 

A number of specific technical considerations for satellite data 

management algorithms arc developed in the following chapter of this 

report.  It is necessary to also consider constraints imposed on the 

evolutionary development of the envisioned network by the selection of 

an algorithm set.  For example, consider that the space communications 

network will eventually employ both geosynchronous and near-earth-orbit 

satellites.  Further suppose that in support of a specific mission, com- 

munications must occur between an information source and an information 

user via a relay satellite with relative motion (i.e.. through a near- 

earth-orbit relay satellite).  This might happen when information ex- 

change occurs between a polar region and the opposite hemisphere.  As- 

suming that it is possible for the moving satellite to be properly tracked 

by the source and user nodes, there is still a problem: what happens when 

the moving satellite goes out of the range of one of the stationary com- 

municators. The obvious solution is to "hand over" the communication to 

the next moving satellite.  Different data management algorithms approach 

this problem differently, not all consistent with network evolutionary 

growth objectives. 

Using dedicated channels, an easy solution Is to have all relay 

satellites dedicated to the same communication path. When a satellite 

is not within view of a source, geosynchronous relay or user node, it is 

not used. This is obviously an expensive solution. 
I 
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For circuit switchin}-, and moysagc» switching routing algorithms, 

the prohlem may be. severe.  Sinco there can be no upper limit on message 

size for either algorithm, it must be conceptually possible to "hand 

over" the tranymission to another relay in the middle of a message com- 

munication. The not too attractive alternative is to dynamically break 

off transmission and resend the complete communication.  Thin alternative 

for either case means that such relay satellites must have sufficient 

processing capability to recognize that a "hand over" can occur and to 

know when it is coming.  Such problems multiply when It is recognized 

that on-board processing and storage capacity of each relay satellite 

must be available, for all possible "hand overs", total capacity being 

highly dependent on the number of relay satellites within the network. 

Utilizing packet switching algorithms, the problem can be accomodated 

relatively easily.  Sin^c all information exchanges occur through packets, 

only one small packet need be involved in the "hand over".  The simplest 

solution is to resend any packets that are lost during a "hand over". 

It is not. necessary to keep track of current communication paths since 

they arc determined dynamically for each packet.  Any number of synchronous 

or near-earth-orbit relay satellites may be added to the network without 

the need to increase the on-board processing or storage resources of 

existing network satellites.  Thus evolutionary development can be ac- 

complished utilizing various mixes of existing network resources and 

technologically improved additions at lowest cost. 
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CHAl'Tr.R IV 

CONSIDERATIONS FOR SATF.I.MTE DATA MANAGEMENT ALGORITHMS 

A-  Introduction 

Satellite data management algorithms must permit optimization of 

performance measures and resource allocations within network and user 

demand constraints.  From a network control point of view, these dis- 

parate constraints imposed on the envisioned evolutionary multi-mission 

space communications system strongly support the selection of a form 

of distributed supervisory control.  In addition, it is clear that a 

genera] priority scheme must be adapted such that urgent messages can 

pass unhindered by network blockage from low priority messages. How- 

ever, further development of specific data management algorithms de- 

sign requires careful consideration of several mission and system re- 

lated performance characteristics. 

The previous discussion of generic characteristics of representative 

military missions suggests that the simultaneous accomodation of these 

characteristics within a single space communications system requires 

the attainment of diverse design goals.  This is because individual 

mission-related characteristics tend to optimize different communica- 

tion traffic requirements and communication system uses. These charac- 

teristics fall into categories related to the system requirements for 

the missions supported and into categories that relate more closely to 

the system's physical limitations and design considerations. These two 

categories have been designated as Mission Factors and Design Factors: 

•  The Mission Factors are those that describe characteristics 
of the information that passes through the communication sys- 
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tern. The characterization Is description rather than meaning. 
For example, the characterization can account for 10000 bits 
transmittod, but cannot describe that a picture is transmitted. 

•  The Design Factors are those that describe characteristics of 
the cowmunication satellite system. These characterizations 
refer to system functional requirements and capabilities.  For 
example, resource sharing is a system property rather than an 

information communication property. 

In this chapter, various necessary considerations for satellite 

data management algorithms arc discussed with respect to: 

»  Mission-related considerations 

o  Communications-related considerations 

o  Performance measures 

The concluding sections present comparative evaluations of data manage- 

ment algorithms with respect to these considerations to guide the net- 

work control algorithm design within the envisioned space communications 

system. 

B•  Hission-Related Considerations 

For each of the military missions to be supported, important data 

management algorithm considerations involve: 

• Information-related factors 

Information unit size 

- Information rate of occurrence 

• Network-related factors 

- Transmission time 

- Connect delay time 

A discussion of each topic follows. 

1.  Information Unit Size 

It is well established in information theory that a physical 

measure of information may be described in terms of bits.  It is obvious, 

of course, that it is possible to convert analog information to digital 

representation and vice versa.  For example, in telephone networks this 
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upon receipt. Thus packet switching docs not suffer from the delay 

introduced by waiting for the entire message to be transmitted. Further- 

more, packets may take independent paths from source to destination. 

When there are parallel paths, they may all be u«ed simultaneously to 

achieve a bandwidth larger than a single path.  Packet switching has 

been demonstrated for continuous voice transmissions (it is found that 

ignoring messages received out of sequence presents little difficulty in 

speech understanding).  It seems reasonable to anticipate that packet 

switching can handle other types of continuous transmissions. 

in summary, dedicated lines and circuit switch technique do 

well on all sized information units.  Message switching performs poorly 

on small and large si.ed information units.  Packet switching performs 

relatively poorly on snail messages, very well on large size messages, 

and efficiently accoinodates mixed-size messages. 

2•  Information Rate of Occurrence 

In this discussion, the terra information rate of occurrence 

refers to how often an information unit is transmitted.  The rate of 

occurrence is not necessarily independent of the information unit size, 

and an interrelationship may exist.  On one extreme, there may be a 

large amount of time between transmissions (hours, days, weeks, etc.); 

on the other extreme, the time between successive transmissions may 

be minimal. This latter situation also is called a continuous transmission 

since it is not very relevant from a network point of view whether the 

transmission is one long information unit or many short information units. 

The time between transmissions is a common communications system descriptor 

and a large amount of statistical study has been developed in this area. 

The descriptions of message events may be uniform (i.e., periodic trans- 

mission intervals), exponential, Guassian. random, or other appropriate 

statistical distributions.  In development of alternative data management 

algorithms, the mean time between transmissions is found of more utility 

than the particular statistical distribution of the information rate of 

occurrence. 
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For dedicated liner, and circuit switched approaches, the time 

between transmissions is not important for information exchange purposes. 

When the average time between transmissions is large, the network com- 

munication resources are unused and therefore wasted.  As a result, these 

approaches arc inefficient when there is a large amount of time between 

transmissions (note "large" is relative to the size of the information 

unit). 

Message switched algorithms are predicated on sharing communica- 

tion resources.  This approach works best when the average time between 

sucessive information unit transmissions for each message sender is large 

relative to the entire set of message senders.  The overa.1] information 

throughput as well as the efficiency of network resource utilisation in- 

crease with the number of messages passing within the network.  However, 

the delays encountered for transmitting eachmessage are directly related 

to the message traffic.  Message switched algorithms can be efficient in 

the use of communication resources, but may cause large delays when there 

are many messages in the system.  In addition, the relative si.es of the 

messages can also affect how well the message switched approach can ac- 

commocate mixed size information units since a few frequent large messages 

can delay all messages through the system. 

Packet switched-based systems follow similar design goals to 

message switched-based systems.  However, packet switched algorithms handle 

"bursty" transmissions veil.  In addition, since messages are broken up 

into packets, large messages may be interlaced with small messages and 

typically do not interfere to any extent. 

In summary, both dedicated and circuit switched data management, 

algorithms handle all rates of information occurrence well, but are inefficient 

when the time between transmissions Is large. Message switched algorithms ex- 

pect the time between transmissions to be large and do .not provide efficient 

nor effective service otherwise. In addition, large information units 
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can havo a detrimental effect on the overall network performance, espe- 

cially if they are frequent.  Parket switched algo'rithms also perform 

best for infrequent transmlsr.ions from single users, but in general packet 

switched system Performance is not impacted as severely with large, fre- 

quent information units as are message switched algorithms. 

3. TransKiJssion Time 

Transmission time is that time required to send one unit of 

information between an information source and an information user.  At; 

the minimum this time is proportional to the physical distance traveled 

by the informal inn.  Other factors contributing to this time are the 

interlink bandv.'idr.h available for the transmission, the selected data 

management algorithm protocol, system requirements for message acknowledge- 

ment, transponder delay time, and relay node processing and queueing times. 

For dedicated channel algorithms, the transmission time delays 

are principally due to distance traveled and available transmission band- 

width.  Circuit switched algorithms have the same limitations as dedicated 

channels in terns of transmission speed.  The fundamental time delay is 

proportional to i "  d/c, where c is the speed of light and d is the sura 

of the distances between the nodes connecting the terminals.  For a 

single geosynchronous satellite connecting two terminals on the ground, 

the delay is 0.2A to 0.27 second, depending on the locations of the ter- 

minals relative to the satellite. 

Certain network protocols lead to unduly long time delays among 

satellite nodes and should be avoided. These protocols are those which 

demand a message receipt acknowledgement (ACK) before sending each data 

block. A "solution to minimizing time delay among satellite nodes is to: 

• Use long data blocks, and 

• Initiate transmission of a given data block without waiting 
for ACK to be received on the previous block. 

Another contributing factor is the transponder delay time or 

the time required for the signals to propogate through the amplifiers 

and the frequency translation or demodulation and re-modulation processes 
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within the transponder.  In general, it Is on the order of m/B, where 

m = number of stages and lj - circuit bandwidth; For a 2000 MHz bandwidth 

transponder of ten stages, the transponder delay time thus would be on 
9      -9 

the order of 10/2x10 = 5x10 " sec, which is negligible compared with 

the fundamental propagation time delay. 

On board processing and queue times are highly variable and may 

well constitute the greatest: time delays in many situations.  Included 

are such functions as: 

e  Address recognition and message or packet switching time. 

• Data queues, while data is avaiting complete processing. 

• Actual processin;;; Lime to achieve data compression, culling 
of most significant values, special computations, notion 
detection, or some other processing function. 

Message switched algorithm time delays generally arc n function 

of both distance and channel band width.  Since each message must be 

received in total before it can be relayed to another node in the net- 

work, delays arc proportional to the size of the tüessage and the number 

of nodes traversed.  In addition, a message can be forced to writ in a 

queue at each node between the source and user.  Queueing delays are 

proportional to the total traffic, in the communication system.  Thus 

the larger the number of network users and the larger the message trans- 

mission sizes, the larger the delays for any given message of any size. 

Packet switched algorithm time delays are also a function of 

transmission distance and channel bandwidth. At each node along the 

way, independent decisions must be made to determine, the next node to 

send each packet.  Each individual computation can be designed to be 

minimal, but their total time accumulation may be significant if a 

packet must travel through many nodes.  Queueing delays for packets are 

generally less than those for message switched algorithms since the 

packets can be handled uniformly.  Another advantage of packet switching 

over message switching is that portions of a message can be retransmitted 

before the entire message is sent. Of course, the potential bandwidth 

of a communication path can be increased when the satellite communication 

system architecture supports parallel interlinks between nodes. 
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. In summary, dcrJic.ated .nnd circuit üwltchod algorithm trans- 

mission time delays are proportional to distance traveled and interlink 

bandwidth.  The effective bandwidth can be increased by creating in- 

dependent parallel interlinks and selecting data management algorithms 

to coordinate exploitation of this resource.  Message switched algorithm 

time delays are particularly sensitive to the number of nodes traversed, 

size of messages, and total traffic within the communications network. 

Packet switched algorithm time delays are less sensitive to these factors. 

In particular, packet switched based transmissions are relatively in- 

dependent of the sir.e of transmissions of other network users.  Depending 

on the system architecture, packet switched data management algorithms 

offer the opportunity for effective, exploitation of parallel paths through 

the network to increase the relative transmission bandwidth between any 
.       .  A,6,11,40* 

given source and user nodes. 

A.  Connect De1 ay Time 

The time required to sot up a communication between an infor- 

mation user and information source is the connect delay time.  This time 

is highly dependent: on the particular data management algorithm used. 

The dedicated channel approach is a trivial case, since this time is 

negligible by design, i.e., there should always be an open line between 

each pair of communicators. 

Circuit switched algorithms can have large connect delay times. 

Each time that communications are required a route must be determined 

and all required resources must be allocated to the communication circuit. 

Since individual interlinks may not be shared, it is possible for all 

circuit resources to be allocated, forcing the new communication request 

to receive a busy signal.  In a priority-based system, a higher priority 

transmission may "bump" a lower priority transmission. The actual im- 

plementation for this "bumping" may be quite complex in order to prevent 

the loss of lower priority Information.  Depending on the network architec- 

ture, considerable processing may be required for the actual circuit set- 

up.  Furthermore, if central controls are used, then additional time will 

be spent communicating with the controller to set up the new clrciit.  It 

* References are given in Appendix C, Project Bibliography 
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has been cstimitcd that this circuit set-up time may range; from 30 seconds 

for a simple sntellite architecture with no interlink contention to several 

minutes for more complex and highly used circuit systems.  If the system 

is operating at saturation and/or poorly tuned, circuit set-up delays of 

hours may occur.  For example, this already occurs on some computer net- 

works where it is  necessary to request a communication circuit hours in 

advance of the expected time of computer use. 

Message switched algorithms generally do not have an appreciable 

connect delay time problem.  One reason is that message switch systems 

typically are not used for interactive (two-way) communications and 

consequently, the significant time delay is that needed to transmit a 

message.  However, there may be delay," in entering a message into the 

network.  This delay is usually due to the queue ing capacity ai.^l flow 

capacity of the node receiving the message.  These delays are highly 

dependent on the physical characteristics of the node processing and 

storage resources. 

Packet switched algorithms ray have a small connect delay in 

addition to that of message switched -ilgorithms.  This delay is due to 

the time required for a packet to traverse the network to its destination, 

establish the communication, and then acknowledge that the communication 

path has been established.  The time required would be at least twice the 

minimum transmission time, estimated to be between 5 and 30 seconds. 

In summary, dedicated channels do not have any connect delay, 

while, circuit switched algorithms have connect delays which can be very 

large and require much computational processing. Message switched al- 

gorithms are not generally measured by connect delay times.  Packet 

switched algorithms have connect delay times that are at least twice the 

minimum transmission time plus, possibly, processing at one end of the 

communication path. 

C.  Communications-Related Considerations 

A number of algorithm design factors must be considered which relate 

to the communications functional level of Figure II-l. These include 
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cornmunicnLions  .System 

• Reliability 

• Vulnerability 

• Service  Security 

• Service  Flexibility 

• KCficiency 

A discussion of each of tbese factors follov;«. 

1.  Reliability 

llip,h reliability is essential for any military communications 

system.  For any cotnciunications network» data raanageiuont reliability is 

the performance factor describing the ability of the con.,;;unications system 

to perform its functions.  Reliability is a component of system fnilure 

and includes: 

•  Mean time between failures 

©  Percent resends of data transmissions 

e  Mean ti!.i« to repair 

In a dedicated communications system, reliability is the overall 

product of individual component reliability since the system is designed 

to support only one application.  Moreover, single application support 

sometimes produces simpler systems and, thus, more reliable ones.  In 

the case of a dedicated satellite communication system, the addition of 

other features to optimize other performance factors could cause, the 

system to be more complex than similar ground-based systems.  In this 

case, the dedicated satellite data management may be less reliable than 

alternative approaches. 

For circuit 'switched data management algorithms, the reliability 

is proportional to the average number of nodes in a circuit in addition 

to a factor proportional for the complexity of circuit switch technology. 

In addition, the greater the number of alternate circuits, the greater the 

reliability for the complete circuit switched algorithm-based communication 

system. 
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.For £) message switched data management algorithm, the number 

of alternative paths available for a mecHage transmission contributes 

to the system reliability.  However, due to the nature of the system 

(i.e., entire messages transferred between nodes), single node relia- 

bility greatly affects the system reliability.  This is an inherent 

weakness of this approach. 

For a-pneket switched data management algorithm, reliability 

is also prüportionnl to the average number of nodes traversed by a 

packet.  However, reliability is enhanced over that of message switching 

due to the inherent nature of packet rwJtchcd algorithms which optimize 

the transmission of small Information units.  For example, a packet 

switched algorithm may take advantage of the ALOHA positive acknowledge- 

ment technique which has been found to have minimal effect on total 

transmission time. 

In summary, dedicated channel and message switched baseu 

approaches may be less reliable than the alternative algorithms due to 

features that must be added to ensure total system usefulness.  Circuit 

switched and packet switched based approaches have built-in features that 

add to their reliability.  It seems evident, however, that packet switched 

data management, algorithms can be the most reliable general purpose 

approach due to the opportunity provided by a variety of parallel inter- 

links available for transmission of each packet of a total information 

•- 31 unit. 

2.  Vulnorability 

Vulnerability describes how a communication system withstands 

unauthorized access, jamming, spoofing, and destruction.  For each space 

communication system, the critical components are the satellites 

themselves, the interlinks between satellites and to the earth, and the 

ground nodes.  The satellites are vulnerable to destruction, but can be 

somewhat protected by having sufficient redundancy in their various com- 

ponents.  For dedicated channel system, redundancy may require additional 

satellite nodes.  This can be very expensive since these extra satellites 
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may not he used unlor.s needed (of course, if they were used then the 

system is no longer dedicated).  For the other data management al- 

gorithms, redundancy can be huilt-in since, each is based on the sharing 

of resources.  The loss of individual Interlinks between satcllites or 

between the satellites and ground is equivalent to jamming.  This prob- 

lem can be tolerated with sufficiently redundant inter]inks between 

information source and user. 

Protect ion against unauthorized access and spoofing of a 

satellite communication system requires that; the system contain access 

controls.  These controls should be dynamic to assure more complete 

protection tlnn solely using static access controls.  This means that 

processing is required both to allow access to the system and to determine 

whether spoofing or unauthorized access occurs during system operation. 

In a dedicated system, this processing would have to be accomodated with 

the basic communication resource;!.  It adds to system fomplcxity 

and overa'll expense.  For circuit switched based approaches, the static 

processing could be incorporated into the original circuit set-up processing, 

However, any dynamic protectioa processing would also require a specially 

designed processing capability to be added to the system.  For message 

switched and packet switched based approaches, the processing could be 

incorporated into the required switch processing onboard the satellite 

nodes.  Since packet switching readily supports bidirectional interactive 

communication (in contrast to message switching), necessary packet switched 

algorithms can incorporate protection techniques into the network bidirec- 

tional protocols.  Both the bidirectional nature of packet switching and 

the fact that messages are divided into small data packets which can be 

routed independently (a built-in protection) lower the vulnerability of 

this algorithm.  It also appears that the amount of extra vulnerability 

processing required for packet switched algorithms may be smaller than 

with other approaches. 

3.  Service Security 

Service security refers to the method required to protect in- 

formation transmitted between the information source and the information 
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user. Encryption Is the basic technique used for information service 

security and would be required for each of the alternative data manage- 

ment algorithms.  Packet swH.hed algorithms offer a potential additional 

means for security since each packet contains a small amount of a total 

transmission and most packets must be intercepted to intercept a com- 

plete message.  Tn addition, if paralJel interlink transmissions are 

possible, then the interception of the packets may be difficult.  Parallel 

transmission is easy for packet switched algorithms, but can be difficult 

for the other data management alcorlthra approaches.- 

4.  Ser^l^EÜll/^-itiLiLX. 

Flexibility  describes  how well   the  communication  system can 

handle  a variety  of   information  flow demands.     This   factor  cover.«  the 

variety  of  information unit   sizes,   rates and  communication priorities. 

By definition,   dedicated  channel  systems have no  built-in   flexibility. 

Instead,   the  users must  decide  for  themselves  on  types  of   information 

units  transmitted and  how to  intexrupt  transmission  if necessary.     Cir- 

cuit  switched   algorithms  are  similar  to dedicated   systems   in  their  flexi- 

bility except   that  it  is possible  to restructure  the  communication cir- 

cuit network under  priority  demands. 

Message  switched algorithms are relatively  flexible.     It  is 

possible to assign a priority  to each message and use it  to help determine 

how messages  flow through the network.    As has been previously noted, 

under a message  switched approach,   the existence of  large messages in 

the system can  significantly slow the transmission of  short messages. 

Similarly,  packet  switched algorithms'can handle  communication priorities 

like message  switched algorithms.    The size of   individual   information 

units mostly affects  the transmission of  that  information and no others. 

In this respect,  packet  switched algorithms  seem the most  flexible among 
22 

the various data management alternatives. 

5.    Efficiency 

Communications system efficiency may be measured  in two ways: 

one from a  systems view and  the other from a unit  transmission view. 
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From the Bystems vdcv/,   efficiency reflects hovv well  the system processing 

and transmission  resources are  utilized.     This  efficiency measure is 

directly related  to  the actunl  sharing of  these  resources. 

A principal  reason for considering  the  use of multi-mission 

space communieations networks  is  to take advantage of  sh-arlng expensive- 

arid possibly  scarce  resources  among several   system users.     Dedicated 

systems by definition have no   resource  sharing.     Thus   In  a   truly dedicated 

satellite  coir.mun irat ion  system,  each user or  generic  application,   such 

as surveillance,   meteorology,  RPV control,  or others,  will  require a 

completely   separate  satellite  S)     em.     Circuit   switched   systems  share 

resources among users,   but arc. highly  inefflrient when circuits are as- 

signed  and  not   being used.     Mesrage  switched  and  packet   switched data 

management  algorithm.^  permit  the  sharing of  communication network resources 

very well  among  the  system users. 

From a  unit   transmission view,   the  concern   is with   the efficiency 

of  transmitting  an  Information  unit measured   as  a  function of  required 

overhead  for  that   transmission.     Since belli  dedicated   systems and  circuit 

switched  approaches  do  not  require destination  addressing or routing 

Information,   the  only  overhead   involved would  he  due   to  satisfy reliabil- 

ity requirements. 

In  store-nnd-forward  routing approaches,   some  form of  information 

unit  reliability overhead  Is  required of  each alternative  data manngement 

algorithm.     For message  switched algorithms,   the overhead   is  proportional 

to the extra data  that must be  transmitted  to  Identify  the message,   its 

destination,  and  sometimes  its  routing.     For  small messages  this can be 

significant,   but   for  large messages  the overhead will most   likely be 

small.     For packet  switched  algorithms,  the overhead  for an entire message 

is the sum of  individual packet overhead values.     The  larger the number 

of packets per message,   the greater the  information unit  overhead. 

In summary, dedicated and circuit switched systems are ineffi- 

cient with respect to resource sharing but have relatively low informa- 

tion overhead.     Message  switched algorithms efficiently  share reso rces 
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and liavc overhead thai decreases with information unit size.  Packet 

switched algorithms have highest efficiency resource sharing but are 

the least efficient in terms of overhead required per information unit 

size. 

D. Performance Measures 

Of the several basic considerations essential to selection of a 

satellite data management algorithm, much importance must he placed on 

those functional operations used to transmit information from its source 

to its users,  Tn order to judge the fuccess of the operation of specific 

algorithms employed, performance measures of data management algorithms 

are used as a means to quantify the performance of the data management 

functional operations.' 

There are two points of view concerning the performance of a data 

management system.  These viewpoints concern (1) the operations of the 

system and (2) the use of the system.  Tor some criteria, these viewpoints 

agree on levels of Importance and optimization, but there are. many per- 

formance criteria on which the viewpoints will diverge concerning relative 

importance across representative military missions to be supported.  In 

the worst case, each individual mission will require the optimizing of 

different performance criteria indicated by these measures. 

Several performance criteria are of importance. These include: 

• Efficiency of Data Compression 

• System Capacity 

• System Availability 

• System Use 

• Distortion and Noise 

A discussion of each of these factors follows. 

1. Tfficicncy of Data Compression 

Data management algorithms encompass the compression of data 

for transmission and its subsequent reconstruction.  There are two distinct 
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classes of data compression algorithms: pne-diraensional, as applicable 

to text, data and voice encoding, and multi-dlmenslonal, such as the 

two-dimensional algorithms applicable to image encoding 
35 

Much of the work on algorithms for one-dimensional source 

data compression Is based upon the Huffman codes, which are variable- 

length codes for characters and character strings.  Other techniques 

include fixed length coding for character strings, binary data com- 

nrossion, such as run length encoding, and irreversible compression 

codes, such as transition distance coding, the scundcx code, and others.  ' 

The Karhunen-l.ocve Transform (KLT) is optimal with respect to 

vaiiafir..; distribution, mean square error mimimization, and rate distor- 

tion, but lacks an algorithm enabling its fast compulation 
35 

The Discrete Cosine Transform (DCT), on the other hand, results 

in a very small increase in mean square error over the KLT, but ran be 

computed with an algorithm using the Fast Fourier Tranpform (FFT),  The 

M DCT coefficients can be computed using a ?.M point FFT. 
35 

A low complexity data compression technique developed in con- 

nection with the Earth Resources Technology Satellite (ERTS) Program is 

tailored to the characteristics of multi-spectral data.  It can be im- 

plemented to provide compression ratios in excess of 2:1 at over 100 M bps 

with zero distortion.  It is known as the Spectral-Spatial-Deltn-lnter- 

leave (SSDI) algorithm. The SSDI operates on the spatial redundancy in 

each spectral band, and then uses the result to reduce spectral redun- 

dancies between adjacent bands. 
35 

Differential pulse code modulation (DPCM) is used to form 

pixel differences along each scan line. Then second differences (A's 

of the A's) are formed. On the average, the second differences are 

less than the first differences because of spectral correlation.  A 

triple of the interleaved first and second differences then allows re- 

construction of the pixel.  For each pixel, one spatial difference and 

three spectral differences are sent. 
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The compresaed bit i.Lruaii c-oiudsts uf .source encoding of tlie 

differences symbols and il.is encoding is based on fbe statistical occur- 

rence of the diffenence.s symbols.  The techniques used include the Global 

Huffman, Adaptive Huffman, and the Universal Rice. 

An SSDJ improvement, known as SSDIA, uses a block of contiguous 

pixels to generate first difference symbols.  If obtains n higher average 

compression than SSDJ by exploiting the two-dimensional correlation.  In 

addition, it smooths senior and sampling noises through averaging. 

A fur-her impruvemont, SSIUAM, allows the mapping of original 

pixel intensities before the first differencs are formed.  (The "mapping- 

restricts the intensity levels.)  A snail amount of distortion is then 

allowed in the rcconstrucfed data, In return for which a higher compression 

ratio is achieved.33 

" '  fiysi ern_Capac i t:\ 

The capacity of a  data management network is defined to be the 

amount of information that can be delivered to the end user node.  There 

are various components to the measure of system capacity.  The usual units 

for measuring capacity inclnde the number of available channels, channel 

baud-width, and computed baud rate. 

From the operational viewpoint, transmission capacity in terms 

of bit rates and numbers of channels is an important basis for capacity. 

For the user, applications oriented information is more important.  Tims, 

if processing is performed in the satellite communications system to send 

only pertinent information to the ground, the capacity is based on that 

quantity of information. 

For example, if a user Is interested in counting the numbers of 

buildings in a certain sector, the picture processing could bo performed 

on either the ground or at the sensor. When a ground-based node is the 

processing unit, the entire picture description must be transmitted. 

However, if the processing is performed In a satellite-based source or 

relay node, only final figures need to be transmitted to the ground. 

The end user observes the same system capacity (assuming devices with 
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the same resolution), hut tl,« satellite network need support a much 

smaller amount of data transmission capacity „hen processing is per- 

formed in orbit.  Naturally a drawback with orbit processing is that 

raw data is lost and thus can not be processed for other concurrent or 

future applications. 

3 •    $llitj?ivi_Ava i L-i bility 

An information network such as the envisioned multi-mission 

space cOBmnricaticns system i,  only useful when it is operational.  Thus 

the very simple criteria of system availability is u.s.ful to both these 

responsible for operating the system and especially for those using the 

system.  The methods used for moasuring availability are fairly simple 

and are usually stated as the percentage of up (or down) time. 

System availability is an extremely relative term.  For example, 

the space communications network may be excellent for all of its func- 

tions but it may lese its usefulness if it is only operational 1 hour 

per  day when the need is for 15 hours per day.  The reasons for the 

lack of availability do not matter to the user and as such he does not 

care whether the service is clown due to failure, politics, maintenance, 

or other reasons.  Of course, the operations personnel are likely to be 

more concerned with the reasons for lack of availability, but the users' 

availability demands must be paramount. 

4.  System Use 

Closely allied with the performance measures of system capacity 

and availability is the relative measure of system use.  As used 

herein, system use is a measure of the use of the processins and 

transmission resources of the satellite communications system. 

The data sources on which use measures are based include (1) 

counting actual data transmission traffic in terms of message bits, 

characters or other appropriate units. (2) measuring message sizes, and 

(3) message frequency and other traffic measures.  It is. however, more 

a measure of how much-of the potential system capacity is being used. 
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Fron the operations viewpoint, .system rcsourres should probably 

be highly employed so that llltl. of their potent Uf? f.oes to wast.. 

However. hi&h usago often provides lower service based on such user 

criteria as error rate, response time (transmission time), and pos- 

sibly even security.  Thus the user's interest is often for somewhat 

less than maximum potential when there may be an associated degradation 

of service. 

As a performance measure, an optimum percentage of resource 

use consistent with transmission priorities is difficult to determine. 

A 1.00:: utilization, or close to it, means a system that is on the verge 

of overload and which may quickly develop long queues if all possible 

input data requires eventual transmission.  A relatively poor usage 

may mean the system has the capacity to tolerate surge overloads, but 

may be difficult to econrnicnlly justify. 

5.  D i s t or t i t.in. JlSf^ jj^cn^-'. 

The actual Information content that is transmitted may be 

altered due to the transmission process.  This is known as distortion. 

For example, contributing factors to the transmission error rate or 

distortion: 

t.  Image Element Size (inverse to bit rate) 

o  Quantization of Image Element (inverse to bit rate) 

.  Random Noise in Channel (of concern in marginal channels) 

•  Data Compression Effects 

The typical performance measures that are used for data management al- 

gorithm purposes include (1) crrors/message/time. (2) number of resends. 

Depending on the applications, a certain amount of distortion 

may be acceptable.  For example, the transmission of voice or other 

relatively low information content data may be understandable with a 

high degree of modification of the input data.  Unless high resolution 

is required, pictures may also be acceptable with noise and distortion. 

However, as the data is processed at its source, it becomes less redundant 
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and more compact, and tlms distortion nnd noise can become a problem. 

As with other criteria, the particular application probably will pro- 

vide the basis for the acceptability of distortion and noise. 

E.   A Comparative Evaluation of Data Managcment Algorithms 

Tables V and VI present a summary of satellite data management 

algorithm alternatives, with regard to mission considerations and with 

regard to communication systems considerations, respectively.  0£ course, 

a mission-related comparative evaluation cannot be made until, specific 

mission infor;ration exchange requirements for each specific mission to 

be supported aiv identified.  As a first comparison, however, the generic 

mission requirements discussed in the previous chapter may be used for 

this purpose. 

It may be seen in Tables V and VI that dedicated channel systems 

handle all information unit sizes and Information rates.  In addition, 

dedicated channel systems have no connect time and mininum transmission 

time.  They are ideal in support of a single purpose mission.  Without 

other considerations (such as cost and resource sharing), dedicated lines 

appear to be a better choice.  For multi-mission support, however, as well 

as effective resource sharing, packet switched data management algorithms 

appear to be the. preferable choice in the implementation of a multi- 

purpose communication system.  Packet switched data management algorithms 

wil.l handle mixed information unit sizes, medium and large times between 

transmissions, short system connect times, and a wide range of transmission 

times/'6.11.13.22 
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TABLE V 

MISSTON_COMPARISON OF DATA MANACIIMF.NT ALGORITHM ALTKRKATT.VKS 

Infor.nallon Unit Size 

Mixed: DC,CS,PS 

Small: '  DC.CS 

Medium: DC,CS,MS 

Large: DC,CS,PS 

Informrttion Rate of Occurrence 

Continuous: DC.,CS 

Small: DC,CS 

Medium: DC,CS,rS 

Large: DC,CS,MS,PS 

Tlv.c  to Connect 

None: DC 

Short: PS 

Longer:     CS 

Transmission Time 

Mlnitnum: DC,CS 

Moderate: MS,PS 

Large:      MS,PS 

Moderate:   MS,PS ? Note: ' PS signifIcintly lower than 
equivalent MS operation 

Key:  DC - Dedicated Channel MS - Message Switched algorithm 
CS - Circuit Switched Algorithm     PS - Packet.Switched Algorithm 
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TABLE VT 

SYSTEM COMPARISON OF DATA HANAGF.MENT ALGORITHM ALTERNATIVE,1'. 

Resource Sharing 

Lou-:       DC 

Some:   •   CS 

Much:       PS,MS 

Vulnerabi 1 U_v _(Rcqulred AdJitlon.'l .Frqcen^jng Pover) 

Little:     PS,MS 

Some:       CS 

Much:       DC 

ReliabiU' v (Tnhc-rtnt:) 

Low: DC, MS 

Moderate: CS 

High: PS 

Servicc Socurlty 

Same  for all;   inherently PS can be most  secure. 

Service Flexibility 

Low: DC 

Medium: CS.MS 

High: PS 

Efficiency 

Low: DC.CS 

Moderate: MS 

High: PS 

Key:     DC - Dedicated Channels MS - Message Switched Algorithm 
CS - Circuit  Switched Algorithm PS - Packet  Switched Algorithm 
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CHAPTER V 

A.       In t MdupJ. ion 

Th.  previous  chapters  nnve developed  tbo   foundntion  for an evolu- 

tionary  satellite  «unicotions no.tv.-ork and   t:l,e  fundamental  con.idera^ 

Hens   for  data .ana^nt  al.orith.s  for   such  a  network.     Fro.  this basis, 

it   is  possible   to  establish an evolutionary   set  of   critical   issues  rela- 

tive  to  satellite  network data .ana^ent  opportunities.     Four  cntacal 

issues are   identified: 

„       Development   of Desired Mission Requirements 

e       Availability  of Necessary Technology 

,       Practicality  of  a Hultl-Mission Network 

„       Potential   to  Improve  Information Use   and  Presentation 

Each  is a necessary  consideration  in order  to bound  data  flow algorithms 

and assess  the  impact of  such rules on network capability. 

These  issues represent both opportunities and  limitations relative 

to  the ultimate  .ucecss and utility of  a multi-mission  space  communications 

network.     A discussion of each of  these  four satellite network data 

managcmcnt  issues  is presented  in the  followin, sections of  this  chapter. 

E.       Bevelopment of Pgsiredjlission Requirements 

It is obvious that specific mission communication requirements must 

be established before data management algorithms  for  that mission can be 

further developed.     In particular.   It  Is necessary  to develop actual 

information exchange requirements  for all  missions  to be supported.     Ihese 
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include: 

• Informaticm-Flow-Relatod Factors, such as: 

- Timeliness 

- Priority 

- Access Control 

• Infcrraation-Use-Relatcd Factors,   such as: 

- Availability 

- Application 

- Routing/Distribution 

f      Technical  Parametric Factors,  at  a minimum: 

lufonaation  Rate 

- Duly Cycle 

- Data Redundancy 

- Number  and  Geographie Distribution of  Sources  and Users 

•      Node-Related  Factors,  such as: 

- Functicn and Location 

- Threat Environment 

The utility of   these   factors has been  considered  in  Chapters  II  through 

IV and will not  be  repeated here. 

Clearly,  as was  shown in the comparative  generic requirements of 

representative missions  in Chapter  III,   there  is often an inherent dis- 

parateness  in  the simultaneous support of more than one mission.     Never- 

theless,  mission requirement support  tradeoffs can be  found  through 

creative compromise and  the application of  sophisticated data management 

algorithms,  such as packet switched approaches. 

It  is  strongly  felt  that  this  issue  represents  the most  important 

opportunity to be developed in future satellite data management  efforts. 

C.      Availability of Necessary Technology 

In  the detailed  consideration of  satellite data network opportunities, 

it is necessary  to postulate the availability of necessary network tech- 

nology as well as  to  Identify  inherent  technological   limitations.     As 
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used herein,  "tt-chnology"  considers  the physical   renl1zation of  the 

envisioned network using existing computer,  communications,  and satellite 

components or  reasonable extrapolations  thereof.     Although a  thorough 

technologicil   assessment was beyond  the  scope  of   this  study,  many sources 

of  technology projections  through through the year 2000 and beyond were 

fouiul  readily  available. 

Critical  technology areas which affect  the  .implementation of al- 

gorithm! tire: 

e      Logic Circuit  Components 

•      Processor Architecture 

o      Computational Performance 

© 

Memory  Systems   (operational   control   and  data base) 

Spacecraft  Power  Sources 

Spacecraft  Transmitter Limits   (power  and bandwidth) 

Antenna Performance Limits 

Satellite  Lifetime 

In general,   these  critical   technology  areas  are  each well   established 

disciplines,  with many  simultaneous  research and  development programs 

row underway.     For  each area  it was  found  that,   although  requiring 

state-of-the-art   technology   (and in  some cases,   "blue  sky"  extrapolations) 

for  realization   in  the next  two decades,   the  technology  necessary to 

support  required data management algorithms  seemed   feasible with a 

reasonable probability  of  attainment. 

For example,   it  is necessary  to estimate on-board  satellite node 

processing requirements  for specific data management  algorithms in 

support of  specific missions.    This estimation must  consider basic 

computation  sizing parameters  such as: 

• 

• 

Processing Bandwidth 

Memory Capacity 

Distributed System Architecture 
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Additional considerations in developneat of these requirement, include: 

• Physical Size and Weight 

• Power Requirements 

• Reliability 

Specifically, these computation requirement estimates must consider: 

o  Data Compression Algorithms 

c  Network Resource Utilization Algorithms 

•  Alternative Processor/Network Architecture 

It mny he postulated that in support of these requirements, each node 

of a saleUite-based data network may employ one or more: 

»  General-Purpose Processors 

ft  Special Purpose Processors, such as: 

- Pipelined Architecture 

- Parallel Architecture 

— Array Processors 

— Multiprocessor Confif.arations 

- Associative Processor (logic-in-memory architecture) 

to implement each distinct data management algorithm.  Of course, the 

applicability of these potential processor/network architectures to 

specific data management algorithms is dependent upon: 

• Inherent Parallelism in the. Algorithm 

«  Algorithm/Data Dependencies (computational independence) 

• Data Base Organziation Considerations 

Three especially critical technology areas were identified. 

These were: 

Interlink Data Rate 

Frequency Selection 

Link Privacy 

1.  Interlink Data Rate 

It Is found"that the high data rates Csay 1012 - 10lb  bps) 

quired in interlink transmissions may not be supported by postulated 
re . 
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technology.  In particular, Interlink data rates to support a ptmcral 

multi-mission packet switched network may not be adequate. 

For example, consider Air Force/NASA forecasts for A. D. 2000 
37 

possibilities  : 

•  Satellite Interlink (CO Laser):  1010 bps 

e  Low Altitude to Synchronous Satellite (CO Laser):  A x 109 bps 

«  Deep-Space to Near-Earth (Laser):  108 to 1010 bj." 

c  Earth to Synchronous Satellite (Microwave):  101 ' bps 

- Multi-Beam Antenna (50 - 20 G bps Channels at 40 GHZ) 

- Data Compression of 100:1 

c  Portable Terminal Earth to Synchronous Satellite:  4 x 10n bps 

2.  Frequency Selection 

An intrinsically related issue to interlink data rate is 

frequency selection.  The space-earth link may be u critical bottleneck. 

The following summarizes frequency-related limitations: 

Space to Space:  Few Propagation Limitations above ionosphere identified 
to date 

Below 2 GHz not generally suitable 

2 to 10 GHz Range, is optimum for propagation, but 

heavily used 

10 to 300,000 GHz range contains numerous propaga- 
tion "windows": space diversity on ground aids In 
overcoming precipitation attenuation 

Higher frequencies subject to atmospheric, scintilla- 

tion effects 

Space to Earth:  o 

3• Link Privacy 

The link privacy factor seems an area with low technological 

potential without the use of highly directive laser interlinks.  Yet 

link privacy is an especially important implementation consideration, 

in that link privacy is critical to network penetration/jamming/spoofing 

vulnerability issues. 

Link privacy may be achieved by: 
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• Use of extremely narrow beam widths 

• Transmission behind propagation barrier 

• Use of special coding techniques 

It is noted that the, first two requirements may be met with laser inter- 

satellite links, although laser interlinks are not as effective on the 

space-earth link due to propagation considerations.  In this case, special 

coding techniques appear most promising. 

^•   Practicality of Multi-Mission Networks 

As a philosophic issue, it Is necessary to assess the ultimate 

practicality of a multi-mission network.  This assessment must he done 

with respect to both the multi-mission network users and the implementation 

feasibility tradeoffs (e.g., mechanical/öysLens detail constraints and 

potential).  At a ninir.um, this assessment rust consider Issues of: 

• Time sensitivity of information transmission vs. time delay 
inherent in 

- Switched network queueing delay 

- Multi-satellite 1 ink overhead 

- Geostationary orbit link delay 

• Resource contention among missions 

e  Extent of permissible resource reduncancy 

• Desirable percentage of resource utilization 

• Network operation at saturation loads 

Again,   specific considerations for each of  these  factors have been considered 

In previous chapters of  this  report. 

On both a conceptual and a practical plane,   It  is possible  to  identify 

various  inconsistencies and mutual exclusions relative to  support of various 

military missions.    The most  critical  issue clearly seems  to be  the  inherent 

time delay of a satellite relay,  especially a multi-hop satellite relay,  in 

support of certain time-sensitive missions. 

It  is necessary to consider  the entire set of potential  missions to be 

supported  to determine which ones are sensitive to  time delay,  and  thus 
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unable  to  tolerate the delay of a multi-hop satellite  system.     A review 

of  representative inllltnry minsions has  indicated  that   there are no nriy- 

sious  in which It can be ratogoric.nl ly stated  Lint  a double-/or  triple- 

hop delay  Is  intolerable.     However,   thor.c mission::  that are delay sensi- 

tive are  tho.se involving: 

•       Attack warning,  where  timely  target point  prediction and  trajec- 
tory estimation arc  are of  primary importance 

o       Control  loop response  speed and  stability 

For exanple,   repreßentative  attack warning mlsfsions  include: 

e       Ballistic and  I'OBS  Detection 

o      Advanced Aerospace  Defense 

o      Missile Launch Indications 

Similarily,   examples of  representative  control   loop  response  situations are: 

o      RPV Control 

e      Missile Tracking 

The time;  required  for   the  data  processing needed  to perform targeting 

and  trajectory prediction  is a complicated  function of  ehe number and 

quality   (or noisiness)   of   the available  data points,   the  processing al- 

gorithms and circuit  speeds  available,   and  the  a pr.ori  knowledge available 

about,  the object  launched,   as well   as   its  firm identification.     Values 

range all  the way from under a  second  to  four  to six tninutcs or more. 

The ultimate practicality of a multi-mission network is most probably 

a function of  the compromise attained  in  the  support provided  to various 

time-sensitive missions.     Other aspects,   including issues of  resource re- 

dundancy,  resource utilisation,  and  levels of network saturation,  are im- 

portan*   but  secondary considerations  in  the realization of a  truly multi- 

mission space communications  system. 

E.       rotential  to  Improve  Information Use and Vreseutation 

The  final  critical  issue relating to satellite network data manage- 

ment opportunities are considerations of  the ultimate overall   (information 

source  to  Information user)   system  information use and presentation 

to  the end user.    This  issue  involves  the potential  for  the data manage- 

ment algorithms of  the envisioned  space communications network to provide 
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as well as support: 

e Distributed Data Processing 

• Distributor Information Storiiaf' 

• Dynamic/Adaptive User Interfaces (Reprograwming Capability) 

« Information Fusion 

Effective data management algorithms can be developed to supply 

total Information transmission and processing from source to user.  This 

requires the cotmuunlcntions system be considered on information network 

that can provide the ultimate in form;'Una user vUh a formatted display 

of all desired processed information v.-Uh optional informal:ion trans- 

formation characteristics.  Consistent vith the information network model 

developed in Chapter II, the Information source and user must be capable 

of maintaining oa interactive dialog in a dynamir/ndaptivu information 

exchange. 

Although a significant extension of current: command communications 

syst :ns capability, uhis idealised infenmation network must additionally 

provide multi-source information processing and fusion in support of the 

total decision requirements of Lhe end user.  It is potentially feasible 

to consider such a multi-mission communications system to provide fully 

integrated and fused data from strategic, tactical, operational and 

intelligence sensors necessary to the decision process, as well as to pro- 

vide fusion of real-time sensor data with remote data base retrieval to 

support the human intellectual/analytic process.  These latter issues 

relative to total Information processing and presentation to best meet 

the overall Information requirements of the end user seem the most com- 

pelling of satellite data management opportunities. 
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CHAPTER VI 

c:o:;ci usioxr. AäD .^^wranATjONS 

A.  I«trn cl 11 ct'ion 

This concluding chapter prcsi'nt s a brief r.mmr.ry of the resulLf.; 

of the SA>fSO-sponsoi:ud Sntellltt: Data Man i^uuent Algorithms Study. 

Several key required fechnologlc.il developner.ts ideiUified in the course 

of this effort are also discussed.  The final section ol this chapter 

additionally include;; recommendations o' satellite data nanagemen'. 

algorithm areas requiring continued Investigation in subsequent ad- 

vanced space cemmrnicat urns research and development programs. 

B.  Summary mid  Conclusions 

Satellite data management algorithms consist of all the rules which 

govern information flow in a multi-satellite space communications network, 

As such, satellite data management algorithas must encompass basic data 

communications functions and processes, including: 

Network Control 

Network Routing 

Data Compression 

Channel Assignment 

Adaptive User Feedback 

Krror Detection and Correction 

Security/Priority Considerations 

Distributed Data Management 

Performance/Resource Optimization 
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This study has nccossnrLly conccntraled on issues of network con- 

trol and routing, nil.hough considerable cmpltasls was given to pcriphoral 

issues of network architecture options and user requirements.  There is 

a substantial interrelation between information exchange functions, 

connect ien-orieuted functions and cormiunicat.ions-orlentcd functions, all 

of which are the down in of network data management algorithms (see 

Figure 11-1),  Specific mission-related algorithms studies were hindered 

by a substantive lack of quantitative mission information requirements, 

such as actual information quantities, necessary transmission rates and 

the geograplncal distribution of sources and users. 

Representative military space activities used lu this effort were 

the sm \ e.i lliMice, net.eorologica 1 and RPV missions.  Such diverse missions 

were selected to provide a disparate variety of Informat ion-cxchanjAe- 

related attributes to best test rhe potential of a multi-mission space 

comniuaications systca". 

Several conclusions are relatively straightforward.  The multi-mission 

conreurJcations objective appears best supported by use of distributive 

supervisory control algorithms and a priority scheme thai allows urgent 

messages to pass unhindered by network blockage from low-priority messages. 

Network routing algorithm selection is not as clear and require,- considera- 

tions of various operational tradeoffs relating to actual mission charac- 

teristics.  In the whole, some form of variable routing algorithms, such 

as distributed packet switched routing algorithms, seem the most reasonable 

compromise to accomplish effective sharing of transmission and processing 

resources among the various missions.  System extendabi1ity is significant- 

ly facilitated by packet switched routing algorithms. 

Specific packet switched routing issues which must be further evaluated 

with respect to actual mission requirements are: 

• Network Rout Lng Overhead 

- Adaptive control is best 

- Distributed decisions across network are best 

• Packet Sizing Overhead 

- Large packets are more efficient 

- Small packets are more reliable 
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.•  Error Conic lion Overhead 

- ModcrnLo overhpad per packet requires few retransmissions 

- Small ovoihe.'icl per packet implies expected retransminslons 

•  Security Control Overhead for 

- Penetration suppression 

- Anti-jaramin^/spoof inj^ measures 

Kescmrcc diversion safeguarding 

In general, packet switched based network data management algorithins 

tend to host support multi-mi s.si on applications where transmissions are 

intermit tint, delay must be nininiized, mecsages are of various lengths 

(mixed long and short) and simultaneous tnnisraission of packets can be 

accomplished over parallel interlinks.  This latter feature is a principal 

advantage of packet switched algorithms over comparable message switched 

algorithms.  It was also determined that overall tine delay is the most 

critical consideration for certain missions, such as R?V control.  In 

this case, the larger time delay inherent in packet switched algorithms 

over circuit switched algorithm a.Ucrnatlvts nay heavily weigh against 

their use. 

C.  Identification of Areas Ret|uiring Fur ther Jed^lujjlca^ 

Ten key issues have been identified during the course of this study 

in the area of required technological developments.  bach is discussed in 

the following section. 

1.  Ma n -I la c bine I n t e r f a i • e 

What data does the user need in order to perform his mission most 

effectively? Does he. know what lie needs, how to request it, and how to 

interpret it? 

The problem facing the user is typified by his having to per- 

form the following functions: 

•  Sifting through very large quantities of data to reduce their 
volume and extract information relevant ot some purpose. 
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Applying heuristic proccilur.-s to limit or anceletnU-  search 
in the exploration of decision trees too large to be followecl 
to conclusion. 

Buiidins, maintaining and accusslnj; larp.c information bases 
whose application and content may change. 

Controlling many concurrent procedures with competinß requlre- 
ir.c 'iits and  changing priorlti os, 

The man-machine interface is characterised by both displays and 

software.  The ease with which the user can access data sources via the 

network is directly related to the expertise needed to develop and use the 

required software.  Rimplilied or higher order machine languages may help 

to solve tin's nu-m-r.-.c'iine interface prcblcu;. 

Correspondingly, the tu ed exists for computer systems that can 

linderst and human language.  The Computer must match man's intellectual 

and sensory abilities to acquire and assimilate knowledge.  This calls 

for the refinement of systems that provide large vocabularies and sophis- 

ticated language capabilities so that they are convenient to use and 

compatible with human capabilities. 

2 • I^ka_JjlL(lUlrAlilL^ t ion_Fusion 

Closely related to the issue of the man-machine interface is 

that of data interpretation and the merging of disparate information 

elements.  The cost of timely data Interpretation and subsequent multi- 

source information fusion is a key factor limiting the amount of val- 

uable source information which can be obtained from future space missions. 

The need thus exists to automate much of the data acquisition and data 

interpretation process.  Much of this implementation should be possible 

by developing programs for use within intelligent spacebornc nodes 

(satellites with on-board processors). 

3.  Data Compression 

The steady increase in the amount of information to be collected, 

processed and disseminated by space missions forces the development of 

advanced data compression techniques.  These techniques Include the auto- 

matic recognition of redundancy in images and the application of oata 

compression without loss of content.  Four classes of applications which 
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have been identified .ire those requiring: 

• Exact or nearly exact reconstruction of the original 

source data. 

• Approximate reconstruction of the source data, v/ith very 
little perceptible difference between Images produced from 
the compressed data and from the original. 

«  Production of high-resolution thematic maps which describe 
the spatial distribution of a small number of source "classes 
that are recognizable from the spectral properties of original 

data samples. 

»  Determination of the location and the key parameters of 
prescribed feature? that occer infrequently within a survey 

area. 

On-board processing must be developed to allow a high degree of 

data conpression to be accomplished, and to facilitate quick reaction to 

discovered targets of opportunity. 

4.  Distributed Comj^um ion 

The development of distributed computation, of intelligent rerrainals, 

and of networks that tie them together provide users access to a wide 

variety of different computational, facilities whose languages and conventions 

may be. unknown to these users.  The use of distributed computations has 

been a basic assumption underlying much planning of future space missions. 

However, the computational, capabilities residing within the Army, the 

Navy, and the Air Force cannot all be linked together readily.  One way of 

making distributed computation a reality is by adapting machines to the. 

conventions of natural human languages. 

5. Network SccuHJ^Jfcasnrcs 

Technological development is needed to prevent interlopers from 

ascertaining what is being transmitted on communication links. Although 

the use of encryption goes a long way toward this objective, increased 

security is needed at the terminals themselves, where decryption has 

taken place, or before encryption has occurred. 

The key issues with respect to the links themselves arc the 

problems of jamming and physical threats to the satellite nodes. 
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^'  Data Kate Uniits 

The factors limiting channel data rates have heen Identified 

in this study as the circuit spends with which modulators and demodula- 

tors can operate, rather than inherent bandwidth factors of tubes, solid 

state devices, or lasers themselves.  Moreover, data stream scriallxers 

and synchronizers (for combining and partitioning data streams) present 

compaiable limits (on the order of 1 to 2 Gbps) at the present time.  This 

area warrants Bubstantial development, especially in view of the fact 

that many satellite .links can provide excellent received signal-to-nolsc- 

power-deiu;ity ratio values (e.j;., 30 dB), with ennsequ'-nt high ratio;; 

of bits/second per hertz bandwidth (e.g., 1,0), through the use of high 

order digital moc'ulal ion techniques. 

7.  Power in Space 

The future use of space shuttle technology allows spacecraft 

with the ability to carry volumes and weights of solid state components 

that cannot possibly be powered because of the relatively low levels of 

solar pen-er available.  This fact calls for an accelerated development: 

program in the area of radio-Isotope thermoelectric generators in order 

to maximize the amount of on-bonrd processing capability possible on a 

satellite of given size, 

8•  Links Between Manouverable Platforms and Sate11ites 

Maneuvorable platforms (aircraft, helicopters, jeeps, etc.) often 

must have small antennas that are either low in gain or, If of high gain, 

require careful pointing toward a satellite in order to maintain their 

links.  Furthermore, maneuverable platforms are characterized by limited 

primary power capability, plus widespread demands for the power that is 

available.  The development of improved tracking systems, highly accurate 

(<0.1 ), small (<0.1 kg) and very agile, thus becomes important.  The use 

of electronic (as distinguished from mechanical) beam pointing them is 

Indicted. 

This requirement is important not only for maneuverable platforms, 

but also for fixed platforms operating at frequencies above 13 GHz, at 

-68- 

-jMämitfM ;  ■ 



MJI'IW^M^^.^I.-INI.^^^"--^^".:    -      ^^-     ':-^-'^^-^^:"W ■■^.■^^^■'■■■^^:B^W-TM»j^ 
::■•'■'■-;',:-.,/!'-"■;-1: ■■■■..■■■•  i  

rr--..vJ". -i: •'■ i- B.v"r,j,i.'r'"itrK-iimJ«m,i 
i**i*m*<rw^~^^.    (,.  

"■ ""'" ' " ■"   '"," J   i in   ■   i   ii i»  i i mmngmmm 

wliich the problem of ntmosphere-incluced beam wander bocoincs signlficvint, 

and requires a tracklnj; capability also. 

9.  Frequency Re-Üae Techni (|ues 

Present military satellites have an Inadequate number of channels 

because of. limited spectrum availability.  Although the future multi- 

mission satellite system probably will operate at frequencies that arc- 

not presently crowded, steady increases in data rate demands call for 

the most efficient possible use of the spectrum.  Tin's ckrnnds the ex- 

tensive application of frequency re-use techniques.  Such techniques 

need further technological development above 15 GHz.  They include: 

• Polarisation diversity 

• The use of multiple bean! antennas, with numerous crossing 
beams between synchronous orbit and users on earth 

o  Space diversity 

Although not a fre.quency-re.-use technique, good spectrum usage above 15 GHz 

will call for the use of fast data dumps between satellite and earth during 

good weather conditions. 

10.  Development of Multiple _?pol_ h^am^Antennas 

Spot beam antennas for use both on land and on hoard satellites for 

the 10 to 300 GHz frequency range, and having as many as 50 spot beams, are 

called for, and warrant serious development, effort in the preparation of a 

multi-mission satellite system.  The rationale for such development lies 

both in the areas of data rate requirements and efficient spectrum utiliza- 

tion. 

D.  Areas Requiring AilcH tiona 1 Inver,11 gat ion 

A number of areas for additional investigation which should be per- 

formed in subsequent phases of the Satellite Network Data Management 

Program have been identified. These include continued investigation to 

further provide an: 

•  Improved understanding of mission-information characterislics 

interrelationships 
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• EsLnbl Lshracnt of minlnum time delay rcquirfim.-titt: 

• Measure the exU-nt of int'onnatlon rctloiulancy In mission data 

• Establishment of vulncrabl 1 ity/survlvabllity/rellabillty re- 

quifciiKMitfi 

• Development of optiiuum number of satellites in tlie multi-mission 
space network, to include considerations of the: 

- Extent of useablR interlinks per miäsion 

Bounds on network control overhead 

Exploitation of parallel Interlinks 

t)       Evaluation of coniputer/cnnimunicationK/satel H to technology inter- 

relationships 

Many of these issues can only be resolved through computer Simulation of 

network data management algorithm« 

discussed in this section. 

Several of these issues are further 

1.  DevelopmcnTt _of_ To t r. 1 Mi ssjon Requ i rc'ir■;nt_s_ 

For each of the military missions to b>' supported, it is nec- 

ccssary to develop a definitive forecast of ciCF-iinri eat ions requirenents 

through the year 20C0.  These involve- both node-related requirements/ 

opportunities and network infoimat ion-related requirements/opportunities, 

Important key issues are: 

e Node location (i.e., satellite vs. terrestrial) 

• Node threat environment (at sources, relays, users) 

« Node survivability and reliability considerations 

• Information-flow parameters 

- Transmission characteristics 

Information data rate 

- Duty cycle 

- Geographie distribution of sources and users 

More generally, this development requires the answers, in 

both qualita'ive and quantitative terms, to the following questions: 

• What docs the user need in terms of total data communica- 
tion?  (Consider the requirements of all services.) 

-70- 

 •  ■ i..ii.t.iiM. .m, JH. ■Mt.'.rihM^iaiaiigaflBM ,m.i:wi^ ;'-^^iimjaa:i ^":„...>..jfe.a:i,- &:",...«i.:, Jk:^ __ 

'Vrs.r 
-  »-   --—..--.>. ^.        f^—.--»-»—, ■-.   .^-<~Ji.y.-. 



■r-.-;.--"-(F-V-J: :■'.!*"* 

-  -"■--..:■'.-.■-- ■-■.-■.■.■. -   ■ ■■. -•■:■■■-■      ■  --■-.-," .-.T.-.-y'  .■    -■:■-■- .-^-.T- 

,  Wbnt will the Wit he- likely tu have by the year 2000? 

.  What:, therefor., wuuld a multi-n.lssinn aatcllUc system do 

for him? 

.  Whnt presently unfilled needs exist (conslderiuK ^ r^\n^ 
Lts of all services), for which no firm solat.on (Implemen- 

tation) is planned? 

The above, requirements must then be translated into total data 

volum. from each souree location to each destination, accounting for 

uirciacuts.  In other words, the 
sim ,Klex, half duplex and full duplex rc-qu 

plannin;; for a multi-mission military Satellit, system mn.t 

I he tot al data flow that the system mus 

st visualizc 

I, be able lo handle in the year 

c 

c 

e 

e 

2000. Other requirements in.lüde those for data prncessine and storage 

witllin the system. All of this information must be established quanli- 

tatively before the system can be si::ed; i.e.: 

Ho.' many data channels are needed at what rates? 

How many voice chaimcl.s? 

How many video channels? 

Hew many interactive computer channels? 

,  Whore are the terminal locations, and what is the expected 

data flow to and from each? 

2 .  l^aMj^mcni,oL ^i. imLm J^lfiyJ\equircmen^ 

For each of the missions, it is also necessary to establish 

the minimum tolerable delay between source and user.  This then may 

establish certain physical propagation-limited constraints on the net- 

work architecture. 

Important key Issues arc: 

,  What is the effect of the general network inherent delay 

on the mission? 

.  Can a general network support all desired time-sensitive 

information exchange? 

,  Are mission information exchanges inherently limited to 

- One single hop to a near-earth orbit satellite? 

- One single hop to a synchronous satellite? 

- Small number of multi-satellite hops? 
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3.  Iufcirw.T ion Pit:;^1!^ .it i^on to Usijjr 

Tho user node may represent the greatest challenge to network 

design for effective utilization of system resources.  Important key 

issues are: 

o  Data processing/data presentation trade-offs 

Human factors considerations (preferred displayed 
. information) 

Presentation levels (alarm, changes, real-time data, 
storage recall) 

Limitation.'; on presentation and classified data 

• Information utilization 

Post-processing vs. pre-processing 

Data fusion requirements/i apabi.l i t ics/opport uni ties 

A.  Charactcri?.atl_qn of Data Managotnent Opjjortunitjies 

Fundamental to the justification and planmng of pny netKork Is 

the characterisation of the data to be transmitted oi that netu-ork.  Such 

a characterisation includes statistical information .in messnge lengths, 

on-times, data rates, as well as overall user requirements. 

A wealth of key issues involve characterization of the ground- 

based (terminal) data management so as to effectively utilize a satellite 

based communications network. These include: 

• Requ'rements for space diversity (constraints upon space- 
earth bandwidth) 

• Interfaces with ground-based user nodes and own- force units 

- Type and quantity of "channels 

Data rate per channel 

Tradeoffs must be performed for a wide variety of data manage- 

ment scenarios (combinations of paths, terminal locations, data types, 

data rates, etc.) between processing at the sensors, at nodes, and at 

user terminals.  How much processing should be done where, and under 

what conditions for each requirement? The answers to these questions 

will establish processor and memory requirements within the network. 
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5. ^'OiK^ejTj _SJmuJntjon 

IL would be most usefii] to pc-rforin a fuH-Kcalc slmulatton of 

the conceptual Rcneral Ized inforuiation network.  Due to the complexity 

of the task, such ;i simulation is not likely.  However, several data 

tnanageme.nt algorithm design issues do lend themselves to simulation 

techniques.  Specifically, thrse are the simulation of alternative data 

management algorithms in support of various military space missions for 

deteraiaation of: 

«■  Alternative candidate Infornation flow techniques 
(o.g. , iv.'ssa;,«.-- switched \s. pacluit-swi ff lied) 

Exploitation of link parallelism in routing 

Bounds on support for various mission combinations 

Optimum allocation of network resources 

Optimum satellite numbers r.nd orbits 

Ease of penetrat ion/diversion/jamming/spoofing 

Quantitative network overhead and time delay estimates 

Such simulation techniques ray be the only reasonable approach for 

effective resolution of the several multi-mission satellite network 

data management design issues previously identified in this report. 
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APPENDIX A 

HAS^C cor^trxicAiTOK KLT^ORK CONCEPTS 

1. TntrndnctJon 

As  currently  practiced,   there  ari'   font   concepts tKs<-r i hi n;:   thr  use 

of  comBunlcatlons media   for  exchanging   information  betv.vcn  sources and 

users within  a  generolized   inforr.iatiou  network.       Tlie.se are: 

o      Dedicated   channels,   uniquely  intertyin.; one   seuive with 
one   user. 

e       Circuit   (line)   switching,   as  is  dene   by   the  public   tele- 
phone  netverk. 

c      Message  switching,,   as  is  conmon  in  the   IraitsnisBion of 
telegrams. 

s       Packet   switching,   as   is  becoming  significant   In  computer 
coimiunicat Jons . 

The differences between the concepts relate to factors for resource shar- 

ing, transmission speed, systcn reliability, and others, as are described 

in  the   following  paragraphs. 

2. Dedicated  Channoln 

The most   basic approach  to  interconnecting one  information  source 

and  one  information  user   is   to  provide  a  permanent   dedicated  line   for   this 

purpose.     Figure A--1   shows how several   information users would  use dedi- 

cated  lines   for  communications.     Each user  must  have  at   least  one  line 

between each other user with whom he wishes  to communicate.     Ry defini- 

tion,   there  is  no  sharing of  communications   facilities   In   this  system. 

Each user has a  separate communication port   (e.g.,   a  telephone)   to each 

other user with whom communication is desired,   and must  organize their 
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usage.  DcpuT.di.tr. on pcisunnl rcBourco orj-ani^.t inn, fach  user .i.ay 

perform several simultaneous communications with other users, or 

alternatively, choose to handle only one communication at a time. 

For a satellite communication system, a dedicated line consists 

«[ one or more satellites that uniquely support communications between 

individual Information sources and users.  The implementation could be 

ü  sin-le satellite or, for more extensive coverage, through multiple 

communication satellites.  An entire satellite communication capacity 

could be dedicated to the single communication or individual channels 

less than Pull satellite capacity could he dedicated to the single 

cmmnmicatlon path.  In any case, the entire communication path is 

permanently dedicated to only one pair of users, independent of how 

the communication path is  physically implemented. 

3 •       Cj JLc.liik Jiw i-t: CJ LUIS. 

In order to permit the sharln;; of cor.miuni cat ion resources among 

users, a scheme of creating dedicated communications paths as needed is 

used.  In this concept, Inown as circuit switching, an entire path is 

allocated to a given transmission, whether used or not.  The basic idea, 

as shown in Figure A-2, is that of a rudimentary telephone system.  When- 

ever a user wishes to communicate with another, a line is established at 

that time for the communication.  In the simplest case, a single switch- 

board can be used for connectinp, users, but more general systems can 

have several switchboards between users.  Since communication lines and 

circuits are shared, there may be contention for communication lines. 

Consequently, there can be times when the communication will be delayed 

or even impossible (e.g., holiday telephone calls).  In general, circuit 

switching is useful in situations requiring continuous transmissions over 

Ions1, periods of time. 

For a satellite communication system, a circuit switch system is 

similar to the current usage of single communication satellites.  When- 

ever a communication path is required, it most be^established through 
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some form of resource; allocation.  The particular path is not shared 

with any other user other than multiplexing',. Wlion multiple1 .satellites 

arc utilized, a circuit switch system may he nui'h more complex than a 

dedicated system.  This may occur If distinct communication paths can 

be chosen at the outset of communication. 

A.   Me s s a f ;e _S v H c b i n g 

Depending, on the user's communications requirements, it is possible 

to utilize more sophisticated methods for sharing resources.  Tn the net- 

work concept known as ru'ssn^e swltchinj',, on1y one channel i.s»i;e>iat a 

time for a given transmission.  The message travels from its source node 

to the next node in its path.  When the entire tiossagc is received at 

this node, the route to the next node is selected.  The mess.nge may have 

to wait in queue for busy channels to clear, so messagr-- switchinp, involvet 

store and forward techniques. 

To illustrate this concept, Figure A-'J shows communitatIon performed 

in transmission of fixed messages, such as letters and telcgiams.  A com- 

plete message is transferred from a source to a user as a unit.  The mes- 

sage is placed in the system along with an attached destination address. 

Then, based on the system's routing algorithms, the message is eventually 

delivered to its destination.  There is usually little contention for 

the communication system port (e.g., the mailbox), but the system's 

ability to transfer messages is shared and, accordingly, is affected by 

the characteristics of the message traffic. 

Within a satellite communication system, the message switching tech- 

nique requires processing and memory capacity at each node (e.g., ground 

station, satellite) along the communication path.  The processing Is 

required to determine where next to send a given message along a path to 

its destination.  The memory is required to queue messages that are In 

transit.  Sinc^ messages can be of different sizes, there must be suffi- 

cient memory onboard each satellite in the network to store at least the 
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la.'gest message size allowed.  In addition, a procesning scliwuc must be 

implemented to handle messngea of varying sizes. 

5.  Va(■ k>• ^ SwJ telling 

A consJderahly sopliistlcated denand multipUxing of communf cat ions 

resources over that of message ywilclriur, is possible by the network 

teehrnque known as packet switching.  This concept is based on the 

requiriiiacnt for the system to siwul tancously handle n variety of typer. 

of J.nforination traffic as well as to effectively exploit the inherent 

parallelisin of multiple iiiLerconnectioii paths between source ar.d user. 

In packet switchinf,, individual wssages are brokea into pieces 

called packets, each of which has a maxir.uim length.  The packets are mr.u- 

bered and addressed and proceed through the network as in message switch- 

ing.  In a distributed packet-switched network, many packets of a sriven 

message nay be in transmission sinul tarieously.  This "pipelining" can 

reduce transmission delay appreciably ever that of message switchina;- 

The reduction may be as larj.e as n factor proportional to the number of 

packets into which the message is broken. 

Such a shared resource communications capability is illustrated in 

Figure A-4.  The basic concept is that information may be broken up into 

small fixed sizes for communicating in the network.  Each packet may he 

routed to its destination independently, soGetimes in much the same manner 

as in message switching. 

The total message is automatically broken up into its component 

packets on entry to the system and put back together at the destination 

before delivery to the destination user.  This feature allows the packets 

that make up a message to he routed through the system independently and 

possibly concurrently. 

Within a satellite communication system, packet switched communica- 

tions requires processing and memory capacity at each node.  (e.g., ground 
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elation or sali'l 1 it .•.) alonp, the tominunlcatiou path.- T.lkc message switched 

comrnun lent ions, the processinj-, is required to determine the next destination 

for a packet.  However, the mowory onboard a satellite need only be a fixed 

muUiple of the packet size.  The processing required to mnintain the packet 

queue handles small fixed length packets as opposed to varying sized messages. 

6.  Cqiyiarattve AiL'llX-ii.? 

An important advantage of the store and forward systems (message 

and packet switching) over circuit switching is that speed, format and 

code conversions can be accor/l ished at the network nodes.  Complete end- 

to-eud eompitiMlily thus is not requiied, as is the case with cireuit 

switchi ivg. 

Another advantage of store and iorward systems over circuit switched 

systems is that in a moderately busy network, a set-up signal may find it 

difficult to locate a cnnpletc path of available channels from somce to 

destination, i.e., the system is "busy" or blocked.  With store and for- 

ward re hniques. only the next channel in the path needs to be available. 

Packet switching has a further advantage of being able to ndaptively 

select good path-, for packets as a function of network congestion. 

Besides providing small network delays, packet switching can handle 

short messages rapidly even though long messages may be in the system at 

the same time.  This results from the fact that all messages are broken 

down to packet length.  Of significant importance, relative to a message 

switched network, a packet switched network typically has only modest 

nodal storage requirements because of the fact that all messages are broken 

down into packets, each of some maximum length (say 10?.A bits each). 

Roth message switching and packet switching involve the use of 

headers.  Because of header overhead, the number of bits transmitted Is 

less for message switching than for packet switching.  However, provided 

the messages are not too long the network delay Is less for packet switch- 

ing because many packets of a given message can be transmitted simultaneously. 
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For message BwJtrhlng, 

Delay a Mcasaye Length x Number of  Hops 

An actual   delay  calculoLion must ;I1KO   include   the  transmission delay of 

each hop. 

For  packet   swltciiing, 

Delay «   (Packet   Lentil! x  Number of  Hops) 

+   (Terr. >;  Messap.e Length) 

+   (Control   Signal   Delay) 

As with mess a ;.',(■.;  su-i t chi ng,   an  actual   delay  calculation liiust.  also   imlude 

the  transnfssion delay of  each hop. 

Because  digital   data  Iran^-iisslon  ret|iiiro:nents   (botli  source and  user) 

tend  to  co-,e   in  bursts,   they  lend  themselves  well   to messap.e and  packet 

switching,   both   of   vliich   invo've   the  slinriuj;  et   transmission  resources. 

In  summary,   the  use  of  packet   swi tchin;.-,   is  justified   in  those  situa- 

tions  in which   transmissions  arc  intermittent,   delay  must   be uininn'/.ed,   and 

messages nay be of  considerable  length and   simultaneous   trnnsmission  of 

packets  can be accomplished. 
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APPENDIX B 

ADDITIONAL SATELLITE DATA MANAGEMENT CONSIDERATIONS 

1.      Introduceion 

In the course of this investigation, a number of issues peripheral 

to the central focus of the study were developed.    These diverse topics 

considered a variety of necessary technology factors in the effective 

design of satellite data management algorithms.    Such considerations 

included: 

ARPA Network Time Delay Considerations 

Space-Earth Link Limitations vs.  Frequency 

Maximum Possible Interlink Data Transfer Rates 

Satellite Payload Considerations 

Utilization of Transmission Resources 

Effects of Satellite Orbital Parameters 

Motion of Geosynchronous Satellites 

Satellite Station Keeping Requirements for Laser Transmissions 

Characteristics of Satellite Packet Switching Networks 

Each of these topics were discussed in technical notes prepared 

during this study for use in SAMSO technical meetings.    These technical 

Issues are felt to be of high Interest to the overall data management 

program.    For the convenience of the reader, each of these considerations 

Is abstracted In separate sections of this Appendix. 
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2.  ARPA Network Time Delay Considerations 31 

Response time T is the average time a message takes from its 

origin to its destination. In the ARPA network, a "short" message 

corresponds to a single packet of 1008 bits or less. If ^ Is the mean 

delay time for a packet passing through the ith link, then 

m 

f T i li 
i-1 

where 

r - total traffic rate input to the network from all sources (b/s) 
fl - average flow rate in the i th link (b/s) 
M ■ total number of links 

r  k tip S+3 
i       —\ 

fi 

average time a   time to send 
packet waits at  packet of average   time 
IMP for link i   length 1/V 

1 
propagation 

to become abail- 
able 

where 

Ci • capacity of link i 
i/u' - average information packet length 

i/w - average packet length in the system, including requests for 
next messages, header, acknowledgements, and parity check 

di - propagation delay of link i, seconds 

Assuming a relatively homogeneous set of Ci and d^ no individual 

term in the expression for delay will dominate the summation until the 

flow in one channel (e.g., channel i0) approaches the capacity Ci0. At 

that point, the term Tlo, and hence T will grow rapidly. The expression 

for delay is then dominated by one (or more) terms and exhibits a thresh- 

old behavior. Prior to this threshold, T remains relatively constant. 

The manner in which delay varies with throughput for four cases is 

shown in Figure B-l, where the letters refer to the following conditions: 
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100 ISO 200 ISO soo 

TOTAL THROUGHPUT (KILOBITS/SEC) 
ISO «00 4S0 

Figure B-l — Network Time Delay vs. Total Throughput 
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A - Fixed 1000 bit packets (overhead ignored) 

B - Exponentially distributed variable length packets with average 
size of 500 bits (overhead ignored) 

C - Fixed 1000 bit packets plus overhead of 136 bits/packet and 
per request for next message and 152 bits per acknowledgement 

D - Exponentially distributed variable length packets with average 
size of 500 bits plus overhead of 136 bits/packet and per re- 
quest for next message and 152 bits per acknowledgement 

The curves were obtained on a 19 node network and on ten nodes of 

the ARPA net. The x's show the results of a simulation chat omitted axl 

network overhead and assumed fixed lengths of 1000 bits for all packets. 

The curves show that as long as traffic is low enough and the routing 

adaptive enough to avoid the premature saturation of cutsets (links that 

connect one group of nodes to all remaining nodes) by guiding traffic 

along paths with excess capacity, queueing delays are not significant. 

A technique developed by the Defense Communications Agency for 

traffic that is longer than a single packet Involves splitting the 

buffering between the originating and destination nodes and essentially 

eliminating the segment reassembly process. Short response times are 

maintained for interactive messages and large bandwidths for long data 

exchanges. Variable length packets are used, with only the maximum 

packet length being specified. 

Considering header requirements, a maximum length of about 2000 

bits was found to be optimum for the line efficiency of typical circuits 

when the existence of rather poor access circuits is presumed. This 

contrasts with an optimum packet length for the ARPA-net of about 4000 

bits to maximuze throughput, although network efficiency is not compro- 

mised significantly for lengths between 1000 and 8000 bits. 
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3.      Space-Earth Link Limitations vs.  Frequency 

The following section presents an examination of all wavelengths 

of electromagnetic radiation down to the ultraviolet and establishes 

the factors that enhance or limit the use of each spectral range for 

space-earth communication.    Pertinent parameters are: 

• Attenuation of the medium 

• Potential information rates 

• Limitations on lasers for satellite-ground transmissions 

• Feasibility of launching and intercepting signals efficiently 

• Link privacy 

A.  Attenuation of the Medium 

(1) Frequencies Below 3 to 5 MHz 

The lowest electromagnetic frequencies (below a "critical 

frequency" on the order of 3 to 5 MHz) are reflected by the ionosphere 

back to earth and thus do not warrant consideration for space communication. 

(2) High Frequencies (HF) 

Between the "critical frequency" and a "maximum usable 

frequency" (ranging from 10 to 35 MHz) lies a region of the spectrum in 

which waves vertically incident from the earth upon the ionosphere travel 

out into space, whereas waves incident at oblique angles are reflected 

back to the earth. In the lowest frequency portion of this range, only 

those waves that are almost vertically incident penetrate the ionosphere, 

whereas in the upper portions of this range, waves at increasingly large 

angles penetrate into outer space. The variable behavior of this frequency 

range with time of day, time of year, and the eleven-year sunspot cycle, 

make it generally unsuitable for reliable space communication. 

(3) 35 MHz to 10 GHz 

The portion of the spectrum between 35 MHz and 10 GHz 

Is a region of relatively low attenuation between earth and space. In 

this range, cosmic noise and man-made noise are present at the low end. 
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(5)  Frequencies Above 275 GHz 

Additional windows exist at higher frequencies, which 

go well Into the Infrared region. 

12    15 
A general window Is found from 10  to 10  Hz (1000 GHz 

to 1,000,000 GHz). This corresponds to wavelengths of 300 microns down 

to 0.3 microns, and Includes the near Infrared, optical, and near ultra- 

violet ranges. The use of this window Is limited by cloud presence, 

since clouds contain particles whose sizes are comparable to the wave- 

lengths of concern. The advantages of these frequencies are the ex- 

tremely narrow beam widths possible, thus enhancing link privacy, but 

demanding fixed or very stable platforms for transmission and reception. 

Very narrow beam widths also preclude multiple simultaneous relays 

through single-terminal hardware sets. 

Scintillation due to atmospheric turbulence would have 

little effect on transmissions at wavelengths longer than 8 ym, but 

shorter wavelengths, especially below 1.0 um, would be adversely affected, 

and thus should be considered only for intersatellite links. 

B.  Potential Information Rates 

The potential Information rate R of a space to earth or earth 

to space link Is proportional to the bandwidth B of the link and the 

number of modulation levels N used. This can be expressed as follows, 

allowing 15% bandwidth for waveform recovery-and guard bands: 

R " o N T ?c " 
0-435 NB b/s 2 x 1.15 

where B Is the available bandwidth in Hz 

Thus a simple two level (0,1) system occupying a 1 MHz bandwidth can 

transmit information at an 870 kb/s rate. Correspondingly, a quadrature 

amplitude modulation/phase-shift keyed (QAM/PSK) system (N - 8) capable 

of transmitting 9600 b/s requires a bandwidth of 2760 Hz, and can func- 

tion In a 300 to 3000 Hz voice bandwidth. 
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The information rate on a channel can be made arbitrarily 

Urge in the absence of channel noise and phase jitter, both of which 

act against the use of N values appreciably higher than 8 at the present 

time. In the frequency bands above 2.0 GHz, both channel noise and 

jitter are produced primarily by equipment, so the following development 

directions are indicated: 

• Transmission equipment with minimum possible phase 
jitter (substantially less than + 20°) to allow increases 
in the number of levels substantially beyond 8. 

• Transmission equipment capable of improved performance 
over against equipment noise. This means; 

- More efficient transmitters for increased power output 
from a given power Input. Present efficiencies are 

approximately as follows: 

12 GHz: 50% (developmental) 

94 GHz: 25% 
10.6^: 3% 
0.53w: 0.1% 

- Receivers with Improved noise levels. Noise factors 
of present receivers are as follows: 

12 GHz: 
94 GHz: 
IO.611: 
0.53y: 

3.6 
7.0 
2.0 
2.0 

•   Transmission equipment capable of being modulated and 
demodulated at rates substantially higher than the present 
500 MHz bandwidths of which traveling wave tubes are 
capable. With increased bandwidths, development is also 
needed on bit stream serializers and synchronizers capable 
of multiplexing and de-multiplexing bit streams well in 

excess of 1 G b/s. 

Limitations on Lasers for Ground-Satellite Transmission 

The ease with which laser energy can be concentrated into 

narrow beams makes their use on satellite links readily possible at low 

power levels. For example, a 3 watt, 10.6 ym laser and a 0.2 W, 0.53 m 

laser each can operate over 40,000 km distances at a 1 GHz bandwidth and 

provide adequate signal-to-noise ratio for bit error rates on the order 

of ID"6. / 

C. 
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Such lasers, if ground based, would be operated only when the 

cloud cover would not cause appreciable attenuation and scattering. Even 

if 33% of the energy were scattered back to the region around the trans- 

mitter, or if 33% of the energy were to be lost in sidelobes, this would 

represent only one watt. Since laser transmitter beams can be aimed 

accurately into space, and can be provided with suitable shrouds to 

prevent sidelobe radiation on their surroundings, no danger to operators 

or other personnel in the vicinity of a laser transmitter should exist. 

D. Feasibility of Launching and Intercepting Signals Efficiently 

Signals can be transmitted and received at all electromagnetic 

frequencies, but with varying degrees of efficiency. Only limited 

antenna development has been done at frequencies above 20 GHz because 

extensive applications for the use of these frequencies have only re- 

cently been formulated. Present antenna efficiencies of 25 to 40% should 

be improved to the 65 to 80% range. 

In the optical and near-optical range, high efficiency (e.g., 

30%) sources are available in the 10.6 urn wavelength region, whereas the 

use of the 0.5 ym region allows simple photo-multipliers to be used for 

reception and doubled Nd:YAG lasers to be used for transmission. 

E. Link Privacy 

Link privacy can be achieved in three ways: 

• The use of extremely narrow beam widths, rendering 
outside interception difficult. 

• Transmission behind a propagation barrier. 

• The use of special coding techniques. 

Narrow beam widths are most readily achievable at the highest frequen- 

cies, and argue strongly for laser and infrared transmission, providing 

adequate platform and beam stabilization can be obtained. 

Transmission behind a propogation barrier is feasible above 

the atmosphere on intersatellite links, and can be done most readily in 

the atmosphere absorption bands. 
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Special coding techniques have been developed extensively for 

military communication systems; in general, all transmissions are on an 

encrypted basis. The continued use of such techniques is assumed. 

4.  Maximum Possible Interlink Data Transfer Rates 

This section presents an analysis of the maximum interlink data 

transfer rates possible based upon two technologies: 

(1) Linear beam tubes and solid state devices 

(2) Lasers 

In each case the total data flow to/from a satellite can be obtained 

by multiplying the resulting value by 2 for polarization diversity, 

and by n for the number of separate beams into which and iron which 

energy can be sent. This assumes the use of 2n transponders on board 

each satellite. 

A. Linear Beam Tubes and SnUd State Devices 

The maximum date flow via a satellite link now possible with 

linear beam tubes and solid state devices can be predicted from their 

bandwidth capabilities and the Shannon limit, which involves the link 

power budget as well. The NASA forecast estimates that powers up to 

100 watts will be available at frequencies up to 90 GHz from linear 

beam tubes by the year 2000, as portrayed in Figure B-2. 
37 
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Figure B-2 — .Maximum Power-Frequency Characteristics 
of Linear Beam Tubes 
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Staff studies at Hughes Aircraft Co. have Indicated the feasi- 

bility of 2 GHz bandwidth traveling wave tubes (TWT's) from 2 to 100 GHz 

at power levels up to 100 to 200 watts and efficiencies of 30% at 2 GHz, 

50% at 12 GHz, and 20 to 25% at 85 GHz. These are helix TWT's below 

12 GHz and coupled cavity TWT's above 12 GHz operating as Class C amp- 

lifiers. 

Solid state devices by comparison appear to offer less power 

at a given frequency than do linear beam tubes, as indicated by Figure 

B-3. 

100 

O 10 

0.1 

^. 
A • WHAT WILL K 
1 • WHAT IS POSSIBLE 

^^ 
^^   n • %EFFICiENCY 

^^^^    "•» x^r  ^Oj.                | 

*s. *?» 
>ft. xXx* .. V \\    X 

^, V \    \       V 
^H<J \ \\   \ 

0.1     I 10'     10* 
M POWE«, W 

103    104 

Figure B-3 — Solld-State Power Frequency Characteristics 

Consequently, linear beam tubes are assumed for the remainder of this 

discussion. 

The next question is: What data flow can be transmitted over 

the available bandwidth? The answer depends on the signal-to-noise power 

density ratio EK/NO. The extent to which the Shannon limit is approached 
24 

depends upon tne modulation system used, as indicated in Figure B-4. 
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Figure B-4 — Comparison of Digital Modulation Systems Based 
on Average Power 

In this figure, FSK is frequency shift keying, ASK is amplitude shift 

keying, PSK is phase shift keying, DPSK is differential phase shift 

keying, and APK is amplitude phase keying. 

The question logically arises: What E^/No can be obtained 

between a geosynchronous satellite and a point on earth over a 2000 MHz 

bandwidth? 

Assume a 40,000 kw slant range to the satellite and good 

weather conditions, rendering atmospheric attenuation negligible. The 

link budget, nssuming limiting antenna gains of 70 dB, 10 watt trans- 

mitters, and 12 K masers at the receivers, then is as follows near the 

highest frequency for-which development studies have been done (90 GHz): 
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Transmitting power 10 dBW 

Transmitting antenna gain     70 dB (A.6 meter diameter) 
(maximum feasible) 

Space loss, 40,000 km path -223.6 dB 

Receiving antenna gain        70 dB 

Received power -63.6 dBW 

kTB -128.26 diJW 

Eb/No 5A.6 dB 

Even allowing 14.6 dB for atmospheric attenuation and failure 

of various digital modulation systems to meet the Shannon limit (x 10 

for Eb/No « 20 dB; x 18 for Eb/No - 40 dB), a data rate of 2000 x 106 * 

3.6 x 1010 b/s can readily be forecast for such a link, or a total data 

flow of 2n x 3.6 x 1010 b/s per satellite. Since 2 n parallel data 

channels are thus provided, the serializers and synchronizers need only 

operate at 36 Gb/s in each channel. Rates one third this amount may be 

achievable by the early 1990^ based upon the types of technology exten- 

sions being forecast in connection with lasers (see next section). 

Based upon extensions of the present technology of large un- 

furlable multi-beam reflectors in space, as developed in the ATS-6 and 

similar programs, one can readily visualize a cluster of four 12-beam 

antennas, for a total of 48 spot beams, each capable of dual polariza- 

tion. This means that 96 parallel channels, each operating at 12 Gb/s, 

could be provided in each satellite, for a total data flow of 1.15 x 10 

b/s per satellite in the early 1990's, and three times that amount with 

more rapid digital circuits. 

A comparable bandwidth is possible at lower carrier frequencies, 

based upon octave band tube development being done at Hughes, which has 

experimental octave band tubes covering 2 to 4 GHz. 

The link budget at 2 GHz, assuming 4.6 meter diameter antennas 

as before (maximum usable size at 90 GHz), 10 watt transmitters and 2 K 

masers at the receivers then is as follows: 
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Transmitter power 

Transmitting antenna gain 

Space loss, 40,000 km path 

Receiving antenna gain 

Received power 

KTB 

Eb/No 

10 dBW 

37 dB 

-190.6 dB 

37 dB 

-106.6 dBW 

-138.26 dBW 

31.6 dB 

The assumed antenna sizes could be increased substantially 

to bring the Eb/No value back up to that obtained for the 90 GHz system, 

but substantially greater sizes generate questions about deployable 

antenna system development feasibility by the early 1990's to 2000. On 

the other hand, the 2-4 GHz system is not greatly affected by weather 

but interference to and from existing services in this band could be a 

serious problem. 

B.  Lasers 

The maximum data flow via a satellite link that is possible 

with lasers is based upon the same factors that limit the per channel 

data flow using linear beam tubes and solid state devices. The limita- 

tion is that of the data serializers and synchronizers. Circuits for 

the 1 Gb/s NdiYAG laser developed under contract to the Air Force have 

a 300 psec. response time.  In the absence of expected breakthroughs 

the response time can be reduced at the expense of additional power 

consumption, i.e., the response time can be cut in half by doubling the 

power consumption. 

Forecasts for laser data rates are as follows: 

Year 

1976 

1980 

1986 

Data Rate 

1 Gb/s   (available; to be flight tested in 1979) 

3 Gb/i 

10 Gb/i ^8 5 
forecast 
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C.  Discussion 

The factors affecting the ultimate data transfer rate through 

a satellite are the following: 

• Number of transponders 

• Bandwidth per transponder 

• Modulation system 

• Signal to noise power density ratio 

• Use of polarization diversity 

The choice between linear beam tubes, solid state devices and 

lasers is not a fundamental one because the bandwidth per transponder is 

limited more by the modulation circuitry than the transponder type per 

se. However, the maximum number of transponders per satellite is a 

function of transponder efficiency for a given available power level. 

By the year 2000, a total data flow per satellite of 3.5 x 1012 

b/s should be possible. 

5.  Satellite Payload Considerations 

The need for special data management measures Is directly related 

to the volume of data to be transmitted from source to user, relative 

to the capabilities of the transmission medium to handle such data 

volumes. This makes it appropriate to examine the potential payload 

size, weight and power availability on board both synchronous and 

earth-orbiting satellites of the 1980-1990 time frame and beyond. Such 

resources then can be allocated to communications transponders, data 

storage media, on-board switching matrices and processing capability. 

A.  Synchronous Orbit Payloads 

•JO 
Projections for synchronous orbit start with the present ATS-6,- 

which was launched on May 31, 197A, and provides 300 watts to a 1000 lb. 

communications payload that occupies 75 cubic feet. Overall spacecraft 

power is 500 watts; weight is 3000 lb., and volume, exclusive of the 

solar array and the reflector, is about 120 cubic feet. The differences 
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are  for structure, attitude control thermal control power subsystem, 

telemetries and conunand and other housekeeping-type functions. All of 

these functions are necessary to the operation of the spacecraft, but 

constitute an "overhead" that cannot be allocated-to the actual communi- 

cations payload. The projections made in the remainder of this section 

all allow for an appropriate "overhead" and thus are lower than overall 

published figures. 

Projections for synchronous orbit for the 1985 to 1990 time 

frame are based on the use of the shuttle/interim upper stage (IUS). which 

can place 5000 lb. into orbit, of which an estimated 3000 lb. might be 

working payload.  Based upon a spacecraft sized 15 feet in diameter by 

35 feet in length and allowing one-third for structure, power and other 

housekeeping functions, the space could be 4100 cubic feet.  The 35 foot 

length would allow the deployment of at least four solar arrays (maximum 

of eight) of the type now in use on the Communications Technology Satel- 

lite.  These arrays are in pairs, each member of a pair being 256 inches 

long and 51.6 inches wide. A pair produces an initial power of 1260 

watts. Allowance for housekeeping and degradation over a seven year 

lifetime results in 600 watts per pair, or 2400 watts from four pairs.15 

An alternative to a single spacecraft, as implied above, would 

be multiple spacecraft whose total size and weight could be accomodated 

by the Shuttle/IUS vehicle. A trade-off to determine what number of space- 

craft should be launched from a shuttle/lUS remains to be made.  For 

simplicity, only one is assumed in this discussion. 

B.  Near Earth Orbit Payloads 

Projections for earth orbiting satellites for the 1985 to 1990 

time frame are based upon several considerations. First, there are no 

firm plans for a shuttle launch into polar orbit, which is a useful orbit 

for many types of sensor missions.  (Results of studies relative to such 

a launch would be useful, as well as additional information on shuttle 

launch of satellites into other low earth orbits.) Available options are: 
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• Use of the shuttle itself  (150 mile altitude) 

• Use of the Delta 2914, which can put a 5200 lb.  satellite 
into near earth orbit.    The size of spacecraft which can 
be acconnnodated in the Delta 2914 housing is at least the 
size of the CTS, which .can provide an estimated 600 watts 
to Its working payload.    Maximum on-board space needs to 

•    be determined, but space on the order of 50 cubic feet prob- 
ably could be obtained.14 

C.      Working Payload Factors 

The working payload referred to in the previous paragraphs 

consists of the following types of components in the satellite nodes 

under consideration: 
(1) video transponders - A 34 MHz bandwidth transponder cur- 

rently weighs about 7 lb.  and draws 45 watts.     Size totals 

about 2" x 6" x 10", or 120 cu.  in. each. 

(2) Data storage - Data storage is required both for processing 

and for the communications store-and-forward function. 

Ferrite core memories  (1975-1980 time frame) weigh 2 x lO"5 

lb/bit and occupy 6 x lO"4 cu.   in./bit.    Power requirements 

are 1.8 x lO"5 watts standby and 2.8 x 10"4 watts operating. 

CMOS/SOS memories  (1985-1990 time frame) weigh 5 x lO"6 lb/bit 

and occupy 3.5 x lO"5 cu.  in./bit.    Power requirements are 

5 x 10-6 watt/bit  (1985)  to 5 x lO"7 watt/bit  (1990).48 

6.      Utilization of Transmission Resources 

For purposes of this discussion,  it is assumed that the satellite data 

rate requirement to be achieved ranges from 106 to 2.5 x 10      b/s.    It 

then may be asked:    How can a geostationary satellite's resources (space, 

weight, power) best be allocated to handle such data rates? 

As a representative set of transmission resources for illustrative 

purposes, assume the use of 24 transponders, each of 34 MHz bandwidth, and 

each capable of a data flow of 2 b/s per baud.    Then these transponders 

will occupy 816 MHz of bandwidth if frequency reuse techniques  (orthogonal 
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polarization and multiple exclusive spot beams) are not employed. As- 

suming the availability of this bandwidth, the total data flow through 

the transponders Is 2A x 34 x 106 x 2 - 1.632 x 109 b/s. They require 

a total of 45 x 24 - 1080 watts and weigh 168 lb.- Assuming a packing 

factor of 0.7, they will occupy 4114 cu. in. or 2.4 cu. ft. 

Assume the use of processing capability that can provide data 

compression of 4:1.  Then the maximum input data rate that can be 

handled without switching to another satellite or the use of store and 

forward techniques is 4 x 1.6 x 109 b/s - 6.5 x 109 b/s. However,      - 

the maximum possible input data rate of 2.5 x 1011 is 38.3 times thus 

great. 

Q 
For data rates above 6.5 x 10 b/s, a signal may be sent to the 

source, asking it to send the data in parallel streams, dividing it 

among 6 satellites.  This still means a maximum data rate that is 6.38 

times too great for any one satellite. 

At this point, if the duration of the 2.5 x 10  b/s stream is 

short enough, on-board storage may be used to hold data queues in the 

satellites.  For example, using CMOS/SOS memories at 5 x 10  lb/bit, 

3.5 x 10'5 cu. in./bit, and 5 x 10"7 watts/bit, the estimated maximum 

number of bits that can be stored is • 10  bits. The amount requiring 

storage is: 

2.5 x 10  b/s  _ 1#6 x 10
9 b/s . 2.11 x 10

11 b/s 
6 satellites x 4 (compression factor) 

Thus the length of time during which such a queue can develop is • 50 msec. 

The foregoing discussion is illustrated graphically in Figure B-5. 

The practlcallity of the foregoing hypothetical situation is limited 

by the maximum rate at which serializers and synchronizers can operate. 

To date, such devices capable of operation at 109 baud and above, as im- 

plied by the above example, are not available. 

The foregoing situation also points out the necessity of examining 

the time duration over which data at a 2.5 x 1011 b/s rate would be 
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entering the system. For example, once a given Image has been obtained, 

it may be necessary simply to update that image by the use of moving 

target indication, or by looking at differences that develop from one 

sensor pass over the image area to the next pass. 

Various assumptions can be made with respect to the amount of on- 

board storage that will be devoted to queues. A maximum queue length 

might be based upon allocating 2000 lb and 200 watts to storage. Using 

the CMOS/SOS memory estimates for 1990, a total of 4 x 108 bits could 

be stored in queue.  Such a store would occupy 14,000 cu. in., or 8,1 

cu. ft. Assuming data compression to be 2.5 bits/pel, a total of 1.6 x 

10 pels could be stored. A high resolution image of 4:3 aspect ratio 

might contain 1200 x 900 pels, or 1.08 x 106 pels (2.7 x 106 bits). 

Thus a total ot 148 such images could be stored. 

In general, the queue length, Q, can be related to the image rate 

and resolution, the output and input bit rates, and the input duration 

as follows: 

Q • fPR-(b/s)  .T J - (Ab) T 
L      out onj       on 

P ■ image resolution bits/image 

R " image rate, image/sec. 

Ab « input rate less output rate, i.e., (b/s). - (b/s)  , assumed 
in      out 

Ton ■ duration of input, sec. 

To avoid exceeding a maximum queue length, Qmax, the on time, Ton, 

oust be followed by an off time, T0ff, such that: 

Toff.-[T„„ "•/'V-^ouJ ■ TST ["-'V^outj 

The bit rates can be related to the transmission bandwidth assuming 

quadrature phase shift keying (QPSK) yielding 2 b/s per baud and the 

transmission channel can be assumed to have a nominal width of 1.15 Hz/baud. 

Therefore BW - 0.575 (Ab), where ABW is the input bandwidth, Hz, less the 

output bandwidth, Hz. This leads to the following relationship: 

-103- 

• *':•••, ■n. 

>"<*V- ,-. >*. 

   J..-.-.^.-.-... .- ..—      :..1^x^.j..^r-!7r~~.       -w   •.-. ^S-^:,. '•■...r.  ^..-.■^.. ...v.,....^.^.^t^^^^^.a. 



1 ' "-  

Q - 1.739 x 106 (ABW)^ T 
nnz on 

The term P, bits/picture, is the actual quantity to be transmitted, 

assumed to be the uncompressed value. Data compressors can operate 

at speeds in excess of 10° b/s; therefore, for such rates, the com- 

presses value could be used, with compression being done before the 

data enters the queue. However, inputs in excess of 109 b/s will 

probably have to be compressed after data enters the queue. 

Figure B-6 is a plot of this relationship, rearranged to show 

(ABW)MHz as follows: 

(ABW).-. =  2  
MHz  1.739 x 106 T 

on 

This figure, in effect, shows the use of the queue in providing a con- 

tinuous low rate bit stream from a discontinuous high rate bit stream. 

It also shows that with a sufficiently great queue length, the output 

bandwidth apparently drops to zerol This merely means that the data 

store has not been filled, and can take additional input before output 

is required. 
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7.  EHects of Sar.mte Orbital Parameters 

Th. develops« of practical satellite data -.nagcaent technology 

retires consideration ot  two factors relating to the relative »tlon 

a.ong the earth-hased and satelUte-hased nodes of a „ultl-satelllte 

system. These are: 
«   Variable velocity considerations 

,   Variable angular position considerations 

Five cases are presented to Illustrate these factors. 

A.  Variable Velo-«™ (Dooolor Frequency Shift) 

Synchronous satellites are not truly stationary with respect 

to the earth. Each satellite, because of Its orbital ^~   " 

rectlon of travel relative to the e,uator). goes through a dally U re 

8 pattern. My Doppler shift resulting fro» such motion, however 

small compared with the Doppler shifts between geostationary and low- 

Tr   rb ting satellites, as well as between low earth orbiting sate - 

ad the ground. The following computations show that such OPPlet 

shifts do not present a problem, because the resulting —^ " 

are on the order of one to twenty-five (25) parts per million  One part 

p r riUion is comparable to the frequency shift that occurs wit good 

I^s  -controlled oscillators typically nsed for transmitter and race er 

Te Ley control. Cases in .hieb the 25 parts per "U"'- "' -»" 

oan be handled by suitable guard bands between channel.. Efficient 

spectrum utilisation can be achieved by heaping channel bandwidths as 

large as possible. 

CM I: Pol« Orblter to -'" grbtter. Ponoler 

Assume two satellites are in eccentric polar orbits, each with 

. perigee of 300 nautical miles and an apogee of 700 nautical miles. One 

is atapogee (minimum velocity, when the other is at its perigee (m^i- 

l".loclty'. The two are aasumed to be within line of sight of one 

another at this time. 

i...iai-a(t hv v - /- meters/sec. 
Satellite velocity, v. is calculated by. v    r 
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where    y » 3.991 x 10 

r ■ distance from center of earth = r_ + r_ 

re ■ earth's radius ■ 6.378 x 106 m. 

r0 ■ satellite distance above the surface of the earth 

At 300 n.mi » 345.2 mi. = 555.6 km = 5.556 x 105 m, r = 6.9339 x 106 and 

v - 7.5868 x 103 m/sec. 

At 700 n.mi. = 805.5 mi. «= 1296.4 x 106 m., r = 7.6766 x 106 m and 

v * 7.2114 x 103 m/sec. 

Thus AV = V300 - V700 - 3.75 x 10 m/sec. at a carrier frequency 

of 18 GHz, for example, the wavelength is c/f = 3 x 108/18 x 109 - 1.666 x 10~2m 

and the Doppler shift is Af = AV/X = 2.2528 x 10A Hz = 22.5 KHz. 

Thus the Doppler shift is 1.25 KHz/GHz, or 1.25 ppm. 

Case II; Polar Orbiter to Earth or Geostationary Satellite, Doppler 

Assume one of the above polar orbiting satellites is in communica- 

tion with a station at a fixed point relative to the earth. This fixed point 

may be on the earth's surface or it may be at a geostationary satellite. In 

either event, the relative velocity will be maximum when the geometry is 

such that the polar orbiter is moving directly toward or directly away from 

the fixed point. In either case, 

AV - V300 - 7.5868 x 10
3 m/sec. 

Af - 7.5868 x 103/1.666 x 10'2 - 455 KHz. Thus the Doppler 

shift is 25.27 KHz/GHz or 25.27 ppm. 

B.  Variable Angular Positions (Antenna Pointing Requirements) 

Near earth orbiting satellites, as described in the previous 

section, have beam steering requirements (if using narrow beam antennas) 

as Indicated in the following cases: 

Case 3: Polar Orbiter to Polar Orbiter. Angular Rate 

The maximum distance between two polar orbiters at a 500 n. mi. 

height (575.4 miles) is 4423.5 miles. If the apogee is 700 n.mi., then 
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Ah » 200 n.mi. = 230.2 miles and 

-    rt     -1 230.2 m  , Qflo 0   - 0 » tan  ..», e " 2'98 
max   o       4423.5 

Thus A0 = + 2.98 maximum. 

Since the tim? from apogee to perigee is A5 minutes for a 500 n.mi. orbit, 

the maximum angular rate is: 

A0/t = + 2.98O/0.75 hr. = + 3.970/hr. 

Case 4; Polar Orbtter to Geostationary Satellite, Angular Rate 

At a 500 n.mi. altitude, the polar orbiter is 4538.6 miles from 

the center of the earth, while the geostationary satellite is 26263.2 miles 

from the center of the earth. 

e   .e E tan-l 4538.6 s   o 
emax   o  tan  26263.2 

The maximum angular rate is approximately 9.8 /0.75 » 13.1 /hr. 

Such rates as indicated in Cases 3 and 4 are very well within 

the capabilities of steerable beam antennas. 

: 
Case 5; Polar Orbiter to Ground Angular Rate 

This case represents the highest required angular rate. At a 

300 n.mi. altitude V « 7.5868 x 103 m/sec, while the altitude is 5.556 x 

10"* m. Thus 

A0/t - 7.5868 x 10/5.556 x 10J - 1.365 x 10  rad/sec. 

- 0.782O/sec. - 46.9°/min. 

This is a much higher rate, but still achievable by on board steerable 

antennas. 

\ 
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8        Hotlog of Ceosvnchronous Satellites 

,„ ..„„-orUtin, sateUi« U 8aU to have „ "mcUnaHon" »Ki- 
4 ^«n of its orbit on the surface of the 

l8 che an5l. »Hieh the pro ctl  o U o ^^^^ ^^ 

earth makas with the equator. For a poi „„mte 
an8le is 90°. or oeariy so. whiia tor a ".eosyochronoos sateiUte. 

the angle is 0°. or nearly so. 

"Orhital drift" .ay cause a geosynchronous satellite to change its 

.      1    The combination of non-.ero Inclination (caused by 

positron =U8htly- *;     on) mi  orblt.l drift result in satel- 
slight errors in orbital injcc   ) ^ ^ ^^^ 

Ute motion that resembles a figure 8 in spacecraft's 
u  ^«icnvpnted bv commands to the spacectdi-w 

Orbital corrections can be Implemented , ^ 

control system. Such corrections result in th use 

ot fuel however, so most geosynchronous satellites are allove 

I !     some «tent. The gadio Pegolations. — "-"^^ " 
arxiL uu =. , .  . -i0 „f the  IcnKitude of their 
^intes to be maintained within + 1 of the longit 

—-- - - -rz: Tytr—:::«::::. 
forence in any other satellite "^ ^ T E;clll ie9 t0 achlevc a ca. 

be made to develop spacecraft and control ^ „ o£ the 

pablllty of maintaining ^^T "^Z ™ -  - 

rr::: r: rr rr ^ stable ..01^ possible. 
i«v4f<p« are to be minimized. tracking complexities are tu 

^ motors that tend to produce satellite attitude change a» 

spacecraft as -11 / f ^^/^^.^^ in the earth's gravitational 

are switched on and off. 
Mi" orbital drift. Since 

attraction also can have an effect on satem 
attraction sateiiite lifetime is the amount of pro 
one major factor that lim ts satell ^ mechanically 

pellant it has for attitude ^^^ metim  than one quiring 
"quiet" satellite should be capable of longer 
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frequent orbital adjustments because of on-board torque variations. 

Development directions for the "quiet" satellite are the fol- 

lowing: 

• Eliminate the use of electro-mechanical motions on board 
the satellite,  except for those actually required for 
attitude adjustment.    This means  full use of solid-state 
controls and application of  the "phased array" principal 
to all antennas and sensors. 

• Minimize the variation of electrical power utilization 
so that thermal gradients remain as constant as possible 
within  the spacecraft as  system functions change.     This 
may involve the use of dummy loads in very close proxi- 
mity to the real loads they replace. 

Even a perfectly "quiet" satellite would be subject  to orbital 

drift from external forces,   i.e.,  small gravitational variations. 

Compensation  for such external variations  can only be accomplished by 

the use of on board systems.    The most efficient methods,  in  terms 

on board power or fuel consumption,   therefore,  should be sought. 

Although a high degree of attitude and orbit stability  is desired 

for laser transmissions, both intersatellite and earth to satellite, 

the value of a highly stable orbit has been shown for microwave trans- 

mission as well,  thus giving Impetus to ongoing research in the field 

of satellite attitude and orbit stabilization. 

9.      Satellite Station Keeping Requirements for Laser Transmission 

The transmitted beam width of a laser is given by the expression 

a    r bX    _ A x 10.6 x 10~6      .. _rt -5       .. «o^c/O 
T     "iiD"     —3 1A x 0 S  x radians = 0.00154 

Since this is much less than 0.2   ,  tracking becomes even more 

Important.    Fortunately,  the variations are slow, a complete period 

requiring one day.    This simplifies the tracking system requirements. 

Polar and other near-earth orbiters will clearly, require tracking 

systems regardless of aperture size and wavelength. 
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The use of smaller diameters and longer wavelength systems than 

those of the first example (synchronous to synchronous intersatellite 

link) may eliminate the tracking requirement on such systems. 

All combinations require acquisition systems. The receiver gen- 

erally performs an X-Y raster scan with the transmitter beam broadened. 

Dual scan acquisition has been reported in the literature^38 

Conclusion: Improvements in satellite stationkeeping accuracy 

will reduce tracking requirements in the case of synchronous satellites. 

Tracking is a firm requirement for all near earth orblters.  Acquisition 

systems must be provided for all intersatellite links as well as for 

the earth to satellite path except for "global" coverage beams. 

10.  Characteristics of Satellite Packet Switching Networks 

A satellite channel is characterized by its propagation delay 

(0.24 to 0.27 s for a geosynchronous satellite) and relatively broad 

bandwidth (e.g., 50 kHz or more). The satellite transponder can re- 

transmit to earth in a broadcast mode all signals that reach it, 

thus providing automatic acknowledgement. Other features of satellite 

channels are their invulnerability to unfriendly forces along the 

path, their access capability to terrestrial communication channels, 

and the fact that their operation is essentially independent of ter- 

minal separation. 

The use of packet switching via satellite implies that the condi- 

tions for its use (see (discussed in Appendix A, "Basic Network Concepts") 

have been established and that random access to the full capacity of 

the satellite channel is provided. The satellite provides a high ca- 

pacity channel with a fixed propagation delay that is large compared 

to the packet transmission time. Each user forms his packet and then 

bursts it out rapidly on the channel at full capacity. Many users 

operating in this manner thus automatically multiplex their trans- 

missions on a demand basis. The satellite repeats whatever it re- 

ceives (on a frequency different from the up link frequency); this 

broadcasted transmission can be heard by every user of the system. 
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Each user picks out packets addressed only.to Itself. 

A special property of satellite packet switching is that a user can 

listen to his own transmission as it returns from the satellite. 

An important requirement of a satellite switching network Is con- 

trol of time allocations so that two or more transmissions do not coincide 

or overlap, thus interfering with one another.  It is assumed that the 

senders are geographically separate from one another, and thus one is un- 

able to know when another is sending, except for information sent via 

the satellite channel.  The problem, therefore, requires a decentralized 

approach.  Three such approaches arc known as the Aloha, the slotted Alcha, 

and the reservation system. 

In the pure Aloha system, each sender transmits any time he desires, 

and then listens for his transmission from the satellite to make certain 

that no interference occurred.  If all senders, however, were to retrans- 

mit immediately upon hearing a conflict, they arc sure to conflict agnin, 

so a random retransmission delay is needed to spread the conflicting packets 

over time. 

In the slotted Aloha system, time is slotted into segments whose 

duration is exactly equal to the transmission time of a single packet. 

Each sender is allowed to transmit only at the beginning of a time slot, 

with time referenced to the satellite.  This system provides an improve- 

ment in efficiency over the pure Aloha system because interferences are 

now restricted to a single slot duration. 

The reservation system is one in which channel usage is scheduled 

on a fixed or demand basis for specific senders' transmissions. 
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