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z 1. INTRODUCTION

The Navy Fleet Material Support Office (FMSO) is currently
evolving an integrated, real-time data communications network
to provide a large number of dispersed Navy sites with logistics
information necessary for effective and efficient logistics
support. The Logistics Data Communications Network (LDCN) will
o enable remote sites to directly access major logistic data
bases at two Inventory Control Points (ICP's) located at the
- Ship Parts Control Center (SPCC), Harrisburg, Pennsylvania, and
the Aviation Supply Office (ASO), Philadelphia, Pennsylvania.
Programmable communications concentrators at selected remote sites

will be used for cost-effective interfacing of low speed term-

inals with the computer complexes managing the data bases.

These complexes each have two U494 computers; SPCC also has an

IBM 360/65, while ASO has a Burroughs 3500. 1Interdata 7/32

minicomputers will act as Front End Processors (FEP's) at each

of these complexes to serve the communication functions for the

- main computers. In addition, FMSO has designated the FEP's to

be the collectors and recorders of statistical data for the LDCN.
Many times in the past, the statistics collected and reported

by a network were afterthoughts of the design process. In these

networks, certain key statistics were either not collected or

required a high processing overhead to collect, while reports
were generally unreadable with important information buried among
reams of statistics of questionable merit. 1In these systems,
statistics quickly fell into disuse, causing network management

T R T
A APt S 5
w,i;!’ i ik W

s gty

< na

to be driven primarily by network events such as failures,

BB a3 R

rather than network management being the primary driver of
- events for network efficiency. Recognizing the pitfall of
this approach, FMSO has identified the need to formulate a
comprehensive statistics package in the early design stages of

E kS -
L5 the FEP. As input to this formulation, FMSO requested Network
' Analysis Corporation (NAC) to study statistics for the LDCN and
e generate concepts for the implementation of such a package.

This report is a summary of those concepts.

- ) 55
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1.1 Goals and Constraints

The purpose of NAC's statistical study is to describe
functionally a statistical package for the LDCN, including:

e Identification and functional description of the
statistics appropriate in reports for operational
management, network operators, and network engineers.

e Identification of the data to be obtained from the
LDCN to enable the statistics processing.

e Identification of the mechanisms and their place-
ment for obtaining the necessary data.

® Description of the processing mechanisms to trans-
form the data into desired reports.

This report is the result of that study, and serves as
an input to the FMSO statistical design team. Both FMSO and WAC
reccgnize that only FMSO has all the facts on its needs and
the resources available to implement a statistical package. As
such, only a fraction of the concepts described here might be
implemented in the LDCN. Thus, this report is not a description
of what the LDCN statistical package might be, but rather a
comprehensive input to facilitate determination and implemen-
tation of an appropriate package by FMSO.

At the start of this study, FMSO suggested NAC consider
three constraints to the problem. Upon evaluation by NAC,
these constraints were deemed reasonable and followed. The

three constraints were:

® Statistics should be designed for the LDCN. NAC could
use its knowledge of the statistics collected on other
networks, but the concepts generated by NAC for FMSO
consideration had to relate to the LDCN.

1:2
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® The majority of the statistical data should be

B i R

collected by the front ends, not the concentrators or
host computers. The concentrators could do some
statistical collection, but would be limited since
all statistical data would be kept in primary storage.
The front ends were to eliminate processing overhead
in the hosts; thus it does not make sense to place
statistics in the hosts when the front ends should
have sufficient host statistical data available from

their normal communications with the hosts. b

® Only essential statistics should be processed on-line.
By essential statistics we mean the network status
information needed by operational personnel to respond
to immediate network problems.

Once again, it should be noted that this report describes
a way statistics could be collected in the LDCN, not the way

statistics will be collected in the LDCN.

1.2 Organization

This report on statistics is divided into six sections
and one appendix. Section 2 gives an overview of the LDCN,
statistics, and network management. Section 3 deals with the
design of statistical reports for managers, operators, and
engineers. The measurement mechanisms needed to obtain
statistical data is presented in Section 4, while the algorithms
to convert the raw data into meaningful statistics is given
in Section 5. Section 6 summarizes the findings of the pre- ]
vious sections. Finally, Appendix A describes some of the f
statistics collected by current systems. This appendix is
for background information only; it does not provide every
detail of the statistics collected on current networks, for

that is beyond the scope of this study.
I




NETWORK ANALYS|IS CORPORATION ]

2. SYSTEM MANAGEMENT

! - In order to develop a statistical package for the LDCN,
% one must first have an overview of the network. To this end,
! e Section 2.1 presents an overview of the LDCN. The information
in this section is a summary of discussions with FMSO personnel
and the documentation of network concepts found in the references
| of Table 2.1. For further information on the LDCN, one is
gi referred to these documents.
,i‘ Besides having an overview of the LDCN, a designer needs
A an overview of the role statistics play in network control
- and management functions in order to design an effective
?i statistical package. Section 2.2 deals with this topic.
oy Finally, Section 2.3 discusses the need for a manual measure-
4 ment subsystem in a network statistical package. This sub-
E: system creates a central file of descriptive information on
R the network. Because of the manutal nature of this subsystem, i
';1 . it is often overlooked by designers of statistical packages.

X 2.1 LDCN Configuration i 

e Ry
b R

FMSO manages major logistics data bases at two ICP's; ;

. one at the Ship Parts Control Center (SPCC) at Mechanicsburg, i
Pennsylvania, and the other at the Aviation Supply Office (ASO) f

.

R W e

o
-

at Philadelphia, Pennsylvania. The SPCC computer complex con-
tains two U494 computers and an IBM 360/65. The ASO computer
complex contains two U494 computers and a Burroughs 3500.

P e
A
ST ST

2.V 0
b
I

At each ICP, one U494 supports real-time processing activity

T ——

for an Inventory Control (IC) data base, and the other U494

oy d!‘ul-:;

supports real-time processing for a Weapons System (WS) data
base. At both locations, each U494 can access the other's
[ data base in a read-only mode. The IBM 360/65 maintains a
Material Maintenance Management (3M) data base, and the B3500
is used to track progress of high priority stock transactions

- for air logistics support.
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Approximately 775 terminals will access the data bases
through nine programmable communications piocessors used as
concentrators. Two of the nine concent:ators will be located
at SPCC for local terminal access, and, similarly, two will
be located at ASO. The remaining five concentrators will be
located in Washington, DC, San Diego, California, Oakland,
California, Jacksonville, Floriia, and Norfolk, Virginia.

The tentative network archite:iture calls for each of the
concentrators to be dual-homed to the two ICP's. An estimate
of the terminal distribution by location and category is
shown in Figure 2.1. .

The FEP's will serve to interface the main computers at
each ICP with the remot: concentrators. The concentrator-
FEP connections are tentatively planned to be through dedicated
9600 bps circuits. The FEP-main cumputer connections are
tentatively planned to be through direct channel interfaces.
The FEP's will also be used to interface with the AUTODIN
CDC-1790 interface terminals, one interface at each ICP.

The interface will be through dedicated 1200 bps or 2400 bps
circuits.

The overall network configuration is shown in Figure 2.1.

2.1.1 System Operation

The system operation is transaction oriented, with two
basic types of transactions: upquiries to update the data
base, and inquiries to extract information from the data
base. The transactions may also be divided into those requiring
real-time processing and those which may be grouped for
batch processing. For convenience, we will identify those
requiring real-time processing as RIT's (Real-Time Trans-
actions) and those which may be grouped for batch processing
as PBT's (Possible-Batched Transactions). PBT's are batched
according to application programs, with a processing schedule

based on batch size, waiting time, and absolute time.

2.2
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Both RTT's and PBT's may enter the system through inter- g
~ active terminals. Remote Job Entry (RJE) terminals and the ]
- AUTODIN interface are assumed to enter PBT's 99% of the time. :
?j The system operation is described below in terms of these j
k. - three methods of transaction entry and the handling of batched %
transactions. r
4 _ ,
. 2.1.2 Interactive Terminals 3
F > The system operation is best described in terms of the
| user activities at the terminal. The initiation of an up-
- quiry or inquiry first requires establishment of communications
with the system. The terminal operator does this by initi-
~ ating a request for service by typing the HERE-IS character.
This signals the concentrator that a new activity is to be
qr commenced, and the concentrator signifies its ready status
P - by return of the characters '"USER-ID:". The operator then
- enters his USER-ID and depresses the END-OF-TEXT key. The
; = concentrator responds with the characters "PASSWORD:" followed
3 by three eight-character random series overprinted one on the §
% -~ other. The user keys in his password in the overprinted area
fj. and depresses the END-OF-TEXT key. The concentrator then
;% = verifies the password; if not correct, the concentrator will
3§§ request the password two more times before disconnecting the
;g “ terminal. If the password is correct, the concentrator ﬂ

responds with the prompt "SYSTEM:". The user then keys in
the system code for the system he wishes to access. The

b ot
(T s SRR ¥ S

g

g

system codes are:

.y [
lg
2 X
ti - AICS = ASO - Inventory Control System
E ; - AWPS = ASO - Weapons System
L 3
2% 1
B ASCC = ASO - Air Station Control Center ]
b ~

AANY = ASO - either U494 (ICS or WPS)

4 2.3
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ATST = ASO - test system

.' | —
i _ SICS = SPCC - Inventory Control System
(i SWPS = SPCC - Weapons System
3 SMMM = SPCC - 3M System
_‘" Ld
,-,; SANY = SPCC - either U494 (ICS or WPS)
STST = SPCC - test system
-
Upon a successful sign-on the concentrator responds with the
prompt ":" and forwards the sign-on information to the FEP.
- This affirmative response then allows the terminal operator
to enter the appropriate data. When this activity is complete,
: = the concentrator has within it the transaction (upquiry or
;?? inquiry) for transfer to the appropriate FEP. The concentrator
h%’ =" then adds an appropriate routing header to the transaction,
3 and queues the transaction with transactions from other terminals
: - for transfer to the appropriate FEP.
fé. After transfer of the transaction to the FEP is complete, |
f& the FEP examines the transaction, and if the transaction is 4
¢§: - identified as an RTT, it is immediately placed on queue for
:gﬁ transfer to the appropriate main computer. iIf the trans-
:ég 3 action is identified as a PBT, it is placed on the appropriate
Bl application queue, and will remain there until the applica-
? — tion batch is to be processed. ?
Processing of transactions by the main computer results 4
= in outputs to be returned to the user. These outputs are
immediately transferred from the main computers to the FEP
i;f L where they are then processed to determine appropriate :
y routing, and queued for transfer to the appropriate concen- i
trator.
N
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; The current design of the concentrator does not use

f - auxiliary storage for buffering. Consequently, the FEP must
queue the output until the concentrator has sufficient
buffering available for the first part of the output to be
delivered to the terminal. Once transfer of the output

Rs i
e M 3

from the FEP is initiated, the concentrator continuously
delivers the output to the terminal, using double buffering

S o i b S i e S i

e to enable the request of each new part of output from the FEP
| without an interruption in transmission to the terminal.
if - The life cycle of the transaction is complete when the last

# character of the output is delivered to the terminal.

There may be considerable time between the completion

fj - of the transaction input and return of the output. During

2! this time, the operator may initiate input of another trans-
f; = action. If this is done, transmission of an output to the
f;‘ terminal must wait for completion of the input process. 1In
i:g - addition, at any time after signing-on a user can change

systems at the complex to which he has access by keying in

. v the characters "SYSTEM: XXXX" where XXXX is the new system
;. code.

%x - A user completes a session on a terminal by using the

b "OFF" command or depressing the HERE-IS key to initiate a

zéi new sign-on. When this information is forwarded to the
{gi = FEP, the FEP must hold all outputs received for that

;gi terminal and USER-ID until its next sign-on.

£ —

_ 2.1.3 Remote Job Entry

) -
| % Several RJE terminals (card readers plus line printers)
j:Ej 4 will be connected to the concentrators to facilitate entry of
,“é batched transactions. In this mode of operation, each trans-
;jgﬁ action will be on one card. The concentrator will simply
‘?L - receive the transactions, determine the FEP to which they are
‘f? to be forwarded, and place them on the appropriate queue with
| 4 e the appropriate header for transmission to the FEP. Because

2.5
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the concentrator dces not have auxiliary storage buffering,
provision must be made for the concentrator to control the
RJE input on the basis of buffer availability, or for the
RJE transactions to have sufficient priority to ensure that
their transmission to the FEP is consistently faster than
their input to the concentrator.

Once the RJE transactions reach the FEP, they are pro-
cessed as ordinary PBT's. This processing is described
in Section 2.1.5. It is assumed that transactions entered

by RJE will be primarily PBT's, but with an occasional
RTT (1%).

2.1.4 AUTODIN Entry

The FEP will receive transactions through the AUTODIN
interface. These transactions will basically be handled by
the FEP in the same manner as transactions received from RJE
terminals througa the concentrator. However, some additional
processing for editing will be necessary.

2.1.5 FEP Operation

The FEP will receive transactions from the AUTODIN inter-
face and from the concentrators. As the transactions are
received, they are identified as RTT's or PBT's. RTT's are
immediately placed on queue for transfer to the appropriate
main computer. PBT's are placed on the appropriate appli-
cation queue.

Each application queue will be a batch for processing
by the appropriate main computer. Each batch will have a
processing schedule that may be based on batch size, waiting
time, or periodic processing. Examples of such rules are:

oL o R . e ) g e
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Process every three hours or whenever the batch

[\

N reaches 50 transactions. ]

3 b. Process whenever the batch reaches 20 transactions :
4 or whenever the longest waiting transaction has 1

J g waited six hours. 1
i - c. Process at 8:00 p.m. ;
. - When a transaction entered through a concentrator is
processed by a main computer, an output is generated for
e return to the user. This output is immediately transferred
i to the FEP. If the transaction was an RTT, the output is
- immediately queued for transfer to the appropriate concen-
- trator. The transfer will be effected as described earlier.
J If the transaction is a PBT, the output will be destined
f“-‘ - for a line printer. The outputs are queued on the basis of
=l destination until the batch processing is complete. The out-
*" g puts destined for line printers will then be transferred to
1' the appropriate concentrators with the same double buffering
ij - technique described earlier for RTT's.
i' Not all transactions arriving over the AUTODIN inter-
*l face will generate outputs. The outputs that are generated
é‘j = will be immediately transferred to the FEP where they will
§~5 be queued until a full AUTODIN message is formed or until
*' = the batch processing is complete. The FEP processes the
t: outputs to place them in proper AUTODIN message format,
» - and then transfers the message to the AUTODIN host processor.
& This process will continue until all outputs have been

‘ . transferred.
g -
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2.2 Network Control and Management Functions

One of the major aspects in the design of a communications
network is the network control and management functions. The
LOCN is no exception; many such functions can be identified
for the LDCN, including:

° System Monitoring and Notification: The LDCN should
be able to identify inoperable system elements and
notify appropriate parties.

° Facility Monitoring and Correction: Circuit error
rates and operating conditions should be monitored,
and when unacceptable, corrective action such as
dial-backup should be executed.

° Diagnostic Assistance: When facilities fail, the
LDCN should be able to provide assistance to an
operator or other remote intelligence to isolate
the cause of failure.

e Flow C..rtrol: The LDCN should provide a mechanism
for graceful degradation of performance during
overload conditions.

° Operational Statistics: The LDCN should gather
operational statistics, such as circuit error rates
and failure frequency, to enable system reconfig-
uration as required.

° Traffic Statistics: Statistics on message lengths,
message types, etc., should be obtained to permit
system design changes as required and for future
design efforts.

2.8
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] Performance Statistics: Throughput and delays should
be measured to enable calibration of system per-
formance.

° Utilization Statistics: Processor utilization,
buffer utilization, etc., should be measured to
enable identification and correction of marginal

— situations before bottlenecks develop.

- ° System Component Statistics: A list of components
(terminals, lines, modems, processors) with cost and
functional specifications should be kept for network

design purposes.

° System Location Statistics: Each location containing

LDCN components should have a record containing site
ad name, address, phone number, and V&H coordinates (or
latitude and longitude). These records would be
- used in network design and maintenance functions.

e —on < e -

e Monthly Cost Statistics: Every month a breakdown
of system costs - line charges, drop charges,
Telpak charges, processor charges, maintenance
charges, and possibly personnel charges - should be
produced. These statistics would keep management
informed of the cost of providing network services

to its customers.

° Operating System Characteristics: Documents describing
the line disciplines, polling sequences, addressing

MQ, sequences, message priorities, and other functions

& ' of the operating system should be kept in a central

3y _ file for reference by network management, operators,
and engineers.
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From the above list, it can be seen that statistics play
an important role in network control and management functions.
Of the 12 functions given, only diagnostic assistance and
flow control fall outside the realm of network statistics.
Diagnostic assistance is primarily a tech control function,
while flow control is a mechanism to provide network
integrity during traffic surges. Although not part of the
statistical package, statistics should be collected on these
functions.

The need for the above statistics arises within an on-
going network management effort because sufficient information
must be acquired to support necessary operational or economic
decisions. Failure to collect statistics can have a major
impact on the network; for example, it can result in an
ineffective cystem; further, it could also lead to the
dropping of a system of high potential value.

Network statistical packages are usually designed to
contain several layers of reports which can be produced by
operator request. These outputs are layered because the
amount and type of reported statistics should depend upon
the volatility of network growth, with network cutover and
traffic surges requiring detailed reports and predictable
network performance requiring summary reports. Statistics
should never be reported and/or analyzed for their own sake.
Continuing surveillance should be maintained over the potential
impact of the reported statistics on network management
decisions. Any time it appears the statistics will have no
effect on the network management decisions, they should
be dropped from the reporting process.

The reporting of all statistics requires the collection
of all statistical data. However, the layered reporting
process recommended above offers network designers a choice.
Some designers might require the collection of detailed data
on the assumption that detailed reports for a specific day

2.10
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may be requested on the basis of the summary reports. Other
designers set flags in the concentrator and front end
operating systems to allow statistical data to be collected

only after a request for a certain statistical report is

Il el W

2
¢
¥

made. Many designers use a combination of the two approaches.

2 - In these cases, the decision as into which of the categories
'Q certain data falls is made on the basis of the processing
¢ = overhead of collecting the data versus the cost of not

always having the data at hand. Finally, statistical
packages should usually have network performance limits incor-
porated into them so that exception reports can be produced
when the limits are exceeded. These reports should then

” trigger requests by management and operations for more
detailed reports.
- {
2.3 Manual Measurement Subsystem
i -
3 Of the 10 statically-related functions mentioned in
- Section 2.2, facility monitoring and correction, system
- monitoring and correction, and operational, traffic, per-
formance, and utilization statistics are functions of the
- computerized measurement subsystem of the statistical
package. These functions are performed by computers, so
-

it is p0551b1e to insert counting and recording loops into
the programs so the computers will automatically perform the
- statistics collection function. Beyond this capability it
is possible in certain cases to add logic to the recording
loops so that a sanpling plan is implemented at the same
time. Thus, in these cases, the data can be received from
the computers in a ready-to-analyze statistical format.
System component and location statistics, monthly
cost statistics, and operating system characteristics are
functions of the manual measurement subsystem of the statis-
tical package. All these statistics can be kept in a
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computerized data base; however, the input for these statis-
tics must be manually entered into the system. Figures 2.2 -
2.8 show sample forms that can be used to collect this infor-
mation. Figure 2.2 requests the data needed for the monthly
cost statistics and operating system characteristics; this
form gives an overview of the network, showing where com-
munications equipment and facilities are located, providing
the cost associated with each component, and gathering docu-
mentation on a network description. The form shown in
- Figure 2.3 is used to collect system location statistics,
while Figures 2.4 - 2.8 are used to obtain information for
a system component statistics. Finally, it should be noted
that Figures 2.4 - 2.8 request information on each type of

'4 network component, not on each component itself. Let us now
look at some of these forms in slightly more detail.

& 2.3.1 Network Configuration and Cost Summary

- The Network Configuration and Cost Summary form (Figure
3 2.2) requests five types of information. The first type of
- information is on the network communication equipment. Each

Sy

S !Qv: ;tr}'m«i{}?‘-;’ ,;h.i-:!« e

R 4 2

item under this type is assigned an identification number by
the network control center (NCC). The site name at which the
item is located is given; this name corresponds to the mane
of a site on a Location Dependent Data form. Each item also
has a device code assigned to it which can be used to find

Gl i

it
o el

the appropriate Device Data form for a description of the .
device. The monthly charges for the item are given, as is
the identification numbers of other equipment directly -

- connected to the item.
The information requested for communication facilities

includes the equipment identification numbers for the end-
points of the facility segment. These numbers correspond
to those given above, so other location data is not needed.
, 9 Facility code information relates this segment to tariff

2.12
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o i st - P DO

and descriptive data found on a Facility Data form, while

the facility identification number will be assigned to the

A segment by the NCC. For multidrop lines, the same identi-

fication number would be used for all segments, although the

facility codes could be different for each segment. Finally,

} monthly charges are given for each facility.

3 The name, business address, and telephone number of

‘ each person involved with the running of the network should

b be given. 1In addition to this’information, the function of
— the person in the network should be listed. The total

ﬁf monthly personnel costs should be given in this section,

%‘ = although the salary of each person must not be present

i (i.e., the Privacy Act would probably prohibit it).

"{ Other network costs, such as buildings, electricity,

water, and taxes, should be included on the form. Finally

the total monthly network cost :should be found on the form.

Descriptive documentation on the network, protocols, etc.,

’

should then be filed with this form for reference at a later
= date.

=

ek
- ’

2‘_.”" At A

- 2.3.2 Site Characteristics

The information contained on the Location Dependent
Data forms (Figure 2.3) includes the name and mailing address
of a network node or site. In addition to this information,

biFs =g
. I R NPT RS

the network telephone numbers associated with the site should

5&5(}'3»%&4&;&? T e
e '3 i 7 Ay

be given, as well as a description of for what the telephone

v

|

L

numbers are used. Finally, V&H coordinates or latitude and
longitude should be given for each site. This information

- is needed for network design purposes. If some forms have
fad V&H data while others have latitude and longitude, a program
%i L can be run to convert all data into V&H coordinates. Thus
@5‘ computer generated network designs are possible with these
R forms.

-

2.13
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2.3.3 Communication Devices

The five other forms associated with the manual measure-
ment subsystem are similar in nature. Because of this, we
will focus on only one of these, the Device Data form
(Figure 2.4). This form contains a device code which allows
a piece of equipment on the Network Summary form to be related
to it. The manufacturer and his designation of the device
is given, as is a functional keyword as to the device type.
The number and kind of terminations allowed by the device are
given, as is the various costs associated with the device.

A descriptive narrative of the device and its function is
given; this description could be placed on a data base along
with the other device information. Finally, detailed func-
tional specifications and other vendor literature would be
filed with the form for future reference.

2.3.4 Final Remarks

Whether or not the above information is placed in a
computerized data base, the forms containing the information
should be stored in a central file at the NCC for reference
by management, operators, and engineers. In addition, these
forms should be updated as new sites, devices, personnel,
and system characteristics are added. The forms should be
signed-out before being removed from the file and signed-in
when returned. By following these suggestions the manual
measurement subsystem, a necessary portion of the network
statistics, will not be overlooked.

The computerized measurement subsystem envisioned by
NAC for the LDCN is somewhat more complex than the manual
measurement subsystem. In this subsystem, the type of
statistical reports for management, operators, and engineers
must be based on the data that can be collected in the net-

work and massaged by algorithms run on an Interdata 7/32.

2.14
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Because of this complexity, the next three sections of the

a1l Vo NP TR
!

= report deal with the comput#:i2zed measurement subsystem.
| Section 3 discusses the design of statistical reports pro-
% posed for the LDCN, while Section 4 considers possible data
ﬁ measurement mechaniswm@#, Finally, Section 5 focuses on a
f - processing methcdology needed to convert the data collected
ﬁ in Section 4 tn the reports of Section 3.
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Capacity Analysis of Data Communication Concentrators,

NAC Revort FR.043.01R, Network Analysis Corporation,
Glen Cove, New York

Feasibility Analysis of PDP-11 Minicomputer Front End
Processor, NAC Report FR.060.01, Network Analysis
Corporation, Glen Cove, New York

Configuration Designs for LDCN Communication Processors,

NAC Report FR.095.01R, Network Analysis Corporation,
Glen Cove, New York

LDC Design Group Meeting Memorandum 10462/3-1, dated
19 March 1976

LDCN Sign-on/Sign-off Procedures, draft copy of memorandum

TABLE 2.1: DOCUMENTS CONCERNING THE LDCN
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LDCN NETWORK
; "\—«. Communication Equipment
Monthly Charges
. = Device, Host, or Lease or
| Eq. ID Site Name Terminal Code Amortization Maintenance Connects to Eq. ID(s)
e 1.
2.
3 3.
| '
A — 2. Communication Facilities
;s Endpoints Monthly Charges
';'% Eq. ID 1 Eq. ID 2 Facility Code Facility ID* Line Drop & Termination
i 0 (]
J _
b 3. Communication Personnel
= — Name Address Telephone Function

« TJotal Personnel Costs:

4. Other Costs

- Building
Electricity
Total

= 5. Attach documents describing the network, protocols, etc., to this sheet

3. * * For multidrop lines list all branches using the same ID
i -
'!f a Figure 2.2: NETWORK CONFIGURATION AND COST SUMMARY
f 2.18
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SITE CHARACTERISTICS

NAME

ADDRESS

CITY

STATE

1P

AREA CODE AND TELEPHONE NUMBER(S)

LONGITUDE

LATITUDE |

V COORDINATE

H COORDINATE

Figure 2.3: FORM FOR LOCATION DEPENDENT DATA

2.19




Network Analysis Corporation

|
COMMUNICATION DEVICES*
1. Device Code
- 2. Manufacturer's Type or Part No.
3. Manufacturer
- 4. Device Type (Concentrator, Multiplexer, Terminal Controller, Front
End)
S. Terminations
Number Allowable Terminals Allowable Facilities Speed(s)
- (Terminal Codes) (Facility Codes)
-
'.’— 6. COBtS
f~ - Purchase: : Lease: Installation:
?i Maintenance:
;!
.¥% . 7. Device Function (Narrative):
i s
)
i -
" 8. Attach functional specifications and other documents for this dévice
éﬁ to this sheet.
.{; -
B
.:. <
| .
"? # Excluding terminals and hosts
.
4 .
':', L Figure 2.4: FORM FOR COMMUNICATION DEVICE DATA
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MODEMS AND LINE TERMINATION EQUIPMENT

Device Code

Manufacturers Type or Part Number

Manufacturer

Modulation Method

Compatibility with Bell

Channel Speed(s)

Leased Line/Dial Up

Multiport Class

Costs

Purchase: Installation:

Maintenance:

Attach functional specifications and other documents for this device
to this sheet,

A
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Figure 2.5: FORM FOR DATA ON MODEMS AND LINE TERMINATION EQUIPMENT
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HOST CHARACTERISTICS

Host Code

Manufacturers Type or Part Number

Manufacturer

Allowable Communications Access Modes

Speed Asynch/Synch

Polling Disciplines

Costs

Purchase: Lease: Installation: Maintenance:

Host Functions (Narrative)

Attach functional specifications and other documents for this device

to this sheet.

Figure 2.6: FORM FOR HOST DATA
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Terminal Characteristics

Network Analysis Corporation

1.

10.
15
12.

13.

14.

Terminal Code %

Manufacturer's Type or Part No.

Manufacturer

Asynchronous or synchronous

Buffer size (0 if unbuffered) 1

e i

Allowable Transmission Speeds

Allowable Reception Speeds

Hard copy/CRT or both

Polled/Unpolled

Code Used (Baudot, ASCII, EBCDIC)

MTBF, MIR

Half/Full Duplex or both

Costs

Purchase: Lease: . Installation: Maintenance:

Attach functional specifications and other documents for this device
to this sheet.

Figure 2.7: FORM FOR TERMINAL DATA
2.243
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| e
i COMMUNICATION FACILITY CHARACTERISTICS
. _
& 1. Facility Code
4
.% 2. Tariff or Vendor ID
} = 3. Vendor or Source
-fé = 4. Mode (Packet, Digital, Analog)
g
:
»i} - 5. Tarrif Cost Structure
,
"3 6. Bit Error Rate
’:;::
Lﬁ A~ 7  Modem Code
”“1 {
f; - 8. Attach functional specifications and other documents for this device f
: - to this sheet.

Figure 2.8: FORM FOR DATA ON COMMUNICATION FACILITIES
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f - 3. REPORT DESIGN

‘ - This section describes the management, operation and

.j engineering reports proposed by NAC for the computerized

- measurement subsystem of the LDCN's statistical package.

’ The data in each report is based on the functions of the
persons receiving the report. Thus management reports

“*t - would be produced off-line and contain summary data on net-

H work performance and traffic characteristics, while operations
= would obtain more detailed network summary reports in addition
“ to on-line reports of network status. Engineering reports
Vi - would contain detailed statistics on each aspect of the net-
» work's performance; these reports would be used for network

= troubleshooting and debugging. In addition, management and

1! operations would receive exception reports when system per-
formance limits were exceeded.

= The statistical contents of each report reflect the needs
j . of each level of personnel in the network hierarchy. Net-
ﬂj - work managers are generally interested in whether the over-

S all system performance is within limits, the amount of

ﬁ - traffic supported by tiie network, and the growth of the net-
‘= work since cutover. 1In addition, management must be informed
kl - about potential system bottlenecks or inadequate system

{"’ performance, as they are ultimately responsible for the

:JE - running of the network. Summary network reports thus serve
?] the basic need of management while exception reports guarantee
J'E management of information on potential or real system problems.
% = On the next level, the personnel in operations need real-
1 , time network statistics so they can take immediate action on

- failed components and network bottlenecks. In addition,

operations require a more detailed summary of the network
; [ performance so they can follow, predict, and correct potential
¥ bottlenecks before they occur. Finally, on the lowest level,
: engineering reports present the most detailed statistics of
| - all reports. These reports are used to reconstruct the

3.1
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conditions under which a system failure occurred or to shed
light on questions raised by the management and operations
reports. Due to the level of detail, engineering reports
are usually quite large; because of this, the reports may 1
be periodically produced over a greater time interval than :
management and operations reports (e.g., once a month rather |
than once a week), or upon request for specific data.
Before describing the statistical reports, two topics

are discussed. First, the rules for effective presentation
of data in tables and graphs are reviewed in Section 3.1.
Many of these are common sense rules followed in the normal
course of preparing tables and graphs; however, this section
is envisioned as a reference for the FMSO design team when
it develops the LDCN statistical package. Second, an ]
overview of the data proposed for gathering for the LDCN
statistics is given in Section 3.2 so that the statistics
described in the reports that follow can be mapped into the

overall picture. After this, the various reports are

described.

3.1 Rules for Preparing Tables and Graphs

In the course of developing proposed reports for FMSO
consideration, NAC recognized that some fraction of the reports
would not fulfill FMSO's needs. This fraction of reports
would contain those with too much data, with too little data,
with the wrong type of data, and with the wrong report format.
NAC also recognized that because of this, FMSO personnel
would have to design statistical reports for the LDCN. To
aid the design team in developing the actual report formats,
the current section on preparing tables and graphs is given.

The material given in this section is not new. The rules
presented here were learned by the author when he attended an
in-house seminar while working at Bell Laboratories in 1973.
Figures 3.3, 3.6, and 3.7 were from a handout given at that
seminar.
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3 3.1.1 Tables '%
- In the outputting of statistical tables, care should be 1

taken to format the data so it will be useful to the persons
reading the tables. If the table is not easy to read and/or

Fé the information being presented is not discernable, the table

-ﬂ ta has failed its purpose. An example of this is shown in E
i@ Figure 3.1, which presents a typical list from a computerized §
1; data base. After looking at Figure 3.1, one might assume the i
§ = first column represented locations while the other columns f
3 were V&H coordinates; however, one has no quick way of 4
;J - verifying this assumption or of knowing what the locations

4 represent. Figure 3.2 shows the same type of data after i
;é L formatting. In this figure the locations and V&H coordinates ;
1 are spelled out; further, one knows the data in the table ]
k - represents potential new terminal sites by 1978. The differ-

| ence due to formatting is dramatic; Figure 3.2 has been used ;
f; L." in presentations and briefings of its network, while Figure j
75. 3.1 was not used for this purpose.

Tl In order to format data into tables, one must know the 5
kﬁ - basic parts of a statistical table. These basic parts are ;
%% illustrated in Figure 3.3: '
'g a. The "title" should list such important factors as

f%’ . the type of material presented, its classification,

f;; the georgaphic region to which it refers, and the

Eg L period covered. Titles should not be excessively

o long; so when a substantial amount of information

.E’ must be given, sub-titles should be used to elaborate

E%I - on the title.

;f - -+ b. The "prefatory note" describes the figures in the

;; table, including the units represented by the figures

y. and any special characteristics or limitations of

? -~ the data.
o , 3.3
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3 s c. The "caption" (column headings) and the "stub" (row '
‘ identification - usually on the left) should be ]
- clear and very concise. 1
: :
& d. The "unit of measurement" is used in the caption or 3
stub as needed. It is not needed in Figure 3.3; ‘;
g however, if there were several different columns ‘»,
, = of data, the units of measurement would be inserted '
& for each column. In this case, the prefatory note
.' - would be made more general or eliminated. 4
A
1 - e. The "body" of the table contains the rows and columns
3 of actual data. The body shculd be spaced or divided p
4 L by rulings so that each data item can be conveniently 3
found.
= f. The "footnote" is used to explain some specific part ;
' - of the table. It is placed immediately beneath the .
&‘ o table and above any source note. Each footnote .hould
% be indicated by a symbol. Letters may be used to A
"‘ b indicate footnotes only if there is no chance of
i mistaking them for data; for this reason, numbers
3 L should never be used to indicate footnotes.
g.% L g. The "source note" is placed at the bottom of the
?‘ table. Source notes should give the primary source
of data along with the place where the data was
D; i actually found, if the two should be different.
. Source information should include: Author, Title,
— Volume, Series, Page, Publisher, Place of Publication,
: 3 and Date. Source notes are usually not found in
k. computer-generated tables.
$
Careful arrangement of a table facilitates reading,
- analysis, and comparison of data. Further, items can be

g 3.4
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arranged to emphasize selected elements or specific aspects

j of data. The following are possible ways to arrange data in
f) = a table:

'? - a. Alphabetically according to item name. This is the
] most frequently used data arrangement in general-

% purpose tables.

. -

;i b. Chronologically according to the time of occurrence.
2 e Dates are arranged from the earliest to the latest

and positioned so they move down the stub or across

?; - the captions from left to right.

41 )

B~ L S c. Geographically according to a customary classifi-
fJ ' : cation such as country, state, county; or according
: to any customary listing such as cities by state
E : - region.

! =

i; - d. Magnitude according to some aspect of size. The

’T; largest or the smallest number is placed at the top
,%: - of the column while the others are arranged in

.; descending or ascending order, as required.

;g' - Similarly, caption rows are arranged in the same

%; manner, from left to right.
o e. By customary classification, as in the case of non- f
gg serial data. For example, men, women, and children
£} -

are rarely listed in any other order.

!

3.1.2 Graphs

As effective as a properly designed statistical table

g Gy
{
&

can be, a graph can be a more interesting and effective
device for recording and illustrating the essential features

By
o L
x'
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of a set of data and for pointing out the conclusions that 1
can be drawn. For this reason, extensive use is made of such
devices in presenting information to management or super-
visory people who need a quick grasp of a broad situation.
Unfortunately, the graphics capability of many printers

leave much to be desired. Figure 3.4 shows a sample graphic
output from a printer. The minimum and maximum values of

X and Y are given, and the lower and upper values of Y are
listed in the two columns next to the graph. However, the
graph has to be rotated 90 degrees counterclockwise to

obtain the proper perspective of the graph. Because of

this and other inadequacies,. many operation groups have an
aide who will plot graphs from the data given them. Figure
3.5 is a sample of such a graph.

T e

Because the purpose of all graphs is to convey certain Q
information quickly and effectively, they must be kept as
simple as possible. The natural tendency to include addi-
tional material must be resisted or the result will be
complex presentations that defeat the basic purpose. Further,
since graphs tend to catch the eye of the reader, they are
often read out of context, making it extremely important
that each one be complete and self-contained so the casual
reader will still get the true meaning of the data presented.
This is also important because of the tendency to use graphs
out of context in speeches, special presentations, and
technical papers.

The rules for graphs are similar to those cited for data
tables. But since there are slight differences, applicable
rules for graphs are best reviewed in full. These include:

a. Every graph (see sample in Figure 3.6) should have
a clear and concise title which includes information
about the type of the data, the geographical
location, and the period covered. The title

3.6
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usually appears below printed graphs; otherwise, it
is customary to put it at the top.

b. Coordinate lines should be held to a minimum, while

the curves should stand out sharply against the
background.

c. To increase understanding, the curves should be as few
in number as possible, and each should stand out

clearly. To do this, different symbols should be
used for each curve.

d. Any footnotes should be placed under the lower-left
of the graph.

e. If the data is not obtained from a computer, its

source should be under the lower-left corner of the
graph, below any footnotes.

f. Scales of values should be placed along the X- and
Y-axis to give a general indication of the sizes
represented on the graph. Fine graduations are
unnecessary, since it is not intended that actual E
values will be read from a graph. Such values are

obtained from the tables which should also be part
of the output.

g. Time measurements are customarily put on the X-axis.

. % h. On the Y-axis, the values should run from zero (or
ﬁ” the smallest value) at the bottom of the graph to
the highest value at the top. On the X-axis, the
values should run from the lowest on the left to
the highest on the right.

1
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i. Each axis should have its own caption to specify the
units used unless they are completely obvious. The
X-axis caption should be centered directly beneath
the X-axis, while the Y-axis caption should be placed
at the top of the Y-axis.

j. The zero point should usually be included on the
Y-axis. If it is not, the graph can be misleading
in the apparent relationships of the data it
presents (Figure 3.7). Note how inclusion of the
zero point on the Y-axis in Graph 2 of Figure 3.7
indicates an entirely different ratio between the

highs and lows.

If lack of space makes it inconvenient to use a zero
point, a scale break can be inserted to signal the
reader that a portion of the scale has been omitted.

k. If spaces on the X-axis are used to indicate a time
interval, the value for each period should be plotted
at the midpoint of the interval (Figure 3.7). 1If
the periods coincide with the coordinate lines, the

points are plotted on the coordinates.
By following these simple rules, the tables and graphs
of the network statistical package will convey their infor-

mation quickly and effectively.

3.2 Overview of Proposed LDCN Data

In reading the following sections of the study, one
might wonder what methodology was used by NAC to arrive at
the proposed reports and data collection mechanisms. Basically,
a listing of the possible statistics for communication
networks was first created. The data needed to produce these

3.8
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statistics was then determined. NAC's understanding of the
LDCN was then used to determine which of this data could be
straightforwardly collected by the LDCN. From this informa-
tion, NAC developed a set of "proposed statistics" for the
LDCN. Finally, the proposed reports were developed based on
the proposed statistics.

When FMSO designs the LDCN statistical package, it should
follow a similar methodology. Listings of possible network
statistics and the data needed to produce them can be created
from the information found in this report, the NAC documents
listed in Table 2.1, and NAC document FR.095.02 - Simulation
Specification for Modelling the Logistics Data Communication
Network. Having mentioned this, let us now briefly look at
the data NAC proposes for collection by the LDCN.

The proposed data falls into seven broad categories.

The first category is data for System Configuration Statistics.
In this group falls such data as the number of users on the
system at any given time and their connectivity in the net-
work (i.e., concentrator, front end, and system being accessed).
Also in this category is data on host, front end, concentrator,
and line status, such as start-up, shut-down, failure, and
restoral reports. Such reports can be used by management to
see if the contracted network reliability figures are being
met.

The second set of data is for Traffic Statistics. This
data centers around the ability of the front ends to capture
information on message arrival times, source and destination
information, and message type information (i.e., terminal-
terminal, broadcast, inquiry, upquiry, batch, real-time, and/
or AUTODIN traffic). This same data is needed for Message
Statistics; in addition, message input and output length

‘data is collected.

The data proposed for Response Time Statistics can be
divided into those collected at the concentrators and those
collected at the front ends. At the front ends, time and
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date information is collected when the last segment of an input
is successfully received, when the first segment of a real-time
input message is placed on an output queue, and when the output
buffer for the last segment of a real-time input message is
released. Output timings are taken when the first segment is
successfully received, when the first segment is placed on an
output queue, and when the output buffer for the first output
segment is released. These values allow determination of front
end processing times, host processing times, and queuing and
transmission times experienced by segments leaving the front
ends. In addition to this data, an indication of when an
output message is blocked from immediate delivery should be
recorded. Finally, concentrators should be able to collect
information on their average processing time of a segment, and
on the queuing and transmission times of input segments to

the front ends. This data will then allow response time -
throughput calculations for real-time messages.

Utilization Statistics include CPU, disk, buffer, line,
and core utilization. Core utilization data is on the border-
line between the manual and computerized measurement sub-
system. This data is obtained from a core map; however, the
data need only be collected as new programs or buffer require-
ments are added to the system. Line utilization statistics
can be determined from the data collected for System Config-
uration, Message Length, and Traffic Statistics. CPU, disk,
and buffer utilization data depends upon the approach chosen
by the system implementors, since both hardware and soft-
ware monitoring is possible. Because of this, NAC does not
recommend an approach for collecting this data; however, we
do recommend that the data be collected.

The data for Queue Statistics could be obtained by
either keeping track of the time each item is on queue, or by
sampling the queue length each N milliseconds. For heavily
loaded systems, the latter approach is more efficient. The
former approach is more accurate; in addition, for lightly

3.10
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loaded systems, it may be argqued to be more efficient. NAC
proposes initially implementing the latter approach. 1In

_ addition to this data, the LDCN should collect data on whether
4 a batch queue leaves the front end because of time or size
criteria, as well as the number of entries in the queue.

A Finally, data for Error Statistics should be collected.

B This data includes line error reports, concentrator and front

end congestion reports, queue overflow reports, and other 3
A miscellaneous reports. NAC feels the data for these reports

gﬁ s is readily available for collection by the front ends.

:” Figure 3.8 is a summary of the data proposed for collection
’i -~ by the LDCN. After reviewing this report and determining

what data will be collected by the LDCN, FMSO personnel

f% should create a similar figure for their own use and for

b documentation purposes.

3.3 Proposed Reports

BT s 3 -

a.

O W e
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This section describes the reports proposed by NAC for

dilalin ey

the LDCN computerized statistical package. Section 3.3.1
~ describes the core utilization report, which is included in

ForE

the computerized subsystem only because data from a computer's
core map is required. Section 3.3.2 reviews the three weekly
summary reports and one exception report that should be
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received by management. In addition to these reports,
personnel in operations should receive real-time, on-line

{

v

{

reports, two additional weekly summary reports, and eight
additional exception reports. Section 3.3.3 describes these
operational reports. Section 3.3.4 discusses 30 possible

= engineering reports, telling when and where they may be used.
Finally, Section 3.3.5 indicates an implementation schedule

- and the relative importance of each of the above reports.
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3.3.1 Core Utilization Report 3

Figure 3.9 shows the proposed output for the core uti-
lization report. The date the report is produced is given, f
as well as the concentrator or front end referred to by the ]
report. Each entry in the report contains a program or a

storage identifier, the start and end values of the region

it uses, and the region size in bytes. Core utilization L
reports should be produced only after changes are implemented

to programs and storages in the communication devices. After

being produced, these reports should be filed behind the

Configuration Report of the manual measurement subsystem. ﬂ
Because of these facts, core utilization reports are said

to be on the borderline between the manual and computerized

measurement subsystems.

3.3.2 'Management Reports

The theory behind management reports is to supply
enough useful information so that a system can be tracked,
but not too much information so that those reports will be
read. In addition, system status exception reports are
needed so management is made aware of major system problems
and can bring its weight to bear on the solution. To fill
this bill, the weekly summary reports of Figures 3.10-3.12
are proposed, as is the system status exception report of
Figure 3.13.

Figure 3.10 presents the summary statistics needed to

track the system. User, Traffic, and Response Time Statis-
tics are given for the whole LDCN and for the ASO and SPCC

subsystems, while Message Length Statistics are only given

for the whole LDCN. The User Section of the report gives

T VRS
- — G

the total number of logons during the week, and the average

number of users per hour during some prime~time period i

defined by LDCN management. By using only a prime-time ‘
3.1%2 ‘
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period in this and other reports, a more accurate picture of

i average utilization is seen, since lowly-utilized, off-peak

ﬁ =~ hours are excluded from the average. The Traffic Section of

the report gives the total number of messages for the week

if - and the average number of messages per hour during the prime-

'% time period. 1In addition, the traffic data is given for each

message type so that an accurate model of the traffic can be

obtained. The Response Time Section of the report gives the

v average time from successful reception of the last buffer

E of input into the concentrator until the first segment of

f* the output is on queue for output by the concentrator. This

'i g response time corresponds to the traffic level shown for 'j
4 real-time messages per hour in the traffic section, so that ‘
- a simulation model could be calibrated with the real system. :
Finally, the Message Length Section of the report gives the

mean, standard deviation, and maximum character lengths for

?V the inputs and outputs of each message type.

, The Traffic Summary Plots of Figures 3.11-3.12 are used
R to show the traffic growth of the system for up to two years.
4 Figure 3.11 is a plot for total messages per week, while

e Figure 3.12 is a plot for the average number of messages

e = 2

per hour per week. Both reports would show seasonal trends

ST
N DR Sy = T

s and as such only one Or the other need be produced; however,

o

S
A

by comparing the relative slopes of each graph, one could
determine if the daily time interval for "average number per

¥

il

2 gt s L SRR it i,
|

hour" should be increased to pick up an increase in "off-
hours" traffic. Both reports could be produced on a weekly

basis; however, LDCN management could just as easily receive
one plot weekly and the other plot on a quarterly basis. *
The Syétem Status Exception Report is printed on a weekly

basis only if some system component was unavailable for a *
= period of time longer than the performance limit set foE its
The report lists the component, the times it was unavailable 1

on a given day, the reasons it was unavailable, and its

i 3.13
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i s performance limit. By having this report, management would
4 be alerted to major system problems, so they could use their
1 - position to help correct them.

ﬁg

f' - 3.3.3 Operational Reports

g' _ Operational personnel are involved with the everyday

k| running of the system. Thus, in addition to receiving the
£4 managerial reports, operational personnel need on-line out-

puts to handle real-time system problems. Four on-line
reports are proposed for the LDCN. The first is a System
j - Status Update (Figure 3.1l4a) printed whenever a system com-
E ponent becomes available or unavailable. Along with the

\i - Buffer and Queue Overflow Update (Figure 3.14b) and the
Excessive Line Error Update (Figure 3.14c), the System Status
Update allows operations to reconfigure the network to

-
| temporarily solve system problems. The final on-line report
¥ - is Invalid Password Update (Figure 3.14d), printed whenever
]ﬁ - an attempted entry to the system by terminal id XXXX fails
{g because of three invalid password attempts. All four on-

A b line reports will be printed at the LDCN network control
1% center console.
ig - To further aid operational personnel in the performance
u?ﬁ of their job, two additional weekly summary reports and
?} e eight exception reports are proposed. The LDCN CPU Utili-

g zation Summary Report (Figure 3.15) gives the average utili-

-?3{ = zation during prime-time for each LDCN concentrator and front
?i end. Along with the LDCN Status Summary Report, this report
'% would allow operations to correlate CPU utilization growth

y - with LDCN traffic growth and determine when processors would
become saturated. The System Status Report (Figure 3.16) is
- a summary of the on-line System Status Update Reports which
would allow operations to determine what equipment should
be replaced. 1In addition, the System Status Report indicates
5 bt whether Manual or Automatic Intervention was used to accom-
L plish a given action.

& 3.14
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The Buffer Usage Exception Report (Figure 3.17) and the 4
Output Queue Exception Report (Figure 3.18) give a summary

of the on-line Buffer and Queue Overflow Update Reports.
These reports also list buffer pools and queues whose lengths
exceeded a warning limit but did not overflow. The maximum

e e i i i

length observed, the maximum length before overflow, and the
warning limit would also be reported.

The Line Notification Report (Figure 3.19) summarizes
the on-line Excessive Error Update Reports on a line identi-
fication basis, while the Password Failure Report (Figure 3.20)
summarizes the on-line Invalid Password Update Reports on a
terminal identifier basis. These exception reports would
allow operations to determine whether certain line and access
problems are transient or chronic; once this determination
was made, appropriate action could be taken.

The Line Utilization Exception Report (Figure 3.21), the
CPU Utilization Exception Report (Figure 3.22), and the Disk
Utilization Exception Report (Figure 3.23) would be printed
whenever the hourly utilization of a line, CPU, or disk
exceeds its specified utilization performance limit. = The
component identifier is given, as well as the date and time
the limit was exceeded. Also given is the component's
observed utilization and performance limit. The Congestion
Report (Figure 3.24) lists the number of times a concentrator
or front end had to stop receiving traffic because of };
internal congestion. In addition, the average "congestion
interval" observed for cach component is given. These four
exception reports would allow operations to make adjustments
to the network before the reported minor problems became

major ones.

3.4 Engineering Reports

The purpose of engineering reports is to provide detailed

data to questions raised in the management and operational

3.15 '
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reports. To this end, thirty engineering reports in six

different areas are proposed for consideration by FMSO personnel.

It is expected that only a fraction of these reports would be

fg implemented; however, all are listed to allow FMSO to make the |
: final decision for implementation.

2 3.4.1 User Statistics

The User Statistics Engineering Reports consist of five

- documents. The basic report is the LDCN User Status Report
(Figure 3.25), which lists on a daily basis the total number

- of logons, average number of users per hour over prime time,

&

average number of users per peak hour, and the hour during
which the peak occurred. These statistics are given for the
LDCN network, and for the ASO and SPCC systems. The User
Status Report by System (Figure 3.26) would allow the data

.: for the user status report to be filtered by System and
Concentrator before being reported. User Status Plots

' (Figure 3.27) show the average number of users over 15
minute intervals for .a given day. The User Status Reports

L e

~ could be used to observe the daily effects of a system cut-
over; this is probably the only time when either report would
be requested. However, User Status Plots for the entire

o

LDCN should be produced after each system cutover or every

SR DA I AW RTINS
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six months, as this report would allow operations and manage-

g cre

ment to see the distribution of users over a day as the net-

E
L3 . 04

work grows.,

e
r

The System Configuration Report (Figure 3.28) is the

2

fourth report on user statistics. This document gives a
- snapshot of the LDCN at a given minute, and shows the con-
A nectivity of users in the network at that minute. Conversely,
1% - the System Signon-Signoff Report (Figure 3.29) gives the
| connectivity of users over an entire day. The System Config-
f.' uration Report would be shorter than the Signon-Signoff Report;

3.16
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however, both'reports would probably be used only for

Tﬂ = debugging purposes. As such, these reports should be imple-
& mented last, if at all.

i

}' - 3.4.2 Traffic Statistics

;

i The Traffic Statistics Engineering Reports would also

i‘ - consist of five documents. The LDCN Traffic Statistics

: Report for the entire network (Figure 3.30) and for the SPCC
; - and ASO Systems (Figures 3.31-3.32) map the weekly traffic

5 statistics found on the LDCN Status Summary onto a daily

1? - basis. 1In addition, the peak-hour traffic breakdown is given
.? for each day. The Traffic Statistics Report by System and

:4 o Traffic Type (Figure 3.33) allows the traffic data to be

| filtered by System, Concentrator, and Traffic Type before

being reported, while Traffic Statistic Plots (Figure 3.34)

1 - show the number of messages received over l5-minute intervals
>§ 2 for a given day. As in the User Statistic Reports, the

8 = Traffic Reports probably would be requested only during system
Dﬁ cutover, while Traffic Statistic Plots for the entire LDCN
f - would be produced after each system cutover or every six
k| months.

|

; 3.4.3 Response Time

Three reports would deal with response times. The LDCN
Response Time Report (Figure 3.35) maps the average response
= time and traffic load found on the LDCN Status Summary onto
a daily basis. The peak-hour response time ‘and traffic load
is also given for each day. The Response Time Report by
System (Figure 3.36) filters the data by System and Concen-
trator before reporting, while the Response Time Report by

{30 o, SR A SR e

¢ i3

{

L

S Component (Figure 3.37) shows the processing and queuing

i times for a specific concentrator or front end. These reports
N would be requested only when a question on response times
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arose. When this occurred, the Report by System could be

run to isolate the problem to a set of specific concentrators

- and/or systems. The Report by Component would then be run
for the selected items, which would hopefully answer the

. question. Given this scenario, all three reports should

eventually be implemented.

s e o oS

3.4.4 Message Lengths

Four reports would deal with message length statistics.
The Message Length Statistic Report (Figure 3.38) maps the
s data found on the LDCN Status Summary onto the ASO and SPCC
q * Systems, while the Report by System and Traffic Type (Figure
- 3.39) filters the message length data before processing the
1 report. Message length histograms for input and output

(Figures 3.40-3.41) are also suggested for implementation.

While the Statistical Reports would only be used for debugging

g 2 purposes, the histograms would be run after system implemen-
jf - tation and when the mean or standard deviation of a message
:: type varied significantly from normal. Because of this,

;; 3 the histograms should be implemented before the other

é‘ message length reports.

-
e 3.4.5 CPU Utilization
b CPU Utilization Engineering Reports would consist of

%ﬁ four documents. The CPU Utilization Report (Figure 1.42)

E - lists on a daily basis the data found in the LDCN CrU Uti-

- lization Summary; in addition, daily peak-hour utilization

+ " is given. The CPU Utilization Report by Module (Figure 3.43)
X further refines the statistics of Figure 3.42, while the
\*; - CPU Module Access Report (Figure 3.44) looks at module

N accesses rather than module utilization. Finally, CPU Utili-
) zation Plots (Figure 3.45) shows the average utilization

). b of a CPU over l5-minute intervals for a given day. All four A

- 3.18
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?‘{{5 é"*‘_?;'::;' A ARS

s S

reports could be used to provide detailed information on

questions raised by the CPU Utilization Summary or Exception
Reports; however, the CPU Utilization Plots would probably !
be the most used. Because of this, we recommend the plots :
be implemented before the other CPU Utilization Reports.

3.4.6 Exception Refinements

Similar to the CPU Engineering Reports, eight reports
would provide detailed information on questions raised by the
Buffer Usace, Output Queue, Line Notification, Line Utili-
zation, and Disk Utilization Exception Reports. Figures
3.46-3.53 show the format of these reports. Finally, the
Batch Queue Report (Figure 3.54) would be used to show the
ratio of time criteria batches to size criteria batches.

This report would mostly be used for system modeling purposes.

3.5 Implementation Schedule

The above reports are a subset of the universe of possible
reports for the LDCN; however, NAC feels they cover all the
key statistics in the LDCN's universe. The question of which
of these reports should be implemented may now be asked.
There is some rationale in implementing all the reports;
however, NAC feels that this would require FMSO to dedicate
extraordinary resources to the statistical package.

Assuming a more realizable, limited commitment by FMSO
personnel to the problem, NAC developed Table 3.1. This
table ranks the reports in terms of most important to least
important. Rather than order the reports in terms of
importance, seven levels of importance are given. This
latter approach is easier and somewhat more fair than a
total ordering of reports, since the importance of a report
depends on a number of factors which cannot be defined
precisely.
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After defining the various report levels, NAC then
attempted to correlate these levels to the latest possible
times the reports could be implemented without having a

major impact on the network by not providing "necessary" data.

PR ——

Thus management reports and operational real-time reports

should be implemented by system cutover. These reports would
allow the network to be tracked from cutover, and could be
used to calibrate network models. Within the next 6-9 months,
the other operational exception reports should be implemented.
These reports require "exceptional" conditions to occur to
be produced; thus to test them, the exceptional performance
limit of each item must be set lower than the normal perfor-
mance seen from the item. After the reports are checked,
the limits would be set to their proper values. Two additional
exception type reports should be available by the end of the
first year. By the end of the second year, NAC would expect
the LDCN to have implemented key engineering reports, although
we feel the traffic statistic plot and the message length
histograms should be implemented before this period if
possible. Finally, the other engineering reports basically
filter the data found above. Because of this, these reports
should be added to the statistical package only if they are
requested by LDCN network control center personnel, and/or if
they can be implemented easily along with one of the above
"necessary" reports.

Whether or not the above schedule is followed, a similar
approach to the problem is recommended for the LDCN statistical
package design team.
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POPULATION OF THE UNITED STATES (Tide)
BY GEOGRAPHIC DIVISIONS, 1960

(Populstion In Thousands) (hv[amilim)' o

PERCENT {Column
DIVISION ., POPULATION. OF TOTAL® Headings)
United States | 179,323 100.0 )
New England 19.509 . 59
Middle Atlantic | | 34,168 190
East North Central’ 36.225 20.2
West North Central 15,394 8.6
T Hswb)  (Body)
South Atlantic 25972 145
East South Central 12,050 8.7
West South Central 16,9851 9.5
Mountain 6.855 ' 38
Pacific ] 21,198 1ns i
*Percentage rounded to one doeimd plece.  (Footnote)
Source: U.S. Burssu of the Caneus, Statisticel Abstract of the Uniwd . ,
States, 1968, 87th edition, (Weshington, D.C., 1966).5.12. (Sourct Note)

Figure 3.3 - SAMPLE'-TABLE ~ =~ ~ -
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GENIRATED GRAPH
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PIG IRON PRODUCTION IN THE UNITED STATES, 1923-1830° ~ (Title)

o
.v_\g
" .ésw
_ 8
i gw
- E

1924

*Average Daily Production (Footnote)
Source: Iron Age (Source)

1927

. Figure 3.6 - SAMPLE GRAPH

1928

STEEL INGOT PRODUCTION IN THE UNITED STATES, 1925-1930

" Source: American Iron snd Stesl Institute

. 1925 1926 1927 1928 1929 1930

GRAPH 1

-

. THOUSAND GROSS TONS

1925. 1928 1927 1928

GRAPH 2

1920 1930

Figure 3.7 - IMPORTANCE_ TOT-_'AXI:S ZE!?;O"'POI"N'I"~
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" Figure 3.8 ; %
~ SUMMARY OF THE DATA PROPOSED FOR COLLECTION BY THE LDCN :
- I. Data for System Configuration Statistics ;
A. Terminal Logon, Logoff, and System Change
- 1. Terminal Identification 1
2. Password ﬁ
= 3. Terminal Type f#
a) CRT, TTY, or RIE 7
- b) Linespeed
c) Character Code
P d) Synchronous or Asynchronous ;
e) Buffered or Non-Buffered
2 f) Dial-In or Leased Line ﬁ
4, System Accessed :
L 5. Concentrator Accessed i
6. Time and Date of Action (Logon, Logoff, or Change) :
_ B. FEP, Concentrator, and Host Start-Up, Shut-Down, Failﬁre, Restoral |
o 1. Equipment Identification |
2. Time and Date of Action g
- C. FEP - Concentrator Line Status (Up, Down) }
1. Line Identification E
5 2. Time and Date of Action .
3. Operator-Initiated or Automatic : 1
D. FEP - Concentrator Dial-Backup Status (Start Use, End Use) =
- 1. FEP and Concentrator Identification
2. Time and Date of Actiom
= 3. Operator-Initiated or Automatic
= II. Data for Traffic Statistics
A. Date and Time Message Successfully Enters FEP
o B. Traffic Flow
1. Terminal Identification
2. System
- 3. Count of Number of Entries from that Terminal to that System
L During this Session - Message Number

3.27




Network Analysis Corporation

Traffic Type - Message Type
1. Terminal-Terminal
2. Broadcast

3 3. Program Type

a) Inquiry or Upquiry
- b) Batch or Real-Time
c) AUTODIN or Non-AUTODIN

" III. Data for Message Length Statistics
A. Date and Time Message Successfully Enters FEP on Input and Output

B. Message Type
: i C. Terminal and System Identifiers

D. Input and Output Message Length

Message Number

Data for Response Time Statistics

| = A. FEP and Concentrator Timings on Input and Output
m _ ) 1. Buffer Allocated for Segment
‘ = 2. Segment Successfully Received
t‘: 3. Segment Placed on Output Queue
; - 4., Buffer for Segment Released
B. Output Status Flag
v :’-5,, - 1. Output Blocked by A_nother Transmission
g;, 2. Output Stored Until Next Session

C. Traffic Load

Data for System Utilization Statistics

A. CPU Utilizations for FEPs and Concentrators
1. Overall Utilization by CPU

e 2. On a Module-by-Module Basis per CPU

B. Disk Utilization for FEPs (and Concentrators)
1. Seek Time

2. Processing
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C. Buffer Utilization for FEPs and Concentrators

p 1. Buffer Allocation and Restoration Times
D. Line Utilization for FEP - Concentrator Lines and FEP-Host Channels
= 1. Line or Channel Identification
2. Number of Characters Transmitted and Direction of Transmission
= 3. Number of Retransmissions on Line
4. Linespeed and Character Code
= E. Core Utilization for FEPs and Concentratoys

1. Programs
= a) 0/s
b) Applications
- 2., Buffering

VI. Data for Queuing Statistics

= A. FEP Output Queues to Hosts and Concentrators, Concentrator Output 4
Queues to FEPs
! = 1. Equipment Identification and Queue Number

2. Time Segment Placed on Output Queue
i. .-’ 3. Current Number of Entries on Queue
[‘ 4. Total Number of Entries on Queue ,
:, — 5. Time Buffer is Released E
* B. FEP Batch Queues
.%}‘ - 1. FEP Identification and Queue Number }
.ﬁ 2. Number of Items in Batch i
= - 3. Criteria Flag '

a) Batch Limit Met
b) Time Limit Met

Ky,
03

5 S L.
——

i o

VII. Data for Error Statistics
A. Terminal-Concentrator Line Errors
N 1. Line Identification
¥ - 2. Error Type
a) Message in Error - Retransmit

i
.4
PP S RT E

= i

b) User Requests Message Retransmission
-

3.29
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B. FEP - Concentrator Line Error
1. Line Identification
2. Error Type
a) Message in Error - Retransmit
b) Time-Out Occurred
c¢) Terminal Requests Message Retransmission
d) Concentrator Requests All Messages be Retransmitted
FEP-Host Channel Errors
1. Channel Identification
2, Error Type
a) Message in Error - Retransmit
b) Time-Out Occurred
D. Congestion Reports
1. Concentrator: FEP-Concentrator Messages
a) Concentrator Congested - Wait
b) Continue Transmission
FEP: FEP-Host Messages
a) FEP Congested - Retransmit After Pause
b) FEP Workload Excessive - Wait
c) Continue Transmission
Queues
a) NI Utilized
b) Queue Overflow
Other Errors Detected by FEP
1. Transmission from Host Queue N Lost -~ Please Retramnsmit

e ¢
N
d
w1
3+
K-
...
L«
<

NS

7 I

e

pregny
PG S

3

-
5
A

2. Three Incorrect Passwords Detected

3
»
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