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ABSTRACT

The use of appropriate pre-filrering in a clipper correlator yields performance
within 1 dB of that attainable by means of a linear correlator which utilizes
optimum pre-filters. A good choice of pre~filters are the Eckart filters for each
of the individual system inputs. These conclusions hold for smcll signal~to-noise
ratio and independent Gaussian noises at the system input.
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INTRODUCTION
The use of a clipper correlator (CC) for signal detection and localization
is a frequent occurrence. Here we wish to investigate the possibility of enhancing
the performance of the CC by pre-~filtering, prior to clipping. The linear
correlator (LC) with its own optimum pre-filtering will be used as a comparison
case. ‘f\ )

A block diagram of the system of interest is civen in Figure 1. Inputs
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Figure 1. Clipper Correlator

{, and i4 are given by

L, = or ) k=12
= (1)

where Si, is the input signal (if present) on channel k, and m_ is the
accompanying input noise. The pre-filters are characterized by voltoge-transfer
functions W, and the averager is characterized by weighting w. The clippers
yield outputs *+ 1 depencing on the polarity of their inputs. Thus system outpu?

2 = Jdt wi) sqn[x, €] sgn[x, 8], @

The time delay that is necessary in a correlator to line up the two received
signals can be incorporated in the definition of transfer functions H] or HZ'
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The waveforms x, at the outputs of the pre=filters will be expressed as

S * "
X = R ) K“‘,z.

4" @)

Since we assume that input roises Ny, are independent, zers-mean, and stationary,
filtor output noises Ny are also. And if input signal Sy is zero-mean stationary,
signal 3y possesses the same properties.

The LC is a special case of Figure 1, obtained by bypassing the clippers.
The derivation of the optimum pre-filters in the LC is given in Ref. 1 for
correlated Gaussian noises and arbitrary input signal -to-noise ratio (SNR). The
optimum filters are extremely complicated, are not too informative, and require
the detciled knowledge of the input signal and noise cross- and auto-spectra.
Due to the non-linearity, this optimization is not possible for the CC, except
via a numerical gradient=search approach. Accordingly, we limit consideration
to uncorrelated Gaussian noises and small SNR ot the input to the CC of Figure 1.

The measure of performance to be adopted for the system of Figure 1 is the
deflection critericn. We define

- _Change in Mean Output due to Signel
z Standard Deviation of Output for Noise-alone

efals+n}- Ef2IN}

[Var{zl N}]v' @)

For the LC, when the clippers are absent, the output of Figure 1 will be denoted
by the variable y, and the corresponding deflection by dy.

d

LINEAR CORRELATCR PERFORMANCE

The derivation of the deflection for the LC is presented in Appendix A,
for completeness. Under the assumption® that the averager effective duration

L is much larger than the effective correlation extont of the noises, it is shown
oW
in (A-6) that

*Tkis is in oddition to the ossumptions stated in the Introduction.
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dlc Rsi (O) Lw
1NN [depmnt )

where Rg (0) is the cross-correlation (for zero delay) of signals Sk at the filter
outputs, N,‘ls the noise power of the output noise M, from filter H, , ‘Dx is
the normalized correlation of Ny, and

b !Sdt wl't)]z

fdew'® (6)

Relation (5) helds for arbitrary signal and noise statistics and SNR,

In terms of the inputs to the system of Figure 1, (5) can be expressed as

. L LS onee, O
J (0,01 w0 Gr“ Gﬁ@) @)

Equation (7) indicates that the oniy relevant quantity cbout the filters is the
product HEOHT) . Also the detailed input signal and noise specira, not
merely their total powers, affect the deflection.

Application of Schwartz's inequality to (7) immediately yields
%) ?

&, W] _ ¢
3'Lqux )‘d”' &

This is the maximum attainable deflechon, and can be realized only if the pre-
filters satisfy
(#)

For the special case of

5,8 = 58, @)= (- ), (10)
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then

C%(.‘,), €= 6.6 explizrfzy), ()

and (8) yields

‘g (l)
- L @"’(nei;’(e (12)
a particular solution of (9) is then
h ®
[Py el
H, ) ex '2"":1’4) H.6) = -

¢ el pl- ) (13)
The filters in (13) are the Eckart filters (Ref. 2) for the individual inputs in
Figure 1; the delay Ty in H] is necessary to line up the particular signal forms

n (10).
CLIPPER CORRELATCOR PERFORMANCE

The derivaticn of the deflection for the CC is presented in Appendix B,
under somewhat more general conditions than assumed above; they specialize to

dx - ?s; (0) Lw
* N, Ny fdransin{f, e} are tinif,(d} (14)

for the cose considered here (see (B-10)). An immediate observation to make is
that d is upper-bounded by the LC quantity d’ in (5); this is proved in (B-11) -

(8 ]5) The factor
I&t Avcsmz{h))] annnfg,lt%

o feppl Jh
indicates how much the CC falls below the LC in performance os measuraed by
quantity d . In Ref. 3, pages 5, 6,ond 14, representative correlation functions

are sfudned and values of 10 log Q, in the range 1.20-2.06 dB were realized;
furthermore, it is shown in Ref. 3, Appendlx B, that the minimum value of 0 dB

is possible, and that values of Q ngmfimnfly above 2.07 dB may not be possible.

e~
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If we require that the CC output deflection be ider.tical to the LC output
deflection, by increasing the input SNR for the CC, it is seen from (5) and (14)
(since R;n(d is proportional to the square of signal power) that the CC requires

5 log Q] dB (16)

more input SNR than the LC. Thus, the CC requires 0-1.04 dB more input SNR
than the LC to realize the same output deflection, the exact amount depending
on the shape of the correlations in (15), but not the bandwidths. (A common
scale change in the numerater and denominator of (15) cancels out.)

The considerations above have compared the deflections of the LC and CC
for arbitrary filters H,. We now wish to specialize the filter choices to those that

are optimum for the LC. (The problem set-up for maximization of d3 is discussed

in (B=17) - (B-22)). We adopt the signal model of (10) and let T;=0 for
convenience. Then (B-24) yields

P 3
dt w L,
) (17)

2
where A-\n is given in (8), and

0 = fdr a.c,'m&l(r)} Qrcs'mf‘z, 12 _
I PR ' s

the quantities Qx are the normalized Fourier transforms of the signal-to-noise
. A W Y - iy
pectral ratios, ((—)/G-“ (P in the k-th channel input:

L}

o JFenmd @O/
B PO /aR 19

It therefore follows from (17) and (8) that if the optimum linear filters for the LC
are used also for the CC, the CC requires an increased input SNR of

5 log 02 dB (20)

in order to maintain an identical output deflection to that of the LC. Thus, as
above, CC losses in the range 0 - 1.04 dB with respect to the optimum LC occur.

- — .
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This degradation is slight enough to warrant use of the LC optimum filters in the
CC as well.

COMMENTS

Although the pre-~filters have not been specifically optimized for the CC,
less than 1 dB degradation can be expected in most practical cases, with respect
to the optimum that can be realized with a LC. The additional gain that could
be achieved by an optimization of the filters for the CC itself is probably a small
fraction of a dB and not worth the effort, considering that the optimization would
have to ke accomplished separately for each new set of signal and noise spectra.

For correlated input noises, the optimum pre=filters for the LC, which are
derived in Ref. 1, could be used in the CC as weli. (Their performance has not
been investigated.) The difficulty of optimization for the CC probably precludes
any other approach. If a bandwidth constraint on the filters is also imposed,
the nuraerical optimization problem could be a formidable time-consuming task.

For larger input SNR, the analysis for the CC would have tc be generalized,
and the signal statistics would have to be known, such as Gaussian, for example.
These effects on the deflection have not been investigated.
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APPENDIX A
DERIVATION OF LINEAR CORRELATOR PERFORMANCE

The LC is available from Figure 1 upon by -passing the clippers. The
system output is then

Hzf&wlex,k)x.lﬁ. (A-1)
There follows, using (3) and the assumptions listed in the Introduction,

E]y|5¢n) = [ St wh) E{(s, B+ ][5, 0+ m ]
= [dtwBHR; (0. (A-2)

The signal need not be Gaussian.

It follows immediately from (A-2) that E{Blh&= 0. The variance of y

is therefore

Var?le} = E{ 5l}N-} = ﬂdu&v wii)w(v) Eiﬂ.(w) n (Y ny(v) n.(vﬁ
z gch dv \v(u)wlv)E.{n,(u) n,(v)} Ei"l(")"z(")}

= NN, ffdu dv wlu)w(v) /, (u—v)(o,(u-v)

(A=3)
NN [de b D) ke,

where

o, < :fé{: witw(t-T). (A=4)
Now if the averager effective duration is much larger than the effective
correlation extent of the noises, (A-3) becomes

Vorlyin) = NN, 6,9 [d p1f0) Aule)
R[50 (4l (-5
10
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[ , : 2
G Change in Mean Output due to Slgncﬂ
Yy ° Variance of Output for Noise-alone

R0 La
N' M" fdtrl 'r)loz (-O ,

where L\V is defined in (6).

(A-6)

1
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APPENDIX B
DERIVATION OF CLIPPER CORRELATOR PERFORMANCE

The CC output is given by (2). Therefore

Efz|5+4) = [dt wh) Efsqnl (] s 1] 6-1)

Mow the average in (B-1) is, from (3),

Efsan[s. 0 + w1 sgn[s, 10+ )
-‘-5:[[( ds, dsz dw, JH,San[SH' VI-,} Sgn[S;‘Hh]P(S., 5;)?|("') Pa{”x)
- [fds, s, 15, 3)[1- 2R -2, -2

where T is the cumulative probability distribution of noise M. For small

SNR, the signal joint probability density function pls,s%) peaks near the origin;
thus 1-2B.(-8) does not vary significantly where P(b.,s.) is non-zero. Accordingly,
we approximate

I-27.05) = 1-2R042p05 fr S near 0. (8-3)

MNow the noises have zero-mean; if they also have symmetric density functions
around zero, then P.(9=%, and (B-2) becomes

4 plOp(9) [ ds, ds 5,5, plsy )
= 4 Pp (0) Fx(o) Rgn(O), (B-4)

The general result of (B-4)(for small SNR) is now specialized to
Gaussian noise. Then

-%
Pl = (211-&) oﬁr(- ﬁ}% (B=5)
and (B-4) becomes
2 R3 (°)
= W . (8-6)

12
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Therefore (B-1) is given by
Efe|own] - ot ) 22l ®-)

It follows immediately from (B-7) that E{i’N} 0. Therefore
VOrEEIN} = EE?I’N} jf dudv wiv)w(y)

E Z:U n[n,(uﬂ sgn [n,{u)] ssn[n,(v)] SJWL"‘(V)]}
= (;—,Z:ﬂj‘&u dv wlv) wlv) are a'mzro, {u-v)} are S)wé&,/u—v)}
= (2) [ &) aresinlp, ) arcsiipu e, (8-8)

using the properties of the independent Gaussian noises and (A-4). And if
L, in ) is much larger than the effective correlation extent of the noises,

VGY?E)N} B (%'yf(}‘t in f&)fdrovr s'mi/, ft‘)} are CSnE{._ /T)} (8-9)

The deflection follows upon use of (B-7), (B=9) and (6) in (4):

dz - Ksl“lO) LN .
& NN, f&t are s'mv, h':)} ave J'mf/a, 1‘6} (8-10)

We now wish to show that

f&t arcing) h.%omsm ff lt)}

£ ? 2
@ IEPETYT | (®-11)
for all r’| and {0, . To do this, we expand
L(
Orcsinij_lt)} J f‘t‘) + 2 '(t)) (B-12)

where a >0, all & . Therefore, the numerctor of Q] equals

Jdep i (o) + R (6-13)
!

where R ic composed of terms of the form

(de . R A - [de b, c,9 =
|

13
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with positive coefiicients. Now (B-14) is equal to

[ BPCH = [H[p, o, 0! Rl ha, ;86 H], 3-15)

where B {flond G} are the Fourler transforms of Ak and G respectively.
But since B§) and C,if) are non-negotive, being the Fourier tronsforms of A, o)
and Ao respectively, (B-15) is obviously non-negative. Therefore R 2 0 in
(B-13), and (B=11) is proved true.

A bound on the worst possible degradotion of the CC relctive to the LC hos

not been attained for generol /, and /l . However for the case of /,h:) zﬁ(t-),
we can show that Q, s(w/z)' 3

arcom'{x} (Ex) for bl (B-16)

Substitution of (B-16) in (B=11) yields the desired relotion. The moximum
difference in input SNR for the CC is therefore 1.96 dB relative to the LC.

The deflection in (B=10) is in terms of quontities at the filter outputs. To
relate the deflection to the input statistics, and to indicate the problem of
optimizing the filters in the CC for maximum deflection, we let

A = Hlf) [G @/N.]Y', K= 1,2. (8-17)

Then
JH RO =1, k=2 (8-18)
i lt) = j&F%r(iZw#T)IAK(F)r, k=12 (B-19)
R.,l0) = VNS [ 4 CEAPATE), (8-20)

where

Gr';’,ﬁ)
[&hned ¢

C) =

(8-21)

14
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Then (B-10) can be expressed as
£-1 5 comonre) |
© fdta“ ’“H*‘ Mim\h,@r} awsingJ C’P('H‘)‘A!mr} (8-22)

The dependence of the deflection on general filters can be investigated by
means of (B=22) in conjunction with (B-17) and (B-21).

The optimization problem for the CC consists of choosing compiex functicns
A, and such that (B-22) is maximized, subject to constraints (B=18). (It is
inkeresting to note that the individual signal and noise spactra are irrelevant
exceptinsofar as they enter via the single quantity C(f) in (B-21).) The
maximization of (B=22) is very difficult, even with computer aid, and must be
accomplished numerically for each C(f) of interest. Since a simpler approach,
which comes very close to the performance of the optimum LC, can be found,
this tack is not pursued further.

For the LC, and for the signal model of (10) with Ty=0, the optimum filters
wore given in (13).  Substitution in (B=17) yields

/62 ) T‘_
feelw)/ el ®

And substitution of (B~23) in (B=22) yields, with use of (B=21), the deflaction
for the CC as

0] 5 2
2oLy \(:fr(FZ] (drq, 4,10 _ e
G.,“‘ n,q’) f&rami-{cbk)}aycs'm{%‘fc)} @,
(B-24)

A= (8-23)

where
. L8 et & 0/G) )
L PPy A R 629

Thus the CC requires an increased input SNR of 5 log Q,, dB in order to maintain
the identical output deflection as the LC, when both use the optimum filters
appropriate to the LC.

15
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