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1 NEK TWO-SIDED ACCEPT AUGE RFCION FOR SAMPLING BY VARIABLES 

by 

George J. Resnikoff 

I.  INTRODUCTION 

In industrial acceptance sampling, the classical procedure, so-called 

inspection by "attributes", is to classify each item of a sample drawn 

j from a lot of manufactured items as defective or non-defective, and accept 

or reject the lot according to whether the proportion defective in the sample 

| is small or large. 

) When ihe ^la&öification into defective and non-defective is made ~n 
t - 
I the basis of the measurement of a variable quality characteristic, inspection 

,">; pirns based on these measurements are called "variables" plans» Suppose r 

ittm is considered defective if the measurement exceeds a given value U, and 

suppose that the distribution of the measurements follows the normal '^w« 

A sample is drawn from a lot, the quality characteristic of *?aci ite- in 

the sample is measured, and the mean x «nd standard deviation s of the 

sample measurements are computed. If the quantity x + ks is less than or 

equal to U the lot is accepted; otherwise it is rejected. The constant k 

is chosen so as to effect certain desired characteristics of the plan. 

Graphically, this is equivalent to rejecting if the point (x,s) lies to 

the right of the line x+ks « U„ The criterion, accept if x+ks ^U, is 

called a one-sided plan. Since inspection by variables makes greater use 

of the information concerning the lot than does inspection by attributes, 

whenever the testing of the individual items involves measurement, variables 

p.lans require smaller sample sizes to furnish the same degree of protection 

than do attributes plans, except for the case of sample:* of size two» 



Two-sided Inspection plans in acceptance sampling by variables are 

applied to the cases wherein manufactured items are considered defective 

if a measurement of the characteristic which defines quality lies either 

above some upper limit U, or below some lower limit L. For example, the 

constants of resistance and capacitance of electronics components such as 

resistors and condensers may be specified with permissible tolerances on 

either side of the specified value, thus indirectly defining upper and lower 

limits, or the maximum and minimum dimensions of a machine part may be 

specified directly. As in one-sided plans using measurements on a variable 

quality characteristic, a relatively small sample is drawn from a lot, and 

the quality characteristic for each item is measured. The mean x, and the 

standard deviation s, of the sample measurements, are computed. Graphically, 

if the point (x,s) falls within a certain region the lot is accepted; 

otherwise, it is rejected. 

In applying an acceptance criterion, the acceptance of some lots 

containing defective items is unavoidable, unless 100 per cent inspection 

is used. The probability L of accepting a lot with proportion defective 

p is a function of p. The graph of this function is called the operating 

characteristic curve (00 curve) of the test procedure. If a lot with no 

defective items is submitted for inspection I* - 1, that is, the lot is 

certain to be accepted. If a lot in «hich every item is defective, it i3 

certain to be rejected, and L_«0. For any other values of p of submitted 

lots L lie3 between 0 and 1. 
P 

For fixed values, the pair of numbers (N,k) defines the test procedure 

uniquely, in the sense that the plan has a single 0G curve. This curve 
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differs with each different plan, but for any one plan the location of the 

points of the curve depends only on the lot proportion defective. It is 

clearly desirable for users of a sampling pj.ar to know its QG curve since 

All existing two-sided plans have the disadvantage that the probability 

of accepting a submitted let with given proportion defective p does not 

depend on p alone, but is also a function of the actual lot mean u, or 

equivalently, on the actual division of the proportion defective into 

components lying above and below the specification limits Ü" and L. ?or 

this reason, it is not possible to compute a single OG curve giving the 

operating characteristics cf a two-sided plan, Such plans do not yield 

a constant probability of acceptance for given proportion defective, but 

rather a spectrum of probabilities. Computing OC carves for all possible 

divisions of p results in a band of curves. 

The two-sided test procedure described in this report is a graphical 

method. The decision as to whether to accept or reject a lot as a result 

of sample data is made by plotting a point on a graph. If the point lies 

within a closed region of the graph the lot is accepted. If the point lies 

outside of the region the lot is rejected. A typical region is shown 

in Figure 1. It may be seen that the upper boundary consists of three 

segments, two straight lines, and a curved portion. The straight lines 

correspond to one-sided tests x + ksf=U, x~ ks^L, Thus there is 

established, in a natural way, a unique correspondence between a one-sided 

test and a related two-sided test. Just as the pair of numbers (N,k) 

w 

i 

I I 
1"" i 
i   I 

the operating characteristic provides a basis for choosing an existing I 

inspection procedure, as well as describing the long-run results once 

the plan is put to use. 1 
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characterize a one-sided test, the same numbers (N,k), together with the j . 
i 

graph of its boundary, may be used to define s two-sided t9st. provided 

the following conditions hold* 

(i) The band of 00 curves due to all possible divisions of the 
i 

proportion defective is so narrow as to be, for practical purposes, a single 

curve. 

(ii) The 00 curve of the related one- sided test closely approximates 

the OC band of the two-sided test. 

For a two=3ided test procedure to be useful only fche first condition 

is needed, since any one of the OC curves could be computed and used a3 an 

approximation to the others, for example, the OC curve for the case of 

equal division of the proportion defective into components abo/e U and 

below L. However, the labor involved in obtaining 3uch OC curves is 

consider bly greater than the labor required to compute the OC curve for 

a one-sided plan« Moreover there exist collections of one-sided plans 

published together with their OG curves. Honce, if a two=sided procedure 

also satisfies the second condition it is only necessary to furnish the 

boundary points of its graph and the numbers (N,k) of its associated 

one-sided plan« The OC curve of the latter can be used as a very close 

approximation to the OC "curve" of the two-sided plan. 

This is the point of view adopted in Sampling Inap<?c.t3.on by Variables., 

by Bowker and Goode [l]. Charts of OC curves for 160 combinations of N and k 

are given. Corresponding to each pair (N,k) a set of points for the central 

portion of a two-sided region is tabled. To construct the region it is only 

necessary to draw the lines x+ks-U, x-ks»L, plot the points given in 

the table, and draw a smooth curve through these points. The OC curves may 

1 
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then be used for either the two-sided plans or the one-sided plans or for 

both. 

Section 3 of this report contains data which indicates that the two- 

sided acceptance procedure presented here does have the properties (i) 

and (ii), stated above. A wide range of sample sizes N=3, 25, 50, and 

100 have been investigated. For each of these values of N, two regions 

corresponding to different values of k have been studied. A 5 -point 0G 

curve is found for each of the 8 regions, for aquai division of the 

proportion defective. Several additional points in the 00 band for each 

region are computed to illustrate the closeness of these points to the 

corresponding points on the associated one-sided 0C curve. It may be seen 

from these tables that for practical purposes the probability of acceptance 

for a let submitted to such an inspection procedure is virtually independent 

cf the division of the proportion defective.  Comparison of the points of 

the 00 bands of the two-sided regions with the corresponding points of the 

one-sidsd plan3 bears out the contention that the latter's 00 curve may be 

used as a very good approximation, since, for practical purposes, the 

differences are negligible„ 

i 

Additional considerations which indicate that this sampling procedure 

leads to a satisfactory test are the following  (i) if the lot is actually 

one-sided, that is, all of the defectives are due to measurements of the 

quality characteristic exceeding only one of the specification limits, then 

the probability L of acceptance of the lot is nearly identical with the L 
P P 

of the one-sided test;  (ii) if we take the lower limit L equal to -oo, 

that is, we are in the case where we have only one specification limit, tht 

estimate of the lot proportion defective p on which the test is based leads 

MBlliMM 



to the one-sided test x+ks ^U,  (ill) the estimate of p which is used 

as the basis for the test procedure has minimum sampling variability among 

unbiased estimates of p. 

Section 2 contains the analytical derivation of the test procedure and 

of the estimate of p on which it is based. This derivation is based on 

the references [2] and L3l in the bibliography. 

2.  A TWO-SIDED ACCEPTANCE REGION BASED ON AN OPTIMUM ESTIMATE OF THE 

PROPORTION DEFECTIVE 

2ol An Optimum Estimate of the Proportion of a Normal Population Lying 

Outside a Fixed Interval 

It has been sbowa, as a consequence of a theorem of D. Blackwell 14.], 

that if p is any unbiased statistic for estimating p, that fraction of a 

normal population lying outside a fixed interval (L,ü), then the conditional 

expected value of p, given the aiiffirtfant statistic (x,S ) is also an 

unbiased estimate of p, having variance less than or equal to the variance 

of the original estimate p. 

By a theorem of K„ L0 Lehmann and H. Schaffe [5], p is unique, i.e., 

no matter what unbiased estimate of }  one starts with, the conditional 

A 
that p has a minimum variance among all unbiased estimates of p» An example 

of an unbiased estimate of p is that proportion of the observation« in a 

sample which lie outside the interval (L,U). Another example is the 

statistic p defined in the following paragraph. Because of the uniqueness, 

both of these estimates lead to the same value, p. 
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Let y be any one of a sample of N > 2 observations (x. ,x2, ...,XJJ.', say 

x,, and let p be the unbiased estimate of p defined by 

p(y,x2,x3,....xN) - 0  if  L^y^U 

Let K 

x - / 

1  otherwise. 
N . 

HI u±~ ^ 
—\<J 

N 
S" 

N 
i-1 

Let g(y,x,S2) be the joint density of y, x, t ;d S , and let h(x,S ) 

be the joint density of x and S^. Then 

p - E(pix,S2) - Pr(p- Lix,52) » l-Pr(L-.iy^Uix,32) i. 

ü L .     2 

£-1-  fffyix,S2)dy -    /     ^^^ 
* i       h(x.S*) 

_     o 
It is w^ll loiown thst h(x,S  ) is given bys 

1       h(x,S2) 
dy    . 

• 

rs 

h(x,S2) 

v2 - -^(NÜ-p)" ' Iffi 

N- 
fM> \~$-i ^-^2772-     gf^ 

- 

,* . 

| 

I 

To find fCylXyS2)-*--5***?--    it ij ne ;   ssary -to determine g(y,x,S  ) 
hCxjS", 

and divide by h(x,S  ).    To do  Lils, couside    the .loict density of the sample. 

This may be expressed as the j>dnt density of y ..id x-',S/'*   /-••> 

N 
p.' 

/,    II-1 
2L 
Sri: 

i»2 

This expression is the folleHng 

N     ,        "x2 

^      N-l 
t- 4 

" 

E 
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v, 

/ 
I (Z^J2 

WbT<r 

N-i >-,      \2 

 {H-l) 2     20-2 

&0) 2    Ä) 
(s/2) 2 

with the range of <he raiiables being 

- CD <• y — oo 

• 

-<- X'   -«^  CD 

• 

-- . , ':-•'• " 

No^ we inak'n. tin, A.**- - To/nation 

,-• v'    :: - JE?
1
 *-    :-V:- 

:•   - 

Ö    - S      " N-l 
N 

fK-lV 
(x- y) 

y - 7 

UndCi' this tran? ,Vrmation the density becomes 

K4S 
2    N       ,-       x2 __N  )   2      a    2CT^L 

-£7£-(x»y.) 2f e 

»a)2 + 

,2    N N ^2^ 

1 *    (N-ir J 

iere 

N^N-l) 2  
N-2 

r(li~2)crN(N-i)2(2Tr)(2) 2 

and the rarge.' of the variables a^es 
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-oo-^ y -=c OD 

-co«^ x «z. oo 

0<S CD 

Now we divide this expression g(y,x,S  ) by h(x,S ) and obtain f(ylx,S ) 

n(^)(N-l)" 

I 
2 

f(y|i,s ) - 
VW r(^) 

/ \  /    2 

If we nut 

2        H    .2 _ "\ 
3        N-l Z. 

/        "N2 
T 'x.- X; 

N-l 

and 

.5  ...     + * -*—•?—• 
2    2 sf~N-l 

then since -ln= --" y•• ^-1 we have O^zsSl; heaee we obtain the density 
S^ N-l 

N N 
of the random variable s as a Beta density, with parameters ~r 1,  ~~ 1 

i 

! 

g(z) 
Piitai 

N 
-2 

r(fc2) n(t2) (1- z) 
2    * 0s£ 55-Si . 

Hereafter we shall denote • (z)dz as   pdB{|- 1,|- l) or   P"dB> when there 

is no possibility of confusion or ambiguity. 

Since p-Pr(y>Ulx,sÄ) + Pr(y<-Llx,s"), then 

P " foiZ<-H    »(N-l)   ;+ Pr(z"2    2    safe ' __ 
mil ifiiffi rn 1   1 fefflji B^cC0'2   2    aW& ^X[Ü'2" 2    s(N-l)  ] 

/ dB+   / dB 

0 0 
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t  (N-l, 4S- K ,L ) 
_fi 

4¥ 
-»--»- 

Hence the one-sided test criterion x ; ks -^tJ is equivalent to the criterion 

p -£-p* where p* is such that 

B i   4i 
p*      2 " 2(N-l) 

f 

2.3   The Two-sided Test Based on p 

U-x 
It can be seen, from the range of the Beta density that if     jjl^~> 1* 

3 V~N 
N-l i.e., if x-^U-s T^ then there is no contribution to p from value» of 
1 N 

— -      N-l 
x lying above Ü. Similarly, if x ^L+ s -j* , there is no contribution 

N-l N-l - 
—* «ex -^ L+ s ~/==• values of x beyond 

A' N 

r 
from below L.    If, however, U- s    r— 

A 
both limits contribute to p. The boundary of the region will thus consist 

of three sections, each section corresponding to a range of x. 

In the first two cases one of the tests x + ks -^.U or x-ks^-L 

applies. In terms of p* these tests are 

U 

" i 

x+ (1-2B Ji 
N- 

fl 
:- (l-2B JE N- ^L 

We thus have? for the two end sections of the rsgie^; the lines of the 

one-sided test: 

U- 3L1-L 

If U-s ^r^- < x •*• L+ s ^   both sides contribute.    In this case, let: 
H N O 

L2~2    s(N^TT L2    2    s(N-l) 
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Since we are at the boundary of the acceptance region if p»p*, we are on 

the boundary for all values of p> and p" such that p' + p" - p». 

Let 

B  .1.1 (Prtf^H 
Bp/  2 2 s(N-l) 

B  .1.1 Ü-L)fK V  2 21IHT 
We may solve these equations for x and s and obtain: 

,  > rr ü(l-2B J - L(2B - l) 

s - 2Gr-^B^nra       x    2(i- V"V 
All such points (x,s) which are solutions of these equations, for all the 

partitions of p* into p', p", are points of the central portion of the 

boundary. 

The complete test, accept if £:£?*,  is equivalent to a sample point 

(x,s) lying in a region bounded by the x -axis and the three sections. 

(i)    The line x - L + (1-2B-)s ^ for      L<x<L+S 
P        V N 

t 

/.=\       m,..     v..    Z_TT._    h-OR        Yd   ^*    fQT«    TJ-2"^    X^U 

/..,,\      m^,        j.j. ^»J   V,,r   T,/    arxA   rs"   for   L + S <•    X <^ U - 8     wherf 

M  n •*•* \     INI^
3
 1 

J-o    is tue j.nuor£>ouoion or X
-

JJ+S    ,— aau *.    - p*      ^f« 

• 

. 

(U-1)(1-2B „) 
. .-:»._J J.1--X   c ,_£-—        T« tewns nf the oi/isinal one-sided 

PC \ X  •*•*   -M. / 

test criterion k, the straight lines forming part of the boundary are 

U-x   ,     xrii s • T^  and  s » 

The value kV%S corresponds to thw Sät criterion accept if p ^R*s 0. 

For this value the region is simply the triangular region bounded by the 

1 x  «axis and the lines s-^f^1 , s-^0 . No two-sided region can 

- 
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N-l can be constructed for k ~P~ ~p=-, where the region is based on the optimum 
V N 

• 

A estimate p.. This restriction ia of no consequence except for very small N. 

For N=25, for example, the maximum k is 4-.Ö which corresponds to a one-sided 

test criterion which is so strict as to be of no practical consequence. 

Existing collections of one-sided sampling plans which have been examined 

use a maximum value of k-3+ for sample size N-25. 

Except for the cases N=3 and N-4 it is not possible to give a siaple 

analytic representation of the curved part of the boundary. A graphical 

representation of a typical region is given in Figure 

: 

, 

2<,4 Detailed Step-by-Step Construction of the Stanford Region 

(i) Choose a one-sided sampling plan defined by K and k. 

(ii) Compute B ~ - £- 1 7if-rf • 
p   <: 6   v»-J., 

(iii) By interpolation in a table of the Incomplete Beta Function, 

B(-- 1,|- l), determine p*. 
• 

(iv) Partition p* into p', p", such that p' + p" - p*. 

(v) By inverse interpolation in the Beta table find B , and B m 

(vi) Solve for x and s in the equations 

r-    - TT/-> ^r>   N   T /-in ^  \ 
(P-L)VK     - "^-*y ^*v° *•> 

2(1-B -B XH)  X * ~2(l-B  -B ) p'  p" p'  p- 

(vii) Plot the (x,s) points, and draw the lines "*, Xjk Sufficient 

points should be plotted to obtain a smooth curve in the interval 

"" 

2„5 A Simplification in Applying the Plan 

An obvious simplification is to construct the two-sided regions with 

U-l, L=-l„ One computes the sample point (ax+b,as) instead of (x,s) and 

i 
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i 

s 

r 

observes whether the point falls in thä.s region defined on the interval [-1,1]. 

The constants a and b are determined by the equations 

aU-' b - 1 

aL * b - -1 

where U and L are the actual limits which define quality. 

In this way a two-sided region can be associated with every one-sided 

plan independently of the limits Ü and L. 

If several lots with the same specification limits, U and L, are to be 

inspected it would probably be more convenient to construct the graph of 

the region so that x and s are plotted directly^ The procedure would then 

be as follows. 

ä 
1 

i 

-sided 
i 

(l) Compute a and b from the above equations. 

1*? 
(2)    Subtract from each point for the x -axis the constant b, and 

divide by a. •» 

(3) Divide each point for the upper boundary of the curve by the 

constant a. 

The lot is then accepted if the point (x,s) fails in the region. 

206 Stanford Regions for N-3, N * U . 

i 

• 

- 

For the special cases where the sample size is 3 or U,  the analytic 

expression for the boundary of the region has a rather simple form, w^ver, 

it can be determined without reference to the Table of the Incomplete Beta 

Function, and can be expressed simply as a function of x,s, and k„ In the 

derivations given below, U is taken to be unity, and L»-U0 No loss in 

generality for the region is caused by this since one can always make the 

linear transformation given in Section 2,5. 
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For N=43 the region is a trapesoi , the curved portion reducing to a 

line s =» constant. This nay be seen by Considering the Incomplete Beta Function, 

N 
with parameters ~- 1 - 1. This is 

I 
0 

dt * x 

Therefore E ^=»2*, and t-'iking U*-I} L«-l p- - - 

p ---maxt0,2- 3g ; + m«- - >2 3S ' 

If p-p», and the test is one-sidee", one of the terms is zero and the other 

equals p*. say the second term i;. zero, then 

1 _ 1-x 
3s 

2 (1-x) 

p* 

3(l-2p*) A. 

From this it can easily be seen that p* -  ^» - oin.ee 

1-2B 

*  i-0-»      •L"p,r 
then   ö 

At x-1- S . 

This region is sketched in Figure 2, 

For N-3, the region is derived in the (x,s ) -plane for simplicity. 

Again ü is taken to be unity and L--U. 

In this case the Incomplete Beta Function has the form 
x -,: 

coa (1- 2x) 
TT 

p- S(oi cos"1 ^ *f'*? + ^Ö?i coa_1 4^ *l^ 

, 

*•-_ 



TWO-SIDED ACCEPTANCE REGION FOR N-4 

, 

S 

s = 3+2k 

-> X 

3 +2k 3 +2k 

i FIGURE 2 

i 
j 
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Let   4^ ?^ - Ö-.    ^r2 3Li"i - 0., then cos 9, + cos 6„ - —^ .    If 23 1"      2       s <:' I <cs 

P= p*, then «., -«- 9„ w TTp*. 
/ß l- v       $3 

If the test is one-sided,  cos *T p* - -r* *—* - -=**k ; hence 

k • "7=1  COS TT p* „ 
I 3 
If we make use of the two equations 

COS   9. + 303   Qn   •   J—* 
1 da 

V92~P* 
we obtain for the curved portion of the region 

1-x - 1+ sin 2    V 3 °     1 * cos rrp 

. 

If for cos ITp* ige  substitute ~^\   and simplify, we obtain for the 

entire region 

(--2 I    li2   \ 
2 + N1 3k   2 - 4~3k   I 

for -1 + S<^ x<i-S 

^  ;\2 

3    ~   ( 'hrS ) for 1- a -< z <1 •2 - m 
The intersection of the first two equations gives the value of 1- S~ , 

and is easily determined if a numerical vslue of k is given. 

A sketch of the region for N= 3, k* ^ l/3 is given in Figure 3. 
- 

NUMERICAL RESULTS 

3.1 Tables 

A 5 -point operating characteristic curve for each of eight two-sided 

regions is presented. These curves are for equal division of the proportion 

defective. In each case they are compared with the OC curves of the associated 

IT Mimt TTTn flTfl 18  
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one-sided test (N,k). Comparison of the two indicates that, at least for 

the case of equal division of the proportion defective, the OG curve of a 

one-sided test may he used as a very good approximation to that of a two- 

sided test. 

In addition, for each two-sided region, and for each fixed p, the 

probabilities of acceptance, L , for 3 possible divisions of p into (p',p"), 
P 

are given» The results indicate that none of the curves of the two-sided 

region's band of OG curves differs widely, for practical purposes, from 

the OG curve of the one-sided test. 

The range of N, from 3 to 100, and the use of two diverse values of k 

in each case, bear out the contention that the property indicated in the 

two preceding paragraphs is independent of the choice of the test, 

N-l 
provided tnat k-fe—T* . 

;N 
It may be noted that with each pair (p^p") there are given two 

numbers p and CT„ ^ince without less of generality we may take the lot 

speuiiics^iwn  J.IKU.'VS   \>o  oe   v-i,j.,',    wises   values   Ut   aim VJ     arc   L-UC   IUU mean 

and lot standard deviation which, for fixed p, correspond to the division 

of p into p', the proportion defective due to the lower limit, -1, being 

violated, and p"* the proportion defective due to the upper limit, tl, 

being violated. I 
3.2    Detailed Gonstrv^tion of a Two-sided Acceptance Region 

To illustrate the construction of a two-sided test, suppose that a 

lot of .-nanufactured articles  is considered acceptable if the per cent 
i 

• 

. 

defective Is 1.52 or ies;> and unacceptable if the per cent defective is 

5.92 or more, and suppose tho maximum producer's and consumer's risks are 

each 10$. ; 
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§ (i)    The first step is to find a one-sided plan (N,k) whose 00 curve 

passes through the points  (p, ,L    )« (.0152,.90) and (p~;,L    ) * {O0592,„10), 
J-    Pi *    Po 

The procedure for obtaining N and ic is given in detail in T6J, hence cnly 

the result, N = 50jand k= 1.8714 is given here. 
I 

i    i 11   V~N k        •5!&£ö 

(iij    Next one computes Bi**-4 "ITT^ " EÄ2I4. 

(ill)    Calculate p* from  bhe equation    /p    tp"1(l- t)q~Adt • p* where 

N P* ff 

T) a» Q =a — * ]_ » 24. To obtain B*v.. one mav use Tables of the Incomplete Beta 

Function [7], In the notation used there B  »x and p*»! (o,q)<. 
p* x 

For example, if B » were the tabled argument ,40, one would find 

x = „4-0 in the first column on the page headed q=24, and read I ,„(24,24) 

,081376$ r the column headed q*24. In our cs?« B  = l=ÖSfe4 is not 

tabled and it is necessary to interpolate. The result obtained is 

p* » ,0289344. 
- ^ 

(iv) Next, the value of p* obtained in Step(iii) i>s partitioned 

, *    #. *  * 
into several pairs (p-,,p2) such that p_+p-"p*. Judgment must be 

must be enough pairs so that a smooth curve may be drawn through the points 

* » 
(x?s) obtained from the pairs (p.,*?.-,)» Secondly, they must be •-.hosen so 

that the resulting points (x,s) are spread enough to enable one to draw the 

««•Mr»^ rtn-•-rr=     T+ «4 1 "j  n.n'k.V1n V.,-.  U .•*„.».  4-.. 1—  _  <•««. _.*.^i-j ,  *»;...,-.+• -i 

then go on to the remaining steps of the construction, returning to Step (iv) 

* 
as needed» It is also advantageous to choose p from as many of the tabled 

values in column x as is possible, in order to reduce the laoor of inverse 

interpolation in Step (v). 

1 
1 
i 
1 1 
B 

1 

• 

1 
1 
1 

i*    p-1, vq-1 * , 
(v)    New B      is such that    f\ t^Cl- t)q" dt-p        In Step (ii) 

Pl 0 
B     was known and it was required to find p*.    In the present das© p   and p^ 

ST jL £* 

LL 



- Li_~Li£__,. ; 
f 

are known and it is necessary to find 3  and B „. This is done by using 
P?    P| 

the table inversely with the column headed p»24. as the argument and the 

column headed x as the function. For example, if p" is the tabled rslue 

.0603716 then B = .40. Fur those values of p., and p_ which are not 
p? rl e2 

tabled it is necessary to interpolate in the column x. 

It is necessary to exercise caution in both backward and forward 

interpolation in these tables to obtain accuracy. A discussion of 

interpolation methods and accuracy is given on page xxxv of the Incomplete 

R=+., Tables 

I 

The pairs (p,,p^) used in this example are given in Columns 2 and 3 
• 

of Table 9 of this report. The interpolated values of B__ and B .. ar« 
Pj    pf 

given in Columns 1 and U  of Table 9. 

(vi) Next, one solves for x and s in the equations 

U(1-2B J-L(2B     - 1) 
- P? Pi 
X "   2(1-B    -B rr 

pl      p* 

(u- L) VF 
3S"2(i-B ,-B#) 

• 

PT    P2 

The computed points corresponding to the pairs  (B #JB „) are given in 
'1 p2 

Columns 5 and 6 of Table 9. 

(vii) The region may now be plotted. One draws the straight lines 
—  _ 

U- x  x- L    , .—    % 
k  > Y     *  aa Plots all the points (x,s). A smooth surve is drawn through 

these points. This curve together with the straight lines form a closed 

1 

1 
1 

- *            ? 

1 
1 

region, which is the desired acceptance region. 



3.3   TABLE 

Table 1. 00 curves for N-=3, kml/f5 

Two-sided 

i 

.943x 

.0001 

.0599 

.4102 

.3792 

.7000 

,0001 

.1999 

.6308 

J.1AK **¥***•*** 

.5110 

.0001 

.2999 

.7527 

.4713 

.2065 

.05 

.45 

.8531 

1.1296 

,2104. 

.0001 

•4999 

,9999 

.6291 

• 

- 

I s 



Table 2.    OG curves for H-3, k-2,Ar3 

* 
One-sided     Two-sided 

.01*50 

.0250 

,0300 

.1500 

.2500 

.3100 

=9225 

.8304 

.6954 

.5205 

.3389 

.2572 
' 

.4200   ,1468 

,9189 

.8750 

.6352 

.5095 

.3300 

„2502 

.1430 

This OG curve is for equal division 

of the proportion defective; thus, 

in each case f~- • 0 . 

. 

Es 

- 
\     \ 

'   i ; 

!    • 

i 

i 
i 
E   • 

• 



Table 3. OC curves for N-25. k-1.2 

One-sided Tire-sided 

T 

7F 

L .90 
.0634 

P 
P* 

P* 
F 
cr 

L .70 L 
PP .0926 pi P 

P" 

1 
L .50 L 

PP .1178 P'P 

. P" 

rr 
Sd 

L .30 T. 

?P .1473 
- 

M 
rr ; y 

L .10 L 
- P TQTC n,P r • **/ i s .r 

- P" 

cr 

' 

. 

.9476 

.02605 

.02605 
0 
.5U9 

.8963 

.0317 
!0317 

,5387 

.6954 

.0463 

.0^63 
0 
.5946 

.4968 

.0589 
,0589 
0 

.2985 
o07365 
r\ni£, .k 

r\ 
\j 

„ 6901 

,1002 
.09875 
.09875 
0 
.7760 

.9477 
oOlGO 
.0421 
.1479 
»4934 

=8963 
,0200 
.0434 
.0906 
.5310 

.6974 

.0300 

.0626 

.1018 

.5858 

.4959 

.0400 
o0778 
,1043 
£ on» 

.2979 
„0500 
rvnrrs 

.1182 
,6798 

»lull 
,0600 
,1375 
.1750 
.7557 

,9486 
.0021 
.0500 
,2702 
• 4437 

.8976 

.0034 

.0600 
,2703 
.4693 

.6987 
o0026 
.0900 
• 3515 
.4837 

.5025 

.0078 
ollOO 
.3269 
=: aw 

.3OO4 

.0073 
i »AD 

.3866 

.5673 

= 0075 
„1900 
c4696 
.6042 

-•• 
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Table 4.    00 eiu?ves for N-25? k«2e5 

One-sided 

.9^ 
,0008 

Twc-ö5.ded 

P 

V er 

rP 
.9497 
.0004 
.0004 
0 
.2978 

,9497 
„0003 
„uuu5 
.0230 

.9496 
„0001 
.0007 
.0813 

Lp       •??._ 

.70 

.0036 

L 
/P 

r 

•  •    " 

P 
P" 

er 

L 
/P P 

m 
N 
er . 

L .50 L 
P* .0068 P'* 

p/i 

\i • c 
L .30 L 

5 P moi „,P 

P* 

er 

„9000 
.00065 
.00065 
0 
.3115 

,7023 
.0018 
,0018 
0 
.3438 

rsf\/Lf\e 

o 
.3936 

.9000 

.0004 

.0009 

.0330 

.3098 

.7029 

.0012 

.0024 

.0357 

.3419 

.5058 

.003Z. 
* S -~ *r w               s 

.0028 
=0034 
0 
.3695 

.0040 

.0217      . 

.3689      . 

,3076 .3078      „ 
.0031 

• 0725 
.3921 

.8999 

.0001 

.0012 

.0930 

.2983 

.7027 

.0006 
„0030 
„0801 
.3348 

5055 
0010 
0058 
1006 
3563 

3063 

,1436 
W1Q 

L    .10 
p P   .0255 

L 
,-P P 
p" 
H 
er 

..1061 

.03275 

0 
.//7A 

.1062 
„0075 
»viöv 
.0743 
„//T5 

„1056 
.0035 
.0220 
.1453 
.L2LL 
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1  ' 

Table 5- OC curves for N-50, k-1,8714 

? 

.P 

P 

3ne-sided Two- sidsd 
• -"-• 

.9743 I. 
P 

P' 

.9721 .7721 
-"     »A, •   #-y 

,01 .005 .003 r '•CWüi 

P" .005 .007 ,GC?99 
1 1 

1 
f\ f\C££> "3 / : *> • 

cr 

L 
P 

P' 

,3882 

.8959 

.3842 .2? 5 

.90 .8959 .B9'J: 

.0152 .0076 .0052 .000   1 

p// .0076 .0100 ,015}  9 
u 0 .0483 .3742 

cr •4119 .4091 .2891 

=70 

.0236 

L 
P 

P' 

.6989 

.0118 

.6991 

.0036 

.7007 

„0ÜU001 

- - P" .0113 .0200 .023599 

P 0 .1337 •4109 
cr .44.18 

.50U 

.4218 .2968 

.50 L 
P 

P' 

.5013 o4990 
HOT C ,01575 .000001 

p* .01575 oC265 .031499 

r 0 .1421 .4377 

cr .4650 .4434 .3025 

.10 L .1066 .1065 .1041 

.0592 P' .0296 .0150 .000001 

P" .0296 .0442 0059199 

,U 0 .1203 c5054 

cr .5300 .5163 .3167 

- . 

I 

. :' • • - 

.  -•.•-• 

• 

%.>• 



Table 6. OG curves for N=5Q> k^ 2,5 

One-sided Two-sided 

f 

P 
.95 
,0015 /P P 

P" 

cr 

.9483 

.00075 

.00075 
0 
.3150 

.9484 

.0005 
,0010 
.0315 
.3134 

,9490 
,0001 
.00H 
.1092 
.2980 

.90 

.0021 P" 
P' 

.8982 

.00105 

.00105 
o 

04- 

,8934 
.0007 
.0014 
.0320 
.3239 

.8991 
,0001 
,0020 
.1211 

"• 

>••'.-> 

::"• "- :.';'  • -v\-" 
- •, --  > ) . 

• 

• 

, - 

> i 

---••••"     K  - 

\ ' .1- : 

- -• •» -  W 

•-,; 

.0042 

':; 

D 

P 

P" 

.-cr 

L 
,P 

.7013 

.002J. 

.0023 

.7012 
„0016 
.0026 
oU<C/l 

^492      ^.3482 

50 ,. 

cr .4191 

')1A 

-?v. 

.0098 

• - 'A 

cr 

P
LP 

n// 

.00325 
0 
3A/7/ 

,3031 
°.0049 

=,v025 
,0040 
.0285 

„3O85 
,0038 

.0049 
r\ 

.3873 

1070 
0085 
X»S5 

„0060 
.0301 
.3861 

.10 L 
«/P 

.1071 
„0050 
.0120 
,0654 

•G170 

P" 
r 

.4H0 

.7013 

.0002 
,0040 
»1456 
.3222 

. 5 04"" 

.COG? 
„OO6O 
.1345 

43445 

^064 
„0-X)8 
„Gw90 
.1423 
„3626 

.1^7 

.OkP 

V I   l 

§ v.': 
. V - 

- 

/ 

itttvi M.J8^^*.^ÄSJ 



Table 7. OG curves for N»100, k« 1,5567 

P 

.0360 

.0406 

.0515 

.0603 

.0702 

,0866 

One-sided     Two-sided 

.95 

.90 

.70 

.50 

.30 

.10 

.8955 

.6966 
em; 

.3042 

.1049 

Tcble 8.    0G curves for N-100, k» 3.0061 

p One -sided Two-sided 

.0004 .95 .9478 

.0005 .90 .8973 

.0009 .70 .6996 

.OCU .50 .5034 

.0020 .30 ,3066 

.0035 .10 „1061 

This 00 curve is for equsl divisior 

of the proportion defective; thus, 
in each case      l^ • 0 . 



B . 

„17 

.18 

.19 

.20 

.21 

.22 

.23 

.24. 

.25 

.26 

.27 

.28 

.29 

• 30 

.31 

.32 

.33 

• 34 
•a/c/ oA 

2 
* 
Fl 

.0000001 

.0000003 

.0000008 

.0000021 

.0000051 

.0000118 

.0000259 

.000054-3 

.0001090 

.0002098 

„0003834 

.0005212 

.0011967 

.0020003 

.0032446 

.0051153 

Table 9 

3 4 5 
* 
p. 

p2 
X 

.0239343 .364972 .4193 

.0239341 .364972 .4065 

.0239336 .364971 .3931 

.0289323 .364970 .3792 

.0289293 .364967 .3646 

.0239226 .364960 3492 

,0289085 

.0288801 

.02332-54. 

.0287246 

.0285460 

.0282410 

.0277377 

.0269341 

.0256898 

.0238191 

.364945 

.364916 

.364859 

.364754 

,364567 

.364246 

.363709 

.362836 

.36144-1 

.359238 

.3332 

.3162 

.2982 

.2792 

.2583 

.2368 

.2129 

.1864 

.1566 

.1223 

.0078502 .0210842 .355749 .0819 

.0117428 .0171916 .350077 .0325 

.345436 0 

— 

^ 

,3103 

„3171 

MJ2 

.3317 

.3395 

.3477 

.3563 

.3653 

.3747 

.3846 

.3949 

.4056 

.4167 

.4280 

.4392 

.4499 

.4592 

.4656 

.4663 

1 

Ijgg^BM"büJH—BMP—B1 
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