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4 WEW TWO-SIDED AGCEPTANCE KFL.ION FOR SAPLING BY VARTABLES

by
George J. Resuikoff

INTROUUCUT I0N

=

In industrial acceptance gampling, the classical procedure, so-called
ingpection by "attributes", is to clas3ify each item of a szmple drewn
from a lot of manufactured items as defectlve or non-defective, and accept
or reject the lot according to whather the proportion defective in the sample
is small or large.

When the ~lassification into defactive and non-dasfective is msde -n
the basis of the meusurement of a variable quality characteristis, inspsction
plens based on these measuremernts are cslled "variables" pluns. Suppcss »
item is considered defective if the measurement exceeds a given walue U, and
suppose that therdistributiﬂn of the measurements follows the normal ‘'zw.
A sample is drawn from a lot, the quality characteristic of =ach ite~ in
the sample is meaisured, and ths mean x and standard deviaticn s of the
sample measurements are computed. If the quantity x+ks is less han or
equal to U the lot is acceptad; otherwise it is fejected. The constan® k
is chosen so as to effect certain desired characteristics of ths plan.

Graphically, this is equivalent to rejecting if the point (;,s) lies to

R
=y
]

the right of the line x+ks = U, The criterion, accept

+ g .:n

fa
" Lk

called a one-sided plan. OSince inspection by variables mzkes greater uss
of the information concerning the lot than does inspection by attributes,
whenever the testing of the irdividual items involves measurement, variables

plans require smaller sample sizes to furnish the same degree of protection

than do attributes plans, except for the case of samples of size two.
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Two-sided inspection plans in acceptance sampling by variables are
applied to the cases wherein manufsctured items are ccnsidered defective
if a measurement of the characteristic which defines quality lies ei@her
above some upper limit U, or beslow some lower limit L. Fcr example, ths
constantis of resistance and capacitance of electronics components such as
resistors and condensers may be specified with permissible tolerances on
either side of the specified value, thus indirectly defining upper and lower
limits, or the maximum and minimum dimensions of a machine part may be
specified directly. As in one-sided plans using measursments on a veriable
quality characteristic, a relatively small sample is drawn from a lot, and
the quality characteristic for each item is measured. The mean ;, and the
stendard deviation s, of the sample messurements, are computed. Graphically,
if the point (;,s) falls within a certain regior the lot is accepted;
otherwise, it is rejected.

In applying an acceptance criterion, the acceptance of some lots
containing defective items is unavoidable, unless 100 per cent inspection
is used. The probsbilits Lp i accepting & lot with proporiion defective
p is 2 function of p. The graph of this function is called the operating
characteristic curve (0C curve) of the test procedure. If a lot with no
defectiive items js submitted for inspection Lp-:l, that iz, the lot is
certain to be accepted. If a lot in which every item is defective, it is
certain to be rejected, and Lp-'on For any other values of p of submitted
lots Lp lies between O and 1.

For fixed values, the pair of numbers (N,k) defines the %test procsdure

uniquely, in the sense that the plan has a single OC curve. This curve
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differs with each different plan, but for any one plan the location of the
points of the curve depends only on the lot proporticn defective. It is
clearly desirable for users of s sampling piar to know its OC curve since
the operating characteristic provides a basis for choosing an existing
ingpection procedure, as well as describing the long-run results once

the plan is put to use.

A1l existing two-sided plans have the cisadvantage that the probability
of accepting a submitted Jct with given proportion defective p does not
depend or p aloxe, but is also a function of the actual lot mean p, or
equivalently, on the actual division of the proportion defective into
components lying above and below the specificotion limits U and L. For
this reason, it is not possible to compute a single OC curve giving the
operating characteristics of a two~sided plan. Such plans do not yield
a constant probability of acceptance for gi&en proportion defective, but
rather a spectrum of probabilities. GSomputing OC curves for all possible
divisions of p results in a band of curves.

The two-sided test procedure described in this report is a graphical
me he dscision as to whether to accept or reject a lot as a result
of sample data is made by plotting a point on a graph. If the point lies
within a closed region of the graph the lot is accepted. If the point lies
outside of ths region the lot is rejected. A typical region is shown
in Figure 1. It may be seer that the upper boundary consists of three
segments, two straight lines, and a curved portion. The straight lines
correspond to one-sided tests Xx+ks =T, x- ks ==L, Thus there is
eztablished, in a natural way, a unigue correspondence between a one-sided

test and a related two-sided test. Just as the pair of numbers {N,x)
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characterize a one-sided test, the same numbers (N,k), together with the
graph of its boundary, may be used to define o twc-gided test, provided
the following conditions hold:

(1) The band of OC curves due to all possible divisions of the
proportion defective is so narrow as to be, for practical purposes, a single
curve .

(11) The OC curve of the related one- sided test closely approximates
the OC band of the two-sided test.

For a two-sided test procedure to be useful only the first condition
is needed, since any one of the OC curvss could be computed and used a3 an
approximation to the others, for example, the OC curve for the case of
equal division cf the proportion defective into components abo.e U and
below L. However, the labor involved in chtaining such OC curves is
consider Dbly greater than the labor reguised to compute the GC curve for
a one-sided plan. Morecver there exist collections of one-sided plans
published together with their U0 curves. Hence, if a two=sided procedure
also satisfies the second condition it is only necessary %to fuvrnish the
bourdary points of its graph and the numbers (N,k) of its associeted
one-sided plan. The O0C curve of the latter can be used as a very closa
approximation to the OC fcurve" of the two-sided plan.

This is the point of view adopted in Samplineg Inspection by Variables,
by Bowker and Goode [1]. Charts of OC curves for 160 combinations of N and k
are given. Corresponding to each pair (N,k) a set of points for the central
portion of a two~sided region is tabled. To construct the region it.is cnly
nacessary to draw ths lines x+ ks =1, x- ks = L, plot the points given in

the table, and draw a smooth curve through these points. The O curves may
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then be used for either the two-sided plans or the one-sided plans ox for
both.

Section 3 of this report conteins data which indicates that the two-
sided acceptance procedure presented here does have the properties (1)
and (ii), statsd shove. 4 wide range of sample sizes N=3, 25, 50, and
100 have been investigated. For each of these values of N, two regicns
corresponding to different values of k have been studied. A 5 -point OC
curve is found for each of the 8 regions, for 2qual division of the
proportion defective. JSeversl additional points in the OC band for each
region are computed to illustrate the closeness of these points to the
corrasponding points on the ssscciated one-sided 0C curve. It may be seen
from these tabies that for practical purposes the probability of acceptance
for a lct submitted to such an inspection procedure is virtually independent
cf the division of the proportion defective. Comparison of the points of
the OC bands of the two=-sided regions with the corresponding points of the
one-sided plans bears out the contention that the latter's OC curve may be
used as a very good approximation, since, for practical purposes, the
differ=ances are negligibls.

Additional considera*ions which indicate that this sampling procedure
leads to a satisfactory test are the following: (i) if the lot is actually
one-sided, that is, all of the defectives are due to measurements of the
quality characteristic exceeding only one of the specification limits, then
the probability Lp of acceptance of the lot is neerly identical with the Lp
of the one-sided test; (ii) if we take the lower limit L equal to -0,
that is, we are in the case where we have only one specificaticn limit, the

estimate of the lot proportion defective p on which the test is based leads




to the cne-sided test ;4-ks-f5U, (111) the estimate of p which is used
as ‘the basis for the tesit procedure has minimum sampling variability among
unbiased estimates of p.

Section 2 contains the analytical derivaticn of the test procedure and
of the estimate of p on which it is based. This derivation is based on

the references [2] and [3] in the bibliography.

2. A TWO-SIDED ACCEPTANCE REGION BASED ON AN OPTIMUM ESTIMATE OF THE

PROPORT ION DEFECTIVE

2.1 An Optimum Estimate of tke Proportion of a Normal Population Lying

Outside a Fixed Interval

It has been show®u, as a consequencs of & theorem of D. Blackwell (4],
that if B'is any unbiased statistic for estimatiing p, that fracticn of =
normal popilation lying outside a fixed interval (L,U), then the conditicmal
expected value of P, given the auvficient statistic (;,Sz) is also an
unbiased estimate cof p, having variance less than or equal to the variance
of the original estimate p.

By a theorem of E. L. Lehmann and H. Scheffe [5], S‘is unique, i.6.,
no matter what unbiased estimate of | one starts with, the conditional
sxpscted valus of the same Hen
that‘ﬁ has a minimum variance among all unbiased estimates of p. 4&n example
of an unbissed estimate c¢f p is that proportion of the observations in a

sample which lie cutside the interval (L;U). Anothsr example is the

statistic‘; defined in the following paragraph. Because of the uniqueness,

. s Pt = A
both of these estimates lead to the same walue; D.




Let y be any one of a sample of N > 2 observatlonn (xl,xz,...,xnf, say

X and lst % be the unbiased ectimste of p defined'by

’E(F’xz,x ’oc._.xN) = if L$y$U

= 1 obLherwiss.

N = ”~
Let : S - (x,-x)°
| - - Woc e
X = L{_- N ST = X o
i=1

Let g(y,;,SZ) be the joint densit of y, x, »nd Sz, and lot h(x,S =

be the joint density of x and S*~. Then

=

2 = ]~ Pr(Ls v‘iUE;, )

& s E(B1%,5%) = Pr(p= iix,3
i & 2 T 2
P=1- | £lyi%.8%)dy = J’ IR f gly.x.8%) ay

n(x.8%) 4 h(x,z)

ric
1
8

Tt gs we1l mown that h{x,5°) is given by:

, : 1 LICRIARS - B
= i e S
h(x,s%) = = e e

To f£ind f(yl;,SZ)t'g*z‘z*z"‘ it i3 ne ' >gsary ‘to determine g(y,;,sz)

and divide by h(%,5%). To do %als, conside thé joint density of the sample.

2
This may be expressed ss the Jrint denqlay sf-yraad x o LA Pl

N N

¥ = \X. - )
;/ = .?ih Y iy i_l__fL
K=1 _ Z.) N-1

This expression is the follcring
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with the range of ‘he variables being

~w <Y - ®

= LX< D
P 4

e e o)

Now we maiks Le .v=. [ormation i

Und<c: this trans.'rrmation the density becomes

s - =[G 0P e B - %

e N - 2 N
n{s 1 (x~7) ”——5}2 e -

(N-1)
2 _N N .- 2
+ (N-1)[8° =—=—=-- 1x=- )]
e T
—““ere
N-1
] N2 (N-1) 2
g = i

rdE2) g 1) (2 (2) 2

and the rarge. of the variables are:
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0<S® < :

Now we divide this expression g(y,x,S ) by h(x,S ) and obtain f£(ylx,S )

=t —
B-1y¢ R = 2) E;A
= rl( )\N-l) ~ e ~ Lo
2 2 S X~y -
f(Y’x,S ) = S 1- /\f——) :
If we put
N R =\2
2 = —N—' qz = : ':‘i*"—-"—x}
et e
and ¥
Sr el gy !
e e :

then since -1= X=X -1 we have 0 =z =1; hence we obtain the density

sA N-1 o
\ N .
of the random variasble z as a Beta dunsity, with parameters %— 1, 5" i i
N N.
’ - 2 ) 2
-2
glz) = — 821 e Pl .

rd2) P2y

Hereafter we shall denote J 5\a)dz as de( - 1 2 -1) or de when there
is no possibility of confusion or ambiguity.

~ — 2
Since p=Pr(y >Ulx,s“)+ Pr(y<Llx,s”), then 5

= > g (U-x '\I—N_ g el 'J—ﬁ : &
PR Prlae n it it Brlaz s o S—Lv—(N :
1 (Coxnn b_c.u# . ,,

max(0,5- 5 “(N-1) ‘“"‘X[O’z 2 s(N %

= dB+J/ dB -

0 0
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t (N-1, VN K ,L)
Q n’ P
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Hence the one-sided test criterion xtks <U is equivalent to the ciriterion

k =

S < p* where p* is such that
e 3208
p* b Y (!

2.3 The Two-sided Test Based on 6

It can be seen, from the range of the Beta density that if N = i

S¥N
S x=<U-s %% then there is no contributicn to p from values of
x lying above U. Similarly, if x >L+s % , there is no ccntribution

from below L. If, however, U-g .I\L-{__% <x<L+sg 11—,%- values of X beyond
both limits contribute to Q. The boundary of the region will thus consist
of three sections, each section corresponding to a range of x.

In the first two cases one of the tests x+ks = U or x- ks =L

epplies. In terms of p* these tests are

P N_ — - N_
+(1-28 )s B =y = (1-28 Js El=1
x+ ( p*)s = x- ( p*)s e

' We thus have, for the two end sections of the regicn. the lines of the

one-sided test:

S,E;_x _ s,x_‘:__l- -
X X

Tf U- 8 % <x<L+g N,q—:lﬁ both sides contribute. In this case, let:

(. 111—1)_@] (11 &LAE

L= 2 “s(N-1)-
po f dé.  ; D”"/ dB .

I_J




Since we are at the boundary of the acceptance region if p=p*; we are on
the boundary for all values of p’ and p# such that p’/ +p” = p*.

Let

We may solve these equations for x and s and obtain:

1T o ~Ii° )
= (T-L) YN == U an"') bt
s = 703- B, - BP,,)(N-:L) 2(1- B, - B_,) :

All such points (;c,s) which are solutions of these equations, for all the
partitions of p* into p’, p#, are points of the central portion of the
boundary .

The complete test, accept if 6 < p*, is equivelent to a sample point
G,s) lying in a region bounded by the ¥ -axis and the three sections.

(1) The line x=L+ (1-28,)s Nl por Le< x<L+S
VN

N
! sous - = 2
(111} The curve debermined by p/ end p/ for L*d< x <U-3 where
< ' e - N" =% - I‘I“
U-6 is the intersection of x=L+ts /—\/'—l and x= T~ {1-2B *)s fizl .1t is
N P NN
{0-1) (1~2BD*) :
earily verified that & =37 73 In terms of the owviginal one-sided
2{1=-RB

test criterion k, the straight lines forming part of the boundary ars

U-x x
s = nd s =%~ 3
i k
N=] , : , . Y g N
The value k= corresponds tc in Lesi criterion accept if p Sp¥=0.

NN

For this velue the region is simply the triangular region bounded by the

=) NN o
(G-x) NN s-ﬂt&—)—@ No two-sided region can

; -axis and the lines s= Need 5 ELle 5
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can be constructed for k'P’%%%-, where the region is based on the optimum
agtimate ?i This restrictiin is ¢f no conseguence except for very small N.
For N=25, for example, the maximum k is 4.8 which corresponds to a one-sided
test eriterion which is so strict as to be eof ne practical consequence.
Existing collections of one-sided sampling plans which have been examined
use a maximum valus of k= 3+ for sample size N=25,

Except for the cases X=3 and N= 4 it is not possible to give = simple

analybtic representation of the curved part of the boundary. A graphical
representation cf a typical region is given in Figure .
2.4 Detailed Step-by-Step Construction of the Stanford Region
(i) Chcose a one-sided sanpling plen defined by I and k.
: e e R
(1i) Compute B33 Tﬁ-ﬁ :
{1ii) By interpolation in a %able of the Incomplete Beta Function,
N

B(-z-- l,gw 1), determine p*.

(iv) Partition p* into p’, p”, such that p’+p” = p*.

(v) By inverse interpolation in the Beta table find B_, and Bp,,a
(vi) Solve for x and ¢ in the equations
Y‘rlqaﬁn \_ T [Am b LI
1 (U“'L) /VN . U\ L=&L ”/ ‘-‘\wD, L/
’ 2(1-B_,-B_J)N-1) *7 2(1-B_,-B_,) :
b

(vii) Plot the (x,s) points, and draw the lines 'gi';z, K};L Sufficient
points should be plotted to obtain a smooth curve in the interval

L+ <x=0-%.

2.5 A Simplificetion in Applying the Plan
An obvious simplificstion is to construct the two-sided regions with

U=1, L==1, One computes the samples point (a§+b,as) instead of (;,s) and

R
e
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observes whether tho point falls in this region de=fined on the interval f-1,113.

The constants a and b are determined by the equations

al+bh = 1
aL*b = =1
where U and L are the actual limits which define quality.
In this way a two-sided region can be associated with every one-sided

plan independently of the iimits U snd L.

If several lots with the same specification limits, U and &L, are tc be

inspected it would probably be more convenient to construct the graph of
the region so that x and s are plotted directly. The procedure would then
be as follows.

(1) Compute a and b from the above equations.

(2) Subtract from each point for the x --axis the comstant b, and
divide by a. '

{2
N/

g

Divide each point for the upper boundary of the curve by the
constant a.

The lot is then accepted if She point (x,s) falls in the rsgion.

2.6 Stanford Regions for N=3, N=4

For the special cases where the sample size is 3 or 4, the sanralytic

expression for the boundary of the region has a rather simple form. Morcever,

it can be determined without reference to the Tatle of the Incomplete Beta
Function, and can be expressed simply as a funciion of ;,e, and k. In the
derivations given below, U is taken to be unity, and L=-=U, No loss in
generality for the region is caused by this since one can always make the

linear transformation given in Sectiocn 2.5.
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For N=4, the regicn is a trapezoi , the curved portion reducing to &

1ine s = constant. This may be sesn by <onsidering the Incomplete Beta Function,

T

N
with parameters 3- 1 =1. This is
X

f dt = x .
0

Thsrefore Bp*=p‘_*_, and taking Uri; L=-1
p = nuax{0 2% J._I) + ma. ;‘- %)

?2 35 L3
A
If p=p*, and the test is one-sideC, one of the terms is zero and the other

equals p*. Say the second term i: zero, then

From this it can easily be seen that p*-'l':é?"'=r . Sincs
1-2B ’
5:-—-5 =;’2~?:, then §)="A£:'_
- * l-p‘l‘ T g

Atisleg, 3:...—!!'.‘-

T
3%+ 2K

o

This region is sketched in Figure 2.

For N=3, the region is derived in the (x,s5°) -plane for simplicity.
Again U is taken to be unity and L=-0.

In this case the Inrorﬁplete Beta Function has the form

f c=. s W cos H(1-2x)
No(1 %) fLES

p-max(f),'.%-‘f o _32..2 l_:;t) * max(O,'%. eor. a5 x2ly




TWO-SIDED ACCEPTANCE REGION FOR N=4
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Let 43 1-x 8. . -—3 Ll - Q , then ces 9, tcos 6, = /\;—'—3 el
2 3 1’ 2 L A <3

G1-3_ 43
If the test is one-sided, cos TT p* = '33 l?‘x = —23k ; hence

1=
If we make use of the two equations
= r_'
cos 8, Yoos O, = 23
1 2 g
gl+ 9, = p* :

we obtair for the curved portion of the region

= S5
=l S 3% "1+cos trp

)

If for cos 1T p* me substitute —2‘1( and simplify, we obtain for the

entire region

ey 5
g< = + for =1+8 < x<< i<
(2+~3k 2- «!_3'1:

Z\2 =
—— (_"-"!) for -l<x=<<-1+3

=g
~ 1. -
g = ("“"x) for 1- & < zx <1

The intersection of the first two equations gives the value of 1- & ,

and is easily determined if a numerical valuve of k is given.

1 A

PO 7 o s T3

A sketch of the region for N=3, k=N 1/3 is given in ¥

3. NUMERICAL RESULTS

3.1 Teables
A 5 =point operating characteristie curve for each of eighf two=-sided
regions is presented. These curves are for equal division of the proportion

defective. In wach cese they are compared with the OC curves of the associated

A




TWO-SIDED ACCEPTANCE REGION FOR N=3 AND k=Ji/3
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one-sided test (N,k). Comparison of the two indicastes that, at least for
the case of equal division of the proportion dersctive, the OC curve of =z
one~-sided test may be used as a very good approkimaticn to that of = two-
sided test.

In addition, for each two-sided region, and for each fixed p, the
probabilities of acceptance, Lp, for 3 possible &ivisions of p into (p/,p”),
are given. The resulte indicate that none of the curves ol the two-sided
region's band of 00 cnurves differs widely, for praclisal purposes, from
the OC curve of the one-sided test.

The range of N, from 3 to 100, and the use of two diverse values of k
in each case, bear out the contention that the property indicated in the
two preceding paragrarhs is independent of the choice of the test,
provided that kégzrl .

IN

It may be noted that with each pair (p”,p”) there are given two

numbers j and T . Since without loss of generality we may take the lot

2

specificati
s Vcd-x e Nt Cd W

vy AR A e A R e e | RN ==
O LLIMANEG VO e \—"Ll,;1) :

and lot standard deviastion which, for fixed p, correspcnd to the division
of p into p’/, ths proportion defective due to the lower limit, -1, being
violated, and p”;, the proportion defe<tive due to the upper limit, +1,

being viclated.

3.2 Detailed Constrvction of a Two-sided Acceptance Region

To illustrate the construction of a two-sided test, suppose that a
Lot of aanufactured srticles is considered acceptable if the per cent
defective is 1.52 or les: and unacceptable if the per cent defective is
£.92 or more, and suppose tho maximum producer®s and consumer's risks are

each 10%.
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(i) The first step is to find a one-sided plan (N,k) whose OC curve

passes through the points (p,,L_ )= (.0152,.90) and (p,,L_ )= (.0592,.10).
" 2Py
The procedure for obtaining N and k is given in detail in [6], hence cnly

the result, N=50,and k=1.8714 is given hers.

" L3650
14N ,
5 ARk =4,

(i1) Next one computes Bp*'

B
I =
(111) GCalculate p* from the equation d/P £ 11 - £)3 1at = p* where
: px
psqﬁg-u 1 =24. To obtain B‘%" one may use Tg

Functicn [7]. In the notation used there B sy X and p¥=1 ‘(p,q)a
p.

For example. if B . were the tabled argument .40, one wculd find

x= .40 ir the Tirst column on the page headed q= 24, and read I 40(24921:,.)*

L2650
.08187€5 'r the column headed g=24. In our caca Bp*=}z&m is not

tabled and it is necessary to interpolate. The result obtained is
P = 0289344,
{iv) Next, the value of p* obtained in Step(iii) is partiticned
* * x

intc several pairs (pl,pz) such that p,

* +*
exercised in choosing Py and Pys for several reasons. First of all, there .

*
> P =o*  Judgment must be

must be enough pairs so that a smooth curve may be drawn thiough the points
P e 2 : * ® : ; :
(x,s) obtained from the peirs (p,,pz)., Secondly, they must be =hosen &
4
that the resulting points (x,s) are spread encugh to enable one to draw the

4+ 4+ mals
v U

then go on to the remsining steps of the construction, returning to Step (iv)
*

as needed. It is alsc advantageous tc cheoose P, from as many of the tabled

values in cclumn x as is possible, in order to reduce the lapbor cf inverse

interpolation in Step (v).

g B T - #
(v) Now By is such that /’Pi P (1- 1) ldt='p1. In Step (ii)
2 0 & i
Bp* Wag known and it was required to find p*. In the present dase Py and PZ
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are known and it is necessary to find Bp* and Bp*' This is done by using
1 P
the table inversely with the column headed p= 24 as the argument and the

column headed x as the function. For example, if 121

; : * ®
.0603716 then Bp*==°40. For those values of p, and p, which are not
1 1
tabled it is necessary to interpolate in the column x.

is the tabled valius

It is neceasary to exercise caution in both backward =snd formard
interpolation in these tables to obtain accurscy. 4 discussicn of
interpolaticn metheds and accuracy is given cn page xxxv of the Inconplete
Beta Tables.

» =
The pairs (pl,pg) used in this exampls ares given in Cclumns 2 and 3

of Table 9 of this report. The interpolated values of Bp* and Bp* are
1 2

given in Columns 1 and 4 of Table 9.
(vi) Next, one solves for x and s in the equations

U(1-28B ,)-L{2B - 1)

= 2] 7
X =
2(1-B ,-B )
P1 P
. _(g-1)4§
®*2(1-B,-B,) 4
P T}

The computed points corresponding to the pairs (Bﬂ*,B .) are given in

= 2
Columns 5 and 6 of Table 9.

(vii) The region may now bs plotted. One draws the straight lines
jox x= =
LEFE - KEFL , and plots all the points (x,s). A smooth surve is drawn through
these points. This curve together with the straight lines form a closed

region, which is the desired acceptance regien.
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3.3 TABLES

Table 1. OC curves for N=3, k=1/3

Oneg=aidad Two-sided
Lp 9481 Lp 9515  .9511%  .9481  .943.
P .06 p’ .03 .02 L0009 .0001
B’ 03 .04 0591 0599
= 0 0797  .3333 4102
- ,5317 5257 —— 4267 — 3792
L, 7001 L 05 T - T031- -, 7009 — 000
P .20 o4 .10 .05 .0288  ,0001
o7 10 .15 Amei=— 3999
® 0 2269 .3333 6303
T .7803 7459 .7022 .4385
Lp .5112 Lp 5132 25123 5098  .5110
P .30 p” 15 .10 .05 .0001
o .15 .20 .25 2999
P (0 2072 4184 52T
T 9648 " 9420- 8623 4713
, 23 Lp w208 - 2076 .00 2065 2104
P .50 p’ .25 1779 15 .05 L0001
p” .25 3221 =335 45 .4999
H 0 3333 .4580  .8531  .9999
T 1.4826 1.4438 1.4067 1.1296 .6291
L, -0503 Lp 0475 = 0476 . L0475
P .70 P’ .35 .30 .20
ol +35 40 ay
e 0 3485 1,
G 2.5052 2,878 2.376)

memm:w-m‘ a



Teble 2. OG curves for N=3, k=2/{3

*
P One-gided Two-sided

0150 .G225 9L

0250 .8804 .8750
-0800 6954 .6352
.1500 5205 % 5095
.2500 .3389 3300
.3100 2572 2502
<4200 +1468 .1430

This 00 curve is for equal division
the proportion defective; thus,

in each case 7= =0 .




Tahle 3.

9]

One-sided

~
(&
s/

AV) }

.90
L0634

.0926

.50
.1178

30
1473

}.J
D B

-

S . C:\'ct-?rq
i)

he B o)

e 9T

Twe~sided
L9476 94TT
.02605 .01G0
.02605 421
0 L7
5149 4934
.8963 .8963
.0317 »0200
0317 0434
o] .0906
.5387 .5310
6954 6974
° 0463 e 0300
0463 .0626
0 1018
.5946 .5858
4968 4959
.0589 0400
0589 0778
0 1043
6394 6308
2985 L2979
07365 ,0500
il 02073
C .1182
.6901 6798
- 1002 01011
.09875 0600
.09875 1375
0 .1750
8] 7760 ° 75 5,}?

0C curves for N=25, k=1.2




Tablie 4.

| ud

3
8]

L o]

el

bt

One-

o

idsd
.95
.0008

.90

.U0L3

.0036

<50
.0068

.30

N1
N gt A

L)
.0255

0C curves for =25, k=2.5

9496

.0001
.0007
.0813

2094
LIS A,

.8999
.0001
.0C12
.0930
2088

om06
.0030
.0201
03348

=5055
0010
.0058
1006
-3563

o3063
.0011

NN
LA 2

1436

ok

.1056
.0035
.0220

1453
WYIVA




<9743
.01

D W

L .90
p 9
p  .0152
Lo
P 0236
pe—s=sn
p 7/
P 0315
!
.10

P
» 0592

Two~-sidsd
I.-p i S P i A
p’ .005 .003 S 11
o .005 007 LU GEG
et 0558 2200
g 38E2 3842 .20 3%
L 5 8959  .8959 .89
p’ 0076  .0052 .0OC 1
p”  .0076 0100 .015% 3.
AR 0483 L3742
0 = 4319 4091 2891
Lp .6989 .6991 7007
p! .0118 0036  .000001
p’  .0113 0200 .0235%9
M 0 1337 L109
T 4418 4218 2968
L 5014 5013 .499C
p’ 01575 0050 000001
P’ 01575 .0265  .031499
0 2421 .27
g 4650 L4434 .3025
L .1066  .1065 .1041
p:; .0296 .0150  ,000001
P’ 0296 00442  .059199
Er y0 1203 5054
o .5300 .5163  .3167

Table 5. OC curves for N=350, k=1.87.4
One-sided
B
3

= il

B AT G



Tabie 5.
Ons-sided
L .95
+ P 0015
2L L gl
B ~A30PY
L L) ~
p B Loos2
L 50}
o ?0 .
L, 2
= .30
p? 0098
L .10
p¥ .oi70

0C curves for N=350, k-
Two-gided

L .9483 9484
pit .G0075 .0005
pll . 00075 ° G010
e 5 0315
T 3150 3134
L .89982 .3984
p? 00105 .0007
pn - 00105 ° 0014
1L 0 .0320
g .3254 .3239
L 7031 .7012
pP L0025 0016
p .0021 .002£
j4 Gl .0271
. O— .-3 /+Q2 s -3482
A 933 3?, 2
> = o 2 AL
el .W0325 .0040
o 0 .0285
a 3674 .3663
L 3081 L3085
p! p L049 .0038
Y L0049 .0060
A c .G301
a 3873 .3861
L 1070 1071
p’ 085 .J120
L i .065/,
T 4191 4140

jeo]

o5

.9490
.0001
0014
.1092

.2980

.8%1
.0001
-0020

il
2084

(e e 4

.7013
.0002
L0040
1456
.3222

05'\.)4{. -
L0635
.0060
1345
W MAS

<3 3:—)6!%
.0708
OGO
1423
23626

= ECR
R oL
O

< 17‘,‘

-
cH
O Y -




Table 7. ©C

.0360
04056
0515

n.ﬁng

,07C2
0866

Teble 8.

p

0004
.0005
.00C9
0Ci4
.0020
.0035

3

Thia 0C curve is

curves for N=100, k=1,5567

Onee sI0RE> yo-Buied -

5465
8955
5966
.5004
3042
1048

0C curves for N=100, k= 3,0061

Cne-sided Two-sided ™

95
.90
.70
.50
ok
.10

i<y

()]
-2

or

9478 -
.8973
.699¢
5034
.3066
1061

32__°" & ___
iIlviaran
Y -

of the proporiion defective; thus,

H~-'0 ;

in each case




e

2

n*

e
.0000001
.0000003
.0000008
.0000021
.0000051
.0000118
.6000259
.0000543
.C001050
.0002098
.00038%4
.0005212
.0011967
.0020003
.0032446
.0051153
.0078502
.0117428
014672

Table 9

*

N

.0289343
.0229341
.0289336
.0289323
.0289293
.0289226
-0289085
.0288801
.0238254
.0287246
0285460
.0282410
0277377
.0269341
.0256898
.0238191
.0210842
.0171916

R v

364516
.364859
.364754
- 264567
264246
363709
362836
361441
.35923¢8
355749
+350077
.345436

4193
4065
3931
3792
-3645
3492
.3332
.3162
.2982
2792
.2588
.2368
.2129
1362
-1566
.1223
.0819
.0325

03103
3171

A0 12

LT 2

3317
-3395
3477
.3563
.3653
3747
.3846
3949
056
4167
4280
4392
4499
4592
4656
4668
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