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bound. The addressed metrics are evaluated via their expected values. As an application, we show how the distributed optimization algorithm can be used to perform collaborative system identification and provide numerical experiments under the randomized and broadcast gossip protocols.

Second, we generalize the asymptotic consensus problem to convex metric spaces. Under minimal connectivity assumptions, we show that if at each iteration an agent updates its state by choosing a point from a particular subset of the generalized convex hull generated by the agents current state and the states of its neighbors, then agreement is achieved asymptotically. In addition, we give bounds on the distance between the consensus point(s) and the initial values of the agents. As an application example, we introduce a probabilistic algorithm for reaching consensus of opinion and show that it in fact fits our general framework.

Third, we discuss the linear asymptotic consensus problem for a network of dynamic agents whose communication network is modeled by a randomly switching graph. The switching is determined by a finite state, Markov process, each topology corresponding to a state of the process. We address both the cases where the dynamics of the agents are expressed in continuous and discrete time. We show that, if the consensus matrices are doubly stochastic, average consensus is achieved in the mean square and almost sure senses if and only if the graph resulting from the union of graphs corresponding to the states of the Markov process is strongly connected.

Fourth, we address the consensus-based distributed linear filtering problem, where a discrete time, linear stochastic process is observed by a network of sensors. We assume that the consensus weights are known and we first provide sufficient conditions under
which the stochastic process is detectable, i.e. for a specific choice of consensus weights there exists a set of filtering gains such that the dynamics of the estimation errors (without noise) are asymptotically stable. Next, we develop a distributed, sub-optimal filtering scheme based on minimizing an upper bound on a quadratic filtering cost. In the stationary case, we provide sufficient conditions under which this scheme converges; conditions expressed in terms of the convergence properties of a set of coupled Riccati equations. We continue by presenting a connection between the consensus-based distributed linear filter and the optimal linear filter of a Markovian jump linear system, appropriately defined. More specifically, we show that if the Markovian jump linear system is (mean square) detectable, then the stochastic process is detectable under the consensus-based distributed linear filtering scheme. We also show that the optimal gains of a linear filter for estimating the state of a Markovian jump linear system, appropriately defined, can be used to approximate the optimal gains of the consensus-based linear filter.
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Chapter 1

Introduction

This chapter serves as an introduction to the rest of the thesis, by providing the motivation for the current work. Moreover, it introduces the problems that are addressed and our contributions.

1.1 Motivation

In the following chapters we address problems related to multi-agent optimization and filtering. We design and analyze distributed algorithms which are based on the consensus/agreement asymptotic algorithm for performing localized (i.e. using only information from neighbors) computations. A consensus problem consists of a group of dynamic agents who seek to agree upon certain quantities of interest by exchanging information among them according to a set of rules. This problem can model many phenomena involving information exchange between agents such as cooperative control of vehicles, formation control, flocking, synchronization, parallel computing, etc. Distributed computation over networks has a long history in control theory starting with the work of Borkar and Varaiya [5], Tsitsikils, Bertsekas and Athans [51, 52] on asynchronous agreement problems and parallel computing. A theoretical framework for solving consensus problems was introduced by Olfati-Saber and Murray in [42, 43], while Jadbabaie et al. studied alignment problems [18] for reaching an agreement. Relevant extensions of the consen-
sus problem were done by Ren and Beard [39], by Moreau in [29] or, more recently, by Nedic and Ozdaglar in [32, 33] or by Olshevsky and Tsitsiklis in [36].

Typically agents are connected via a network that changes with time due to link failures, packet drops, node failure, etc. Such variations in topology can happen randomly which motivates the investigation of consensus problems under a stochastic framework. Hatano and Mesbahi consider in [17] an agreement problem over random information networks, where the existence of an information channel between a pair of elements at each time instance is probabilistic and independent of other channels. In [38], Porfiri and Stilwell provide sufficient conditions for reaching consensus almost surely in the case of a discrete linear system, where the communication flow is given by a directed graph derived from a random graph process, independent of other time instances. Under a similar model of the communication topology, Tahbaz-Salehi and Jadbabaie give necessary and sufficient conditions for almost sure convergence to consensus in [44], while in [45], the authors extend the applicability of their necessary and sufficient conditions to strictly stationary ergodic random graphs.

The consensus algorithm proves to be a useful tool for solving distributively optimization and estimation problems. Multi-agent distributed optimization problems appear naturally in many distributed processing problems (such as network resource allocation, collaborative control and estimation, etc.), where the optimization cost is a convex function which is not necessarily separable. A distributed subgradient method for multi-agent optimization of a sum of convex functions was proposed in [33], where each agent has only local knowledge of the optimization cost, i.e. knows only one term of the sum. The agents exchange information according to a communication topology, modeled as an
undirected, time varying graph, which defines the communication neighborhoods of the agents. The agents maintain estimates of the optimal decision vector, which are updated in two stages. The first stage consists of a consensus step among the estimates of an agent and its neighbors. In the second stage, the result of the consensus step is updated in the direction of a subgradient of the local knowledge of the optimization cost. Another multi-agent subgradient method was proposed in [20], where the communication topology is assumed time invariant and where the order of the two stages mentioned above is inverted.

A fundamental problem in sensor networks is developing distributed algorithms for the state estimation of a process of interest. Generically, a process is observed by a group of (mobile) sensors organized in a network. The goal of each sensor is to compute accurate state estimates. The distributed filtering (estimation) problem has received a lot of attention during the past thirty years. An important contribution was made by Borkar and Varaiya [5], who addressed the distributed estimation problem of a random variable by a group of sensors. The particularity of their formulation is that both estimates and measurements are shared among neighboring sensors. The authors show that if the sensors form a communication ring, through which information is exchanged infinitely often, then the estimates converge asymptotically to the same value, i.e. they asymptotically agree. An extension of the results in reference [5] is given in [50]. The recent technological advances in mobile sensor networks have re-ignited the interest in the distributed estimation problem. Most papers focusing on distributed estimation propose different mechanisms for combining the Kalman filter with a consensus filter in order to ensure that the estimates asymptotically converge to the same value, schemes which will be henceforth
called consensus based distributed filtering (estimation) algorithms. In [41] and [40], several algorithms based on the idea mentioned above are introduced. In [8], the authors study the interaction between the consensus matrix, the number of messages exchanged per sampling time, and the Kalman gain for scalar systems. It is shown that optimizing the consensus matrix for fastest convergence and using the centralized optimal gain is not necessarily the optimal strategy if the number of exchanged messages per sampling time is small. In [48], the weights are adaptively updated to minimize the variance of the estimation error. Both the estimation and the parameter optimization are performed in a distributed manner. The authors derive an upper bound on the error variance at each node which decreases with the number of neighboring nodes.

1.2 Contributions of the thesis

Our contributions are as follows. In Chapter 2 we study the performance metrics (rate of convergence and guaranteed region of convergence) of the consensus-based, multi-agent subgradient method proposed in [33], for the case of a constant stepsize. The communication among agents is modeled by a random graph, independent of other time instances, and the performance metrics are viewed in the expectation sense. Random graphs are suitable models for networks that change with time due to link failures, packet drops, node failure, etc. Our focus is on providing upper bounds on the performance metrics, which explicitly depend on the probability distribution of the random graph. The explicit dependence on the probability distribution allows us to determine the optimal probability distributions in the sense that they would ensure the best guaranteed upper
bounds on the performance metric. As an example of possible applications of our results, we address a scenario where the goal is to tune the communication protocol parameters of a wireless network so that the performance of the multi-agent subgradient method is improved, in the context of a distributed parametric system identification application.

In Chapter 2 we emphasize the effect and importance of the agreement step in solving an optimization problem distributively. It is often the case that we need to solve optimization problems that go beyond the \( R^n \) setup. In [47], the authors formulate optimization problems for the trusted routing problem routing under a semiring framework. In [28, 27], the popular particle swarm optimization algorithm is extended to combinatorial spaces, such as Euclidean, Manhattan, and Hamming spaces. Related to the distributed optimization algorithm introduced in Chapter 2, a first step to extend the applicability of the algorithm is to formulate and analyze the agreement problem in more general spaces. Consequently, in Chapter 3 we generalize the asymptotic consensus problem to the more general case of convex metric spaces and emphasize the fundamental role of the generalized notion of convexity and in particular of the generalized convex hull of a finite set of points. Tsitsiklis showed in [51] that, under some minimal connectivity assumptions on the communication network, if an agent updates its value by choosing a point from the (interior) of the convex hull of its current value and the current values of its neighbors, then asymptotic convergence to consensus is achieved. We will show that this idea extends naturally to the case of convex metric spaces. As an application we present a probabilistic consensus of opinion algorithm and show that it fits our general framework for a particular convex metric space.

In Chapter 2 we assume that the communication topology, which dictates how the
consensus step is performed, is modeled by a random graph, independent of other time instances. In Chapter 4, we generalize the communication model and study the linear consensus problem where the communication flow between agents is modeled by a (possibly directed) switching random graph. The switching is determined by a homogeneous, finite-state Markov chain, each communication pattern corresponding to a state of the Markov process. We address both the continuous and discrete time cases and, under certain assumptions on the matrices involved in the linear scheme, we give necessary and sufficient conditions such that average consensus is achieved in the mean square sense and in the almost sure sense. The Markovian switching model goes beyond the common i.i.d. assumption on the random communication topology and appears in the cases where Rayleigh fading channels are considered. Our aim is to show how mathematical techniques used in the stability analysis of Markovian jump linear systems, together with results inspired by matrix and graph theory, can be used to prove (intuitively clear) convergence results for the (linear) stochastic consensus problem.

In Chapter 5 we address the consensus-based distributed linear filtering problem. We assume that each agent updates its (local) estimate in two steps. In the first step, an update is produced using a Luenberger observer type of filter. In the second step, called the consensus step, every sensor computes a convex combination between its local update and the updates received from the neighboring sensors. For given consensus weights, we will first give sufficient conditions for the existence of filter gains such that the dynamics of the estimation errors (without noise) are asymptotically stable. Next, we present a distributed, sub-optimal filtering algorithm, valid for time varying topologies as well, resulting from minimizing an upper bound on a quadratic cost expressed in terms of the
covariances matrices of the estimation errors. We will also present a connection between the consensus-based linear filter and the linear filtering of a Markovian jump linear system appropriately defined, a connection which was inspired by our previous work on state estimation for switching systems (see for instance [24], [25]).
Chapter 2

Distributed Optimization under Random Communication Topologies

2.1 Introduction

We investigate the collaborative optimization problem in a multi-agent setting, when the agents make decisions in a distributed manner using local information, while the communication topology used to exchange messages and information is modeled by a graph-valued random process, assumed independent and identically distributed (i.i.d.). Specifically, we study the performance of the consensus-based multi-agent distributed subgradient method proposed in [33], for the case of a constant stepsize.

Random graphs are suitable models for networks that change with time due to link failures, packet drops, node failures, etc. An analysis of the multi-agent subgradient method under random communication topologies is addressed in [22]. The authors assume that the consensus weights are lower bounded by some positive scalar and give upper bounds on the performance metrics as functions of this scalar and other parameters of the problem. More precisely, the authors give upper bounds on the distance between the cost function and the optimal solution (in expectation), where the cost is evaluated at the (weighted) time average of the optimal decision vector’s estimate. Our main goal is to provide upper bounds on the performance metrics, which explicitly depend on the probability distribution of the random graph. We first derive an upper bound on the difference between the cost function, evaluated at the estimate, and the optimal value.
Next, for a particular class of convex functions, we focus on the distance between the estimate of the optimal decision and the minimizer. The upper bound we provide has a constant component and a time varying component. For the latter, we provide the rate of convergence to zero. The performance metrics are evaluated via their expected values. The explicit dependence on the graph’s probability distribution may be useful to design probability distributions that would ensure the best guaranteed upper bounds on the performance metrics. This idea has relevance especially in the wireless networks, where the communication topology has a random nature with a probability distribution (partially) determined by the communication protocol parameters (the reader can consult [21, 35], where the authors introduce probabilistic models for successful transmissions as functions of the transmission powers). As an example of possible application, we show how the distributed optimization algorithm can be used to perform collaborative system identification and we present numerical experiments results under the randomized [7] and broadcast [1] gossip protocols. Similar performance metrics as our are studied in [2], where the authors generalizes the randomized incremental subgradient method and where the stochastic component in the algorithm is described by a Markov chain, which can be constructed in a distributed fashion using local information only. Newer results on the distributed optimization problem can be found in [13], where the authors analyze distributed algorithms based on dual averaging of subgradients, and provide sharp bounds on their convergence rates as a function of the network size and topology.

**Notations:** Let $X$ be a subset of $\mathbb{R}^n$ and let $y$ be a point in $\mathbb{R}^n$. By slight abuse of notation, let $\|y - X\|$ denote the distance from the point $y$ to the set $X$, i.e. $\|y - X\| \triangleq \min_{x \in X} \|y - x\|$, where $\|\cdot\|$ is the standard Euclidean norm. For a twice differentiable func-
tion $f(x)$, we denote by $\nabla f(x)$ and $\nabla^2 f(x)$ the gradient and Hessian of $f$ at $x$, respectively.

Given a symmetric matrix $A$, by $(A \geq 0)$ $A > 0$ we understand $A$ is positive (semi) definite.

The symbol $\otimes$ represents the Kronecker product.

Let $f : \mathbb{R}^n \to \mathbb{R}$ be a convex function. We denote by $\partial f(x)$ the subdifferential of $f$ at $x$, i.e. the set of all subgradients of $f$ at $x$:

$$\partial f(x) = \{ d \in \mathbb{R}^n | f(y) \geq f(x) + d'(y - x), \ \forall y \in \mathbb{R}^n \}. \quad (2.1)$$

Let $\epsilon \geq 0$ be a nonnegative real number. We denote by $\partial_\epsilon f(x)$ the $\epsilon$-subdifferential of $f$ at $x$, i.e. the set of all $\epsilon$-subgradients of $f$ at $x$:

$$\partial_\epsilon f(x) = \{ d \in \mathbb{R}^n | f(y) \geq f(x) + d'(y - x) - \epsilon, \ \forall y \in \mathbb{R}^n \}. \quad (2.2)$$

The gradient of the differentiable function $f(x)$ on $\mathbb{R}^n$ satisfies a *Lipschitz condition with constant* $L$ if

$$\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|, \ \forall x, y \in \mathbb{R}^n.$$ 

The differentiable, convex function $f(x)$ on $\mathbb{R}^n$ is *strongly convex with constant* $l$ if

$$f(y) \geq f(x) + \nabla f(x)'(y - x) + \frac{l}{2}\|y - x\|^2, \ \forall x, y \in \mathbb{R}^n.$$ 

We will denote by LEM and SLEM the largest and second largest eigenvalue in modulus of a matrix, respectively. We will use CBMASM as the abbreviation for Consensus-Based Multi-Agent Subgradient Method and pmf for probability mass function.

*Chapter structure:* Section 2.2 contains the problem formulation. In Section 2.3 we introduce a set of preliminary results, which mainly consist of providing upper bounds for a number a quantities of interest. Using these preliminary results, in Section 2.4 we give
upper bounds for the expected value of two performance metrics: the distance between the cost function evaluated at the estimate and the optimal solution and the (squared) distance between the estimate and the minimizer. Section 2.5 shows how the distributed optimization algorithm can be used for collaborative system identification.

2.2 Problem formulation

2.2.1 Communication model

Consider a network of $N$ agents, indexed by $i = 1, \ldots, N$. The communication topology is time varying and is modeled by a random graph $G(k) = (V, \mathcal{E}(k))$, where $V$ is the set of $N$ vertices (nodes) and $\mathcal{E}(k) = (e_{ij}(k))$ is the set of edges, and where we used $k$ to denote the time index. The edges in the set $\mathcal{E}(k)$ correspond to the communication links among agents. Given a positive integer $M$, the graph $G(k)$ takes values in a finite set $\mathcal{G} = \{G_1, G_2, \ldots, G_M\}$ at each $k$, where the graphs $G_i = (V, \mathcal{E}_i)$ are assumed \textit{undirected} and \textit{without self loops}. In other words, we will consider only bidirectional communication topologies. The underlying random process of $G(k)$ is assumed i.i.d. with probability distribution $Pr(G(k) = G_i) = p_i$, $\forall k \geq 0$, where $\sum_{i=1}^{M} p_i = 1$ and $p_i > 0$.

**Assumption 2.2.1.** (Connectivity assumption) The graph $\tilde{G} = (V, \tilde{\mathcal{E}})$ resulting from the union of all graphs in the $\mathcal{G}$ is connected, where

$$\tilde{G} = \bigcup_{i=1}^{M} G_i = \left( V, \bigcup_{i=1}^{M} \mathcal{E}_i \right).$$

Let $G$ be an undirected graph with $N$ nodes and no self loops and let $A \in \mathbb{R}^{N \times N}$ be a row stochastic matrix, with positive diagonal entries. We say that the matrix $A$
corresponds to the graph \( G \) or the graph \( G \) is induced by \( A \) if any non-zero entry \((i,j)\) of \( A \), with \( i \neq j \) implies a link from \( j \) to \( i \) in \( G \) and vice-versa.

### 2.2.2 Optimization model

The task of the \( N \) agents consists of minimizing a convex function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \). The function \( f \) is expressed as a sum of \( N \) functions, i.e.

\[
f(x) = \sum_{i=1}^{N} f_i(x),
\]

where \( f_i : \mathbb{R}^n \rightarrow \mathbb{R} \) are convex. Formally expressed, the agents want to cooperatively solve the following optimization problem

\[
\min_{x \in \mathbb{R}^n} \sum_{i=1}^{N} f_i(x).
\]

The fundamental assumption is that each agent \( i \), has access only to the function \( f_i \).

Let \( f^* \) denote the optimal value of \( f \) and let \( X^* \) denote the set of optimizers of \( f \), i.e. \( X^* = \{ x \in \mathbb{R}^n | f(x) = f^* \} \). Let \( x_i(k) \in \mathbb{R}^n \) designate the estimate of the optimal decision vector of (2.4), maintained by agent \( i \), at time \( k \). The agents exchange estimates among themselves subject to the communication topology described by the random graph \( G(k) \).

As proposed in \[33\], the agents update their estimates using a modified incremental subgradient method. Compared to the standard subgradient method, the local estimate \( x_i(k) \) is replaced by a convex combination of \( x_i(k) \) with the estimates received from the neighbors:

\[
x_i(k+1) = \sum_{j=1}^{N} a_{ij}(k)x_j(k) - \alpha(k)\delta_i(k),
\]

where \( a_{ij}(k) \) is the \((i, j)^{th}\) entry of a stochastic random matrix \( A(k) \) which corresponds to the communication graph \( G(k) \). The matrices \( A(k) \) form an i.i.d. random process.
taking values in a finite set of symmetric stochastic matrices with positive diagonal entries $\mathcal{A} = \{A_i\}_{i=1}^M$, where $A_i$ is a stochastic matrix corresponding to the graph $G_i \in \mathcal{G}$, for $i = 1, \ldots, M$. The probability distribution of $A(k)$ is inherited from $G(k)$, i.e. $Pr(A(k) = A_i) = Pr(G(k) = G_i) = p_i$. The real valued scalar $\alpha(k)$ is the stepsize, while the vector $d_i(k) \in \mathbb{R}^n$ is a subgradient of $f_i$ at $x_i(k)$, i.e. $d_i(k) \in \partial f_i(x_i(k))$. Obviously, when $f_i(x)$ are assumed differentiable, $d_i(k)$ becomes the gradient of $f_i$ at $x_i(k)$, i.e. $d_i(k) = \nabla f_i(x_i(k))$.

Note that the first part of equation (2.5) is a consensus step, a problem that has received a lot of attention in recent years, both in a deterministic ([6, 14, 18, 29, 39, 51, 52]) and a stochastic ([17, 23, 44, 45]) framework.

The consensus problem under different gossip algorithms was studied in [1, 7, 12]. We note that there is direct connection between our communication model and the communication models used in the randomized gossip protocol [7] and broadcast communication protocol [1]. Indeed, in the case of the randomized communication protocol, the set $\mathcal{G}$ is formed by the graphs $G_{ij}$ with only one link $(i, j)$, where $Pr(G(k) = G_{ij}) = \frac{1}{N}P_{ij}$ for some $P_{ij} > 0$ with $\sum_{i=1}^N P_{ij} = 1$, while the set $\mathcal{A}$ is formed by stochastic matrices $A_{ij}$ of the form $A_{ij} = I - \frac{1}{2}(e_i - e_j)(e_i - e_j)'$, where vectors the $e_i$ represent the standard basis. In the case of the broadcast communication protocol, the set $\mathcal{G}$ is formed by the graphs $G_i$, where $G_i$ contains links between the node $i$ and the nodes in its neighborhood, denoted by $N_i$. The probability distribution of $G(k)$ is given by $Pr(G(k) = G_i) = \frac{1}{N}$ and the set $\mathcal{A}$ is formed by matrices of the form $A_i = I - \delta_i \sum_{j \in N_i}(e_i - e_j)(e_i - e_j)'$, for some $0 < \delta_i \leq \frac{1}{|N_i|}$.

The following assumptions, which will not necessarily be used simultaneously, introduce properties of the function $f(x)$. 
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Assumption 2.2.2. (Non-differentiable functions)

(a) The subgradients of the functions \( f_i(x) \) are uniformly bounded, i.e. there exists a positive scalar \( \varphi \) such that

\[
\|d\| \leq \varphi, \forall d \in \partial f_i(x), \ \forall x \in \mathbb{R}^n, \ i = 1, \ldots, N.
\]

(b) The stepsize is constant, i.e.

\[
\alpha(k) = \alpha, \ \forall k \geq 0,
\]

(c) The optimal solution set \( X^* \) is nonempty.

Assumption 2.2.3. (Differentiable functions)

(a) The functions \( f_i(x) \) are twice differentiable on \( \mathbb{R}^n \),

(b) There exists positive scalars \( l_i, L_i \) such that

\[
l_i I \leq \nabla^2 f_i(x) \leq L_i I, \ \forall x \in \mathbb{R}^n \ \text{and} \ \forall i,
\]

(c) The stepsize is constant, i.e. \( \alpha(k) = \alpha \) for all \( k \) and satisfies the inequality

\[
0 < \alpha < \min \left\{ \frac{\lambda + 1}{L}, \frac{1}{L} \right\},
\]

where \( \lambda \) is the smallest among all eigenvalues of matrices \( A_i \), \( l = \min_i l_i \) and \( L = \max_i L_i \).

Assumption 2.2.3 -(b) is satisfied if the gradient of \( f_i(x) \) satisfies a Lipschitz condition with constant \( L_i \) and if \( f_i(x) \) is strongly convex with constant \( l_i \). Also, under Assumptions 2.2.3, \( X^* \) has one element which is the unique minimizer of \( f(x) \), denote henceforth by \( x^* \).
2.3 Preliminary Results

In this section we lay the foundation for our main results in Section 2.4. The preliminary results introduced here revolve around the idea of providing upper-bounds on a number of quantities of interest. The first quantity is represented by the distance between the estimate of the optimal decision vector and the average of all estimates. The second quantity is described by the distance between the average of all estimates and the minimizer.

We introduce the average vector of estimates of the optimal decision vector, denoted by $\bar{x}(k)$ and defined by

$$\bar{x}(k) \triangleq \frac{1}{N} \sum_{i=1}^{N} x_i(k).$$

(2.6)

The dynamic equation for the average vector can be derived from (2.5) and takes the form

$$\bar{x}(k+1) = \bar{x}(k) - \frac{\alpha(k)}{N} h(k),$$

(2.7)

where $h(k) = \sum_{i=1}^{N} d_i(k)$.

We introduce also the deviation of the local estimates $x_i(k)$ from the average estimate $\bar{x}(k)$, which is denoted by $z_i(k)$ and defined by

$$z_i(k) \triangleq x_i(k) - \bar{x}(k), \ i = 1 \ldots N.$$  

(2.8)

and let $\beta$ be a positive scalar such that

$$\|z_i(0)\| \leq \beta, \ i = 1 \ldots N.$$

Let us define the aggregate vectors of estimates, average estimates, deviations and (sub)gradients, respectively:

$$x(k) \triangleq [x_1(k), x_2(k), \ldots, x_N(k)] \in \mathbb{R}^{Nn},$$
\[
\tilde{x}(k)' \triangleq [\tilde{x}(k)', \tilde{x}(k)', \ldots, \tilde{x}(k)'] \in \mathbb{R}^{Nn},
\]
\[
z(k)' \triangleq [z_1(k)', z_2(k)', \ldots, z_N(k)'] \in \mathbb{R}^{Nn}
\]
and
\[
d(k)' \triangleq [d_1(k)', d_2(k)', \ldots, d_N(k)'] \in \mathbb{R}^{Nn}.
\]

From (2.6) we note that the aggregate vector of average estimates can be expressed as
\[
\bar{x}(k) = Jx(k),
\]
where \( J = \frac{1}{N} \mathbb{1} I' \otimes I \), with \( I \) the identity matrix in \( \mathbb{R}^{n \times n} \) and \( \mathbb{1} \) the vector of all ones in \( \mathbb{R}^N \).

Consequently, the aggregate vector of deviations can be written as
\[
z(k) = (I - J)x(k), \tag{2.9}
\]
where \( I \) is the identity matrix in \( \mathbb{R}^{nN \times nN} \). The next Proposition characterizes the dynamics of the vector \( z(k) \).

**Proposition 2.3.1.** The dynamic evolution of the aggregate vector of deviations is given by
\[
z(k + 1) = W(k)z(k) - \alpha(k)(I - J)d(k), \quad z(0) = z_0, \tag{2.10}
\]
where \( W(k) = A(k) - J \) and \( A(k) = A(k) \otimes I \), with solution
\[
z(k) = \Phi(k, 0)z(0) - \sum_{s=0}^{k-1} \alpha(s)\Phi(k, s + 1)d(s), \tag{2.11}
\]
where \( \Phi(k, s) \) is the transition matrix of (2.10) defined by \( \Phi(k, s) \triangleq W(k-1)W(k-2) \cdots W(s) \), with \( \Phi(k, k) = I \).
Proof. From (2.5) the dynamics of the aggregate vector of estimates is given by

\[ x(k + 1) = A(k)x(k) - \alpha(k)d(k). \]  

(2.12)

From (2.9) together with (2.12), we can further write

\[ z(k + 1) = (I - J)x(k + 1) = (A(k) - J)x(k) - \alpha(k)(I - J)d(k). \]

By noting that

\[ (A(k) - J)z(k) = (A(k) - J)(I - J)x(k) = (A(k) - J)x(k), \]

we obtain (2.10). The solution (2.11) follows from (2.10) together with the observation that \( \Phi(k, s)(I - J) = \Phi(k, s). \)

\[ \square \]

Remark 2.3.1. The transition matrix \( \Phi(k, s) \) of the stochastic linear equation (2.10) can also be represented as

\[ \Phi(k, s) = \prod_{i=1}^{s} A(k - i) - J, \]  

(2.13)

where \( J = \left( \frac{1}{M} \mathbf{1} \mathbf{1}' \right) \otimes I. \) This follows from the fact that for any \( i \in \{1, 2, \ldots, s - 1\} \) we have

\[ (A(k - i) - J)(A(k - i - 1) - J) = A(k - i)A(k - i - 1) - J. \]

Remark 2.3.2 (On the first and second moments of the transition matrix \( \Phi(k, s) \)). Let \( m \) be a positive integer and consider the transition matrix \( \Phi(k + m, k) = W(k + m - 1) \ldots W(k), \) generated by a sequence of length \( m \) of random graphs, i.e. \( G(k) \ldots G(k + m - 1), \) for some \( k \geq 0. \) The random matrix \( \Phi(k + m, k) \) takes values of the form \( W_{i_1}W_{i_2} \cdots W_{i_m}, \) with \( i_j \in \{1, 2, \ldots, M\} \) and \( j = 1, \ldots, m. \) The norm of a particular realization of \( \Phi(k + m, k) \) is given by the LEM of the matrix product \( W_{i_1}W_{i_2} \cdots W_{i_m} \) or the
SLEM of $A_1 A_2 \cdots A_m$, denoted henceforth by $\lambda_{i_1 \ldots i_m}$. Let $q_{i_1 \ldots i_m} = \prod_{j=1}^m p_{i_j}$ be the probability of the sequence of graphs $G_{i_1} \ldots G_{i_m}$ that appear during the time interval $[k, k + m]$. 

Let $I_m$ be the set of sequences of indices of length $m$ for which the union of graphs with the respective indices produces a connected graph, i.e. $I_m = \{i_1 i_2 \ldots i_m | \bigcup_{j=1}^m G_{i_j} = \text{connected}\}$. 

Using the previous notations, the first and second moments of the norm of $\Phi(k + m, k)$ can be expressed as

\[ E[||\Phi(k + m, k)||] = \eta_m, \quad (2.14) \]
\[ E[||\Phi(k + m, k)||^2] = \rho_m, \quad (2.15) \]

where $\eta_m = \sum_{j \in I_m} q_j \lambda_j + 1 - \sum_{j \in I_m} q_j$ and $\rho_m = \sum_{j \in I_m} q_j \lambda_j^2 + 1 - \sum_{j \in I_m} q_j$. The integer $j$ was used as an index for the elements of set $I_m$, i.e. for an element of the form $i_1 \ldots i_m$.

The above formulas follow from results introduced in [18], Lemma 1, or in [39], Lemma 3.9, which state that for any sequence of indices $i_1 \ldots i_m \in I_m$, the matrix product $A_{i_1} \cdots A_{i_m}$ is ergodic, and therefore $\lambda_j < 1$, for any $j \in I_m$. Conversely, if $j \notin I_m$ then $\lambda_j = 1$. 

We also note that $\sum_{j \in I_m} q_j$ is the probability of having a connected graph over a time interval of length $m$. Due to Assumption 2.2.1, for sufficiently large values of $m$, the set $I_m$ is nonempty. In fact for $m \geq M$, $I_m$ is always non-empty. Therefore, for any $m$ such that $I_m$ is not empty, we have that $0 < \rho_m < \eta_m < 1$. In general for large values of $m$, it may be difficult to compute all eigenvalues $\lambda_j$, $j \in I_m$. We can omit the necessity of computing the eigenvalues $\lambda_j$, and this way decrease the computational burden, by using the following upper bounds on $\eta_m$ and $\rho_m$

\[ \eta_m \leq \lambda_m p_m + 1 - p_m, \quad (2.16) \]
\[ \rho_m \leq \lambda_m^2 p_m + 1 - p_m, \quad (2.17) \]
where $\lambda_m = \max_{j \in I_m} \lambda_j$ and $p_m = \sum_{j \in I_m} q_j$ is the probability to have a connected graph over a time interval of length $m$. For notational simplicity, in what follows we will omit the index $m$ when referring to the scalars $\eta_m$ and $\rho_m$.

Throughout this chapter we will use the symbols $m$, $\eta$ and $\rho$ in the sense defined within the Remark 2.3.2. Moreover, the value of $m$ is chosen such that $I_m$ is nonempty. The existence of such a value is guaranteed by Assumption 2.2.1.

The next proposition gives upper bounds on the expected values of the norm and the squared norm of the transition matrix $\Phi(k, s)$.

**Proposition 2.3.2.** Let Assumption 2.2.1 hold, and let $r \leq s \leq k$ be three nonnegative integer values and $m$ a positive integer, such that the set $I_m$ is non-empty. Then, the following inequalities involving the transition matrix $\Phi(k, s)$ of (2.10), hold

\[
E[\|\Phi(k, s)\|] \leq \eta \left\lfloor \frac{k-s}{m} \right\rfloor, \tag{2.18}
\]

\[
E[\|\Phi(k, s)\|^2] \leq \rho \left\lfloor \frac{k-s}{m} \right\rfloor, \tag{2.19}
\]

\[
E[\|\Phi(k, r)\Phi(k, s)\'^t\|] \leq \rho \left\lfloor \frac{k-s}{m} \right\rfloor \eta \left\lfloor \frac{s-r}{m} \right\rfloor, \tag{2.20}
\]

where $\eta$ and $\rho$ are defined in Remark 2.3.2.

**Proof.** We fix an $m$ such that the probability of having a connected graph over a time interval of length $m$ is positive, i.e. $I_m$ is non-empty. Note that, by Assumption 2.2.1, such a value always exists (pick $m \geq M$). Let $t$ be the number of intervals of length $m$ between $s$ and $k$, i.e.

\[
t = \left\lfloor \frac{k-s}{m} \right\rfloor,
\]
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and let \( s_0, s_1, \ldots, s_t \) be a sequence of nonnegative integers such that \( s = s_0 < s_1 < \ldots < s_t \leq k \) where \( s_{i+1} - s_i = m \) and \( i = 0, \ldots, m - 1 \). By the semigroup property of transition matrices, it follows that
\[
\Phi(k, s) = \Phi(k, s_t)\Phi(s_t, s_{t-1})\cdots\Phi(s_1, s),
\]
or
\[
\|\Phi(k, s)\| \leq \|\Phi(s_t, s_{t-1})\|\cdots\|\Phi(s_1, s)\|,
\]
where we use the fact that \( \|\Phi(k, s_t)\| \leq 1 \). Using the i.i.d. assumption on the random process \( A(k) \), we can further write
\[
E[\|\Phi(k, s)\|] \leq E[\|\Phi(s_t, s_{t-1})\|]\cdots E[\|\Phi(s_1, s)\|],
\]
which together with (2.14) leads to inequality (2.18).

Similarly, inequality (2.19) follows from (2.15) and from the i.i.d. assumption on the random graph process.

We now turn to inequality (2.20). By the semigroup property we get
\[
E[\|\Phi(k, r)\Phi(k, s)\|] \leq E[\|\Phi(k, s)\|^2]\|\Phi(s, r)\| \leq E[\|\Phi(k, s)\|^2]E[\|\Phi(s, r)\|],
\]
where the second inequality followed by the independence of \( A(k) \). Inequality (2.20) follows from (2.18) and (2.19).

In the next lemma we show that, under Assumption 2.2.3, for small enough \( \alpha \) the gradients \( \nabla f_i(x_i(k)) \) remain bounded with probability one for all \( k \).

**Lemma 2.3.1.** Let Assumption 2.2.3 hold and let \( \mathcal{F} : \mathbb{R}^{Nn} \to \mathbb{R} \) be a function given by
\[
\mathcal{F}(x) = \sum_{i=1}^{N} f_i(x_i) \quad \text{where} \quad x' = (x_1', \ldots, x_N').
\]
There exists a positive scalar \( \varphi \) such that
\[
\|\nabla f_i(x_i(k))\| \leq \varphi, \forall i, k \text{ w.p. } 1,
\]
\[20\]
\[ \| \nabla f_i(\bar{x}(k)) \| \leq \varphi, \forall i, k \text{ w.p. } 1, \]

where \( \varphi = L \| x(0) - \tilde{x} \| + L \left( \frac{2}{1-q} + 1 \right) \| \tilde{x} \|, \) \( q = \max\{ |\lambda - \alpha L|, |1 - \alpha l| \}, \) \( \tilde{x} \) is the unique minimizer of \( F(x), \) and \( x_i(k) \) and \( \bar{x}(k) \) satisfy (2.5) and (2.7), respectively.

**Proof.** We first note that since the matrices \( A_i \) have positive diagonal entries, they are aperiodic and therefore \( \lambda \in (-1, 1]. \) From Assumption 2.2.3 it follows immediately that \( F(x) \) is a convex, twice differentiable function satisfying

\[ lI \preceq \nabla^2 F(x) \preceq LI, \quad (2.21) \]

where \( l = \min_i l_i, \) \( L = \max_i L_i \) and \( I \) is the identity matrix in \( \mathbb{R}^{nN \times nN}. \) In addition, \( F(x) \) has a unique minimizer denoted by \( \tilde{x}. \) The dynamics described by (2.5) can be compactly written as

\[ x(k+1) = A(k)x(k) - \alpha \nabla F(x(k)), \quad x(0) = x_0, \quad (2.22) \]

with \( x(k)' = (x_1(k)', ..., x_N(k)'). \)

We observe that equation (2.22) is a modified version of the gradient method with constant step, where instead of the identity matrix, we have that \( A(k) \) multiplies \( x(k). \) In what follows we show that the stochastic dynamics (2.22) is stable with probability one.

Using a similar idea as in Theorem 3, page 25 of [37], we have that

\[ \nabla F(x(k)) = \nabla F(\tilde{x}) + \int_0^1 \nabla^2 F(\tilde{x} + \tau(x(k) - \tilde{x}))(x(k) - \tilde{x}) d\tau = H(k)(x(k) - \tilde{x}), \]

where \( lI \preceq H(k) \preceq LI \) by virtue of (2.21). Hence, with probability one

\[ \| x(k+1) - \tilde{x} \| = \| A(k)x(k) - \tilde{x} - \alpha \nabla F(x(k)) + A(k)\tilde{x} - A(k)\tilde{x} \| \leq \]

\[ \leq \| A(k) - \alpha H(k) \| \| x(k) - \tilde{x} \| + \| A(k) - I \| \| \tilde{x} \|. \]
But since
\[(\lambda - \alpha L)I \leq A(k) - H(k) \leq (1 - \alpha l)I,\]
it follows that
\[\|x(k+1) - \bar{\bar{x}}\| \leq q\|x(k) - \bar{\bar{x}}\| + |\lambda - 1|\|\bar{\bar{x}}\|,\]
where \(q = \max\{|\lambda - \alpha L|, |1 - \alpha l|\}.\) Since by Assumption 2.2.3-(c) \(\alpha < \min\left\{\frac{\lambda + 1}{L}, \frac{1}{l}\right\}\) we get that \(q < 1\) and therefore the dynamics (2.22) is stable with probability one and
\[\|x(k) - \bar{\bar{x}}\| \leq q^k\|x(0) - \bar{\bar{x}}\| + \frac{2}{1-q}\|\bar{\bar{x}}\| \leq \|x(0) - \bar{\bar{x}}\| + \frac{2}{1-q}\|\bar{\bar{x}}\|, \forall k.\]

From Assumption 2.2.3 we have that
\[\|\nabla f_i(x_i(k))\| \leq \|\nabla F(x(k))\| \leq L\|x(k) - \bar{\bar{x}}\| \leq L\|x(0) - \bar{\bar{x}}\| + \frac{2L}{1-q}\|\bar{\bar{x}}\|. \tag{2.23}\]

We also have that
\[\|\bar{\bar{x}}(k) - \check{\bar{x}}\| = \|Jx(k) - J\bar{x} + J\bar{x} - \check{\bar{x}}\| \leq \|x(k) - \check{\bar{x}}\| + \|\check{\bar{x}}\|,
\]
from where it follows that
\[\|\nabla f_i(\bar{\bar{x}}(k))\| \leq \|\nabla F(\bar{\bar{x}}(k))\| \leq L\|\bar{\bar{x}}(k) - \check{\bar{x}}\| \leq L\|x(0) - \bar{\bar{x}}\| + L\left(\frac{2}{1-q} + 1\right)\|\bar{\bar{x}}\|. \tag{2.24}\]

Taking the maximum among the right hand side terms of the inequalities (2.23) and (2.24), the result follows. \(\square\)

**Remark 2.3.3.** If the stochastic matrices \(A_i\) are generated using a Laplacian based scheme, e.g.
\[A_i = I - \varepsilon L_i, \forall i,\]
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where $L_i$ is the Laplacian of the graph $G_i$ and $\varepsilon \leq \frac{1}{N}$, then it turns out that $\lambda \geq 0$. Hence, the inequality in Assumption 2.2.3-(c) is satisfied if

$$0 < \alpha < \frac{1}{L},$$

which is a sufficient condition for the stability of (2.5). In the case of the randomized and broadcast gossip protocols it can be checked that $\lambda = 0$.

**Remark 2.3.4.** Throughout the rest of the chapter $\varphi$ should be interpreted in the context of the assumptions used, i.e. under Assumption 2.2.2, $\varphi$ is the uniform bound on the subgradients of $f_i(x)$, while under Assumption 2.2.3, $\varphi$ is the bound on the gradients $\nabla f_i(x_i(k))$ and $\nabla f_i(\bar{x}(k))$ given by Lemma 2.3.1.

The following lemma gives upper bounds on the first and the second moments of the distance between the estimate $x_i(k)$ and the average of the estimates, $\bar{x}(k)$.

**Lemma 2.3.2.** Under Assumptions 2.2.1 and 2.2.2 or 2.2.1 and 2.2.3, for the sequences $\{x_i(k)\}_{k \geq 0}$, $i = 1, \ldots, N$ generated by (2.5) with a constant stepsize $\alpha$, the following inequalities hold

1. $E[\|x_i(k) - \bar{x}(k)\|] \leq \beta \sqrt{N} \eta \|\frac{\hat{h}}{m}\| + \alpha \varphi \sqrt{N} \frac{m}{1 - \eta}$

2. $E[\|x_i(k) - \bar{x}(k)\|^2] \leq N\beta^2 \rho \|\frac{\hat{h}}{m}\|^2 + N\alpha^2 \varphi^2 \left(1 + 2 \frac{m}{1 - \rho}\right) \frac{m}{1 - \rho} + 2N\alpha \beta \rho m \frac{\rho^{\lceil \frac{k-1}{m} \rceil + 1} - \eta^{\lceil \frac{k-1}{m} \rceil + 1}}{\rho - \eta}$

where $\eta$, $\rho$ and $m$ are defined in Remark 2.3.2.

**Proof.** Note that the norm of the deviation $z_i(k) = x_i(k) - \bar{x}(k)$ is upper bounded by the norm of the aggregate vector of deviations $z(k)$ (with probability one), i.e. $\|z_i(k)\| \leq \|z(k)\|$. 


Hence, by Proposition 2.3.1, we have

$$\|z_i(0)\| \leq \|z(0)\| = \|\Phi(k, 0)z(0) - \alpha \sum_{s=0}^{k-1} \Phi(k, s+1)d(s)\|,$$

or

$$E[\|z_i(k)\|] \leq \sqrt{N}E[\|\Phi(k, 0)\|] + \alpha \sqrt{N} \sum_{s=0}^{k-1} E[\|\Phi(k, s+1)\|],$$

where we used the fact that \(\|z(0)\| \leq \beta\) and \(\|d_i(k)\| \leq \phi, \forall k \geq 0\).

By inequality (2.18) of Proposition 2.3.2, we get

$$E[\|z_i(k)\|] \leq \sqrt{N}^\eta \frac{\eta^k}{m} + \alpha \phi \sqrt{N} \sum_{s=0}^{k-1} \eta^k \frac{\eta^s}{m}.$$

Noting that the sum \(\sum_{s=0}^{k-1} \eta^k \frac{\eta^s}{m} \) can be upper bounded by

$$\sum_{s=0}^{k-1} \eta^k \frac{\eta^s}{m} \leq m \sum_{s=0}^{k-1} \eta^s = m \frac{1 - \eta^{k+1}}{1 - \eta} \leq m \frac{1}{1 - \eta},$$

inequality (2.25) follows.

We now turn to obtaining an upper bound on the second moment of \(\|z(k)\|\).

Let \(Z(k) \in \mathbb{R}^{N\times N}\) be the symmetric, semi-positive definite matrix defined by

$$Z(k) \triangleq z(k)z(k)'.$$

Using Proposition 2.3.1, it follows that \(Z(k)\) satisfies the following dynamic equation

$$Z(k+1) = W(k)Z(k)W(k) + F(k), \quad (2.27)$$

where \(F(k)\) is given by

$$F(k) = \alpha^2(I - J)d(k)d(k)'(I - J)' - \alpha W(k) z(k)d(k)'(I - J)' - \alpha (I - J)d(k)z(k)'W(k). \quad (2.28)$$
The solution of (2.27) is given by
\[
Z(k) = \Phi(k, 0)Z(0)\Phi(k, 0)' + \sum_{s=0}^{k-1} \Phi(k, s + 1)F(s)\Phi(k, s + 1)'.
\] (2.29)

For simplicity, in what follows, we will omit the matrix \(I - J\) from \(F(k)\) since it disappears by multiplication with the transition matrix (see Proposition 2.3.1). We can further write
\[
||Z(k)|| \leq ||\Phi(k, 0)||^2||Z(0)|| + \sum_{s=0}^{k-1} ||\Phi(k, s + 1)F(s)\Phi(k, s + 1)'||,
\]
and by noting that \(||Z(k)|| = ||z(k)||^2\), we obtain
\[
E[||z(k)||^2] \leq E[||\Phi(k, 0)||^2||z(0)||^2 + \sum_{s=0}^{k-1} E[||\Phi(k, s + 1)F(s)\Phi(k, s + 1)'||]].
\] (2.30)

From (2.19) of Proposition 2.3.2 we obtain
\[
E[||\Phi(k, 0)||^2] \leq \rho\left(\frac{1}{\lambda}\right).
\]

We now focus on the terms of the sum in the right hand-side of (2.30). We have
\[
\Phi(k, s + 1)F(s)\Phi(k, s + 1)' = \alpha^2 \Phi(k, s + 1)d(s)d(s)\Phi(k, s + 1)' - \\
- \alpha \Phi(k, s + 1)W(s)z(s)d(s)\Phi(k, s + 1)' - \alpha\Phi(k, s + 1)d(s)z(s)W(s)\Phi(k, s + 1)'.
\]

Using the solution of \(z(k)\) given in (2.11), we get
\[
\Phi(k, s + 1)W(s)z(s)d(s)\Phi(k, s + 1)' =
\]
\[
= \Phi(k, s + 1)W(s) \left( \Phi(s, 0)z(0) - \alpha \sum_{r=0}^{s-1} \Phi(s, r + 1)d(r) \right) d(s)\Phi(k, s + 1)'
\]
\[
= \Phi(k, 0)z(0)d(s)\Phi(k, s + 1)' - \alpha \sum_{r=0}^{s-1} \Phi(k, r + 1)d(r)d(s)\Phi(k, s + 1)'.
\] (2.31)

Similarly,
\[
\Phi(k, s + 1)d(s)z(s)W(s)\Phi(k, s + 1)' =
\]
\[
\Phi(k, s + 1) d(s) z(0)' \Phi(k, 0)' - \alpha \sum_{r=0}^{s-1} \Phi(k, s + 1) d(s) d(r)' \Phi(k, r + 1)'.
\] (2.32)

We now give a more explicit formula for \( \Phi(k, s + 1) F(s) \Phi(k, s + 1)' \):

\[
\Phi(k, s + 1) F(s) \Phi(k, s + 1)' = \alpha^2 \Phi(k, s + 1) d(s) d(s)' \Phi(k, s + 1)' - \\
- \alpha \Phi(k, 0) z(0) d(s)' \Phi(k, s + 1) + \alpha^2 \sum_{r=0}^{s-1} \Phi(k, r + 1) d(r) d(s)' \Phi(k, s + 1)' - \\
- \alpha \Phi(k, s + 1) d(s) z(0)' \Phi(k, 0)' + \alpha^2 \sum_{r=0}^{s-1} \Phi(k, s + 1) d(s) d(r)' \Phi(k, r + 1)'.
\]

By applying the norm operator, we get

\[
\| \Phi(k, s + 1) F(s) \Phi(k, s + 1)' \| \leq N \alpha^2 \varphi^2 \| \Phi(k, s + 1) \|^2 + \\
+ N \alpha^2 \varphi^2 \sum_{r=0}^{s-1} \| \Phi(k, r + 1) \Phi(k, s + 1) \| + N \alpha^2 \varphi^2 \sum_{r=0}^{s-1} \| \Phi(k, s + 1) \Phi(k, r + 1) \| + \\
+ N \alpha \beta \varphi \| \Phi(k, s + 1) \Phi(k, 0) \| + N \alpha \beta \varphi \| \Phi(k, 0) \Phi(k, s + 1) \|.
\]

or

\[
\| \Phi(k, s + 1) F(s) \Phi(k, s + 1)' \| \leq N \alpha^2 \varphi^2 \| \Phi(k, s + 1) \|^2 + \\
+ 2 N \alpha^2 \varphi^2 \sum_{r=0}^{s-1} \| \Phi(k, r + 1) \Phi(k, s + 1) \| + 2 N \alpha \beta \varphi \| \Phi(k, s + 1) \Phi(k, 0) \|.
\] (2.33)

Next we derive bounds for the expected values of each of the terms in (2.33). Based on the results of Proposition 2.3.2 we can write

\[
E[\| \Phi(k, s + 1) \|^2] \leq \rho^{\frac{s-1}{m}}
\]

\[
\sum_{r=0}^{s-1} E[\| \Phi(k, r + 1) \Phi(k, s + 1) \|] \leq \sum_{r=0}^{s-1} \rho^{\frac{s-1}{m}} |\eta^{\frac{s-1}{m}}| \leq m \rho^{\frac{s-1}{m}} \sum_{r=0}^{s-1} |\eta^{\frac{s-1}{m}}| \leq \\
\leq m \rho^{\frac{s-1}{m}} \frac{1 - |\eta^{\frac{s-1}{m}}|}{1 - |\eta^{\frac{s-1}{m}}|} \leq m \rho^{\frac{s-1}{m}} \frac{1}{1 - |\eta^{\frac{s-1}{m}}|}
\]
and

\[ E[||\Phi(k, s + 1)\Phi(k, 0)||] \leq \rho^{\frac{k - s - 1}{m}}\eta^{\frac{k - s - 1}{m}}. \]

Therefore we obtain

\[ E[||\Phi(k, s + 1)F(s)\Phi(k, s + 1)||] \leq N\alpha^2\varphi^2\left(1 + \frac{2m}{1 - \eta}\right)\rho^{\frac{k - s - 1}{m}} + 2N\alpha\beta\varphi\rho^{\frac{k - s - 1}{m}}\eta^{\frac{k - s - 1}{m}}. \]

We know compute an upper bound for \( \sum_{s=0}^{k-1} E[||\Phi(k, s + 1)F(s)\Phi(k, s + 1)||] \). Using the fact that

\[ \sum_{s=0}^{k-1} \rho^{\frac{k - s - 1}{m}} \leq m \sum_{s=0}^{k-1} \rho^s \leq m \frac{1 - \rho^{\frac{k - s - 1}{m} + 1}}{1 - \rho}, \]

and

\[ \sum_{s=0}^{k-1} \rho^{\frac{k - s - 1}{m}} \eta^{\frac{k - s - 1}{m}} \leq \sum_{s=0}^{k-1} \rho^{\frac{k - s - 1}{m}} \eta^{\frac{k - s - 1}{m}} \]

\[ \leq m \sum_{s=0}^{k-1} \rho^{\frac{k - s - 1}{m} - s} \eta^s = m \rho^{\frac{k - s - 1}{m} + 1} - \eta^{\frac{k - s - 1}{m} + 1} \rho - \eta, \]

we obtain

\[ \sum_{s=0}^{k-1} E[||\Phi(k, s + 1)F(s)\Phi(k, s + 1)||] \leq N\alpha^2\varphi^2\left(1 + \frac{2m}{1 - \eta}\right)\frac{m}{1 - \rho} + 2N\alpha\beta\varphi\rho^{\frac{k - s - 1}{m} + 1} - \eta^{\frac{k - s - 1}{m} + 1} \rho - \eta. \]

Finally we obtain an upper bound for the second moment of \( ||z(k)|| \):

\[ E[||z(k)||^2] \leq N\beta^2\rho^{\frac{k - s}{m}} + N\alpha^2\varphi^2\left(1 + \frac{2m}{1 - \eta}\right)\frac{m}{1 - \rho} + 2N\alpha\beta\varphi\rho^{\frac{k - s - 1}{m} + 1} - \eta^{\frac{k - s - 1}{m} + 1} \rho - \eta. \]

□

The following lemma allows us to interpret \( d_i(k) \) as an \( \epsilon \)-subgradient of \( f_i \) at \( \bar{x}(k) \)(with \( \epsilon \) being a random variable).
Lemma 2.3.3. Let Assumptions 2.2.2 or 2.2.3 hold. Then the vector $d_i(k)$ is an $e(k)$-subdifferential of $f_i$ at $\bar{x}(k)$, i.e. $d_i(k) \in \partial_{\epsilon(k)} f_i(\bar{x}(k))$ and $h(k) = \sum_{i=1}^{N} d_i(k)$ is an $N\epsilon(k)$-subdifferential of $f$ at $\bar{x}(k)$, i.e. $h(k) \in \partial_{N\epsilon(k)} f(\bar{x}(k))$, for any $k \geq 0$, where

$$e(k) = 2\varphi\beta \sqrt{N}\|\Phi(k,0)\| + 2\alpha\varphi^2 \sqrt{N} \sum_{s=0}^{k-1} \|\Phi(k,s+1)\|. \quad (2.34)$$

Proof. The proof is somewhat similar to the proof of Lemma 3.4.5 of [19]. Let $\bar{d}_i(k)$ be a subgradient of $f_i$ at $\bar{x}(k)$. By the subgradient definition we have that

$$f_i(x_i(k)) \geq f_i(\bar{x}(k)) + \bar{d}_i(k)'(x_i(k) - \bar{x}(k)) \geq f_i(\bar{x}(k)) - \|\bar{d}_i(k)\|\|x_i(k) - \bar{x}(k)\|,$$

or

$$f_i(x_i(k)) \geq f_i(\bar{x}(k)) - \varphi\|z_i(k)\|.$$

Furthermore, for any $y \in \mathbb{R}^n$ we have that

$$f_i(y) \geq f_i(x_i(k)) + d_i(k)'(y - x_i(k)) = f_i(x_i(k)) + d_i(k)'(y - \bar{x}(k)) + d_i(k)'(\bar{x}(k) - x_i(k)) \geq$$

$$\geq f_i(\bar{x}(k)) + d_i(k)'(y - \bar{x}(k)) - 2\varphi\|z_i(k)\| \geq f_i(\bar{x}(k)) + d_i(k)'(y - \bar{x}(k)) - 2\varphi\|z(k)\|,$$

or

$$f_i(y) \geq f_i(\bar{x}(k)) + d_i(k)'(y - \bar{x}(k)) - e(k),$$

where $e(k) = 2\varphi\|z(k)\|$. Using the definition of the $\epsilon$-subgradient, it follows that $d_i(k) \in \partial_{\epsilon(k)} f_i(\bar{x}(k))$. Summing over $i$ we get that $\sum_{i=1}^{N} d_i(k) \in \partial_{N\epsilon(k)} f(\bar{x}(k))$. Note, that $\epsilon(k)$ has a random characteristic due to the assumptions on $A(k)$.

For twice differentiable cost functions with lower and upper bounded Hessians, the next result gives an upper bound on the second moment of the distance between the average vector $\bar{x}(k)$ and the minimizer of $f$. 
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Lemma 2.3.4.  Let Assumptions 2.2.1 and 2.2.3 hold and let \( \{\bar{x}(k)\}_{k \geq 0} \) be a sequence of vectors defined by iteration (2.7). Then, the following inequality holds

\[
E[||\bar{x}(k) - x^*||^2] \leq ||\bar{x}(0) - x^*||^2 \gamma^k + \frac{4\alpha \varphi \beta \sqrt{N} \gamma^k - \eta \mu}{\gamma \eta} + \frac{\alpha^2 \varphi^2}{1 - \gamma} \left( 4 \sqrt{N} \frac{m}{1 - \eta} + 1 \right), \tag{2.35}
\]

where \( \gamma = 1 - \alpha l \), with \( l = \min_i l_i \) and \( \eta \) is defined in Remark 2.3.2.

Proof. Under Assumption 2.2.3, \( f(x) \) is a strongly convex function with constant \( NL \), where \( l = \min_i l_i \) and therefore it follows that

\[
f(x) - f^* \geq \frac{NL}{2} ||x - x^*||^2. \tag{2.36}
\]

We use the same idea as in the proof of Proposition 2.4 in [30], formulated under a deterministic setup. By (2.7), where we use a constant stepsize \( \alpha \), we obtain

\[
||\bar{x}(k+1) - x^*||^2 = ||\bar{x}(k) - x^* - \frac{\alpha}{N} h(k)||^2 = ||\bar{x}(k) - x^*||^2 - 2\frac{\alpha}{N} h(k)'(\bar{x}(k) - x^*) + \alpha^2 \varphi^2.
\]

Using the fact that, by Lemma 2.3.3, \( h(k) \) is a \( Ne(k) \)-subdifferential of \( f \) at \( \bar{x}(k) \), we have

\[
f(x^*) \geq f(\bar{x}(k)) + h(k)'(x^* - \bar{x}(k)) - Ne(k),
\]
or, from inequality (2.36),

\[
-h(k)'(\bar{x}(k) - x^*) \leq -\frac{NL}{2} ||\bar{x}(k) - x^*||^2 + Ne(k).
\]

Further, we can write

\[
||\bar{x}(k+1) - x^*||^2 \leq (1 - \alpha l) ||\bar{x}(k) - x^*||^2 + 2\alpha \epsilon(k) + \alpha^2 \varphi^2
\]
or

\[
E[||\bar{x}(k) - x^*||^2] \leq (1 - \alpha l)^k ||\bar{x}(0) - x^*||^2 + \sum_{s=0}^{k-1} (1 - \alpha l)^{k-s-1} (2\alpha E[\epsilon(s)] + \alpha^2 \varphi^2).
\]
Note that from Assumption 2.2.3-(c), $0 < \alpha < \frac{1}{l}$ and therefore the quantity $\gamma^k = (1 - \alpha l)^k$ does not grow unbounded. It follows that
\[
E[\|\bar{x}(k) - x^*\|^2] \leq \gamma^k \|\bar{x}(0) - x^*\|^2 + \sum_{s=0}^{k-1} \gamma^{k-s-1} (2\alpha E[\epsilon(s)] + \alpha^2 \varphi^2).
\] (2.37)

From the expression of $\epsilon(k)$ in Lemma 2.3.3, we immediately obtain the following inequality
\[
E[\epsilon(s)] \leq 2\varphi \beta \sqrt{N} \eta^\frac{1}{m} + \frac{2\alpha \varphi^2 \sqrt{Nm}}{1 - \eta}.
\] (2.38)
The inequality
\[
\sum_{s=0}^{k-1} \gamma^{k-s-\eta} \leq \gamma^{k-1} \eta^{-1} \sum_{s=0}^{k-1} \left( \frac{\eta^\frac{1}{m}}{\gamma} \right)^s = (\gamma \eta)^{-1} \frac{\gamma^k - \eta^\frac{k}{m}}{\gamma - \eta^\frac{1}{m}}
\]
yields
\[
\sum_{s=0}^{k-1} \gamma^{k-s-1} E[\epsilon(s)] \leq \frac{2\varphi \beta \sqrt{N}}{\gamma \eta} \frac{\gamma^k - \eta^\frac{k}{m}}{\gamma - \eta^\frac{1}{m}} + \frac{2\alpha \varphi^2 \sqrt{Nm}}{1 - \eta} \frac{1}{1 - \gamma},
\] (2.39)
which combined with (2.37), generates the inequality (2.35).

\[\Box\]

2.4 Main Results - Error bounds

In the following we provide upper bounds for two performance metrics of the CB-MASM. First, we give a bound on the difference between the best recorded value of the cost function $f$, evaluated at the estimate $x_i(k)$, and the optimal value $f^*$. Second, we focus on the second moment of the distance between the estimate $x_i(k)$ and the minimizer of $f^*$. For a particular class of twice differentiable functions, we give an upper bound on this metric and show how fast the time varying part of this bound converge to zero. The bounds we give in this section emphasize the effect of the random topology on the performance metrics.
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The following result shows how close the cost function $f$ evaluated at the estimate $x_i(k)$ gets to the optimal value $f^*$. A similar result for the standard sub-gradient method can be found in [31], for example.

**Corollary 2.4.1.** Let Assumptions 2.2.1 and 2.2.2 or 2.2.1 and 2.2.3 hold and let \( \{x_i(k)\}_{k \geq 0} \) be a sequence generated by the iteration (2.5), $i = 1, \ldots, N$. Let $\bar{f}_{i}^{\text{best}}(k) = \min_{s=0\ldots k} E[f(x_i(s))]$ be the smallest cost value (in average) achieved by agent $i$ at iteration $k$. Then

$$\lim_{k \to \infty} \bar{f}_{i}^{\text{best}}(k) \leq f^* + 3\alpha \varphi^2 N \sqrt{\frac{m}{1 - \eta}} + \frac{N\alpha \varphi^2}{2}. \quad (2.40)$$

**Proof.** Using the subgradient definition of $f_i$ at $x_i(k)$ we have that

$$f_i(x_i(k)) \leq f_i(\bar{x}(k)) + \varphi \|z_i(k)\|,$$

for all $i = 1, \ldots, N$. Summing over all $i$, we get

$$f(x_i(k)) \leq f(\bar{x}(k)) + N\varphi \|z(k)\|,$$

which holds with probability one. Subtracting $f^*$ from both sides of the above inequality, and applying the expectation operator, we further get

$$E[f(x_i(k))] - f^* \leq E[f(\bar{x}(k))] - f^* + N\varphi E[\|z(k)\|],$$

or

$$\bar{f}_{i}^{\text{best}}(k) - f^* \leq \min_{s=0\ldots k} \{E[f(\bar{x}(s))] - f^* + N\varphi E[\|z(s)\|]\}. \quad (2.41)$$

Let $x^* \in X^*$ be an optimal point of $f$. By (2.7), where we use a constant stepsize $\alpha$, we obtain

$$\|\bar{x}(k+1) - x^*\|^2 = \|\bar{x}(k) - x^* - \frac{\alpha}{N}h(k)\|^2 \leq \|\bar{x}(k) - x^*\|^2 - 2\frac{\alpha}{N}h(k)'(\bar{x}(k) - x^*) + \alpha^2 \varphi^2$$
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and since, by Lemma 2.3.3, \( h(\bar{x}(k)) \) is a \( N\epsilon(k) \)-subdifferential of \( f \) at \( \bar{x}(k) \), we have

\[
\|\bar{x}(k+1) - x^*\|^2 \leq \|\bar{x}(k) - x^*\|^2 - \frac{2\alpha}{N} (f(\bar{x}(k)) - f^*) + 2\alpha \epsilon(k) + \alpha^2 \varphi^2,
\]
or

\[
\|\bar{x}(k) - x^*\|^2 \leq \|\bar{x}(0) - x^*\|^2 - \frac{2\alpha}{N} \sum_{s=0}^{k-1} (f(\bar{x}(s)) - f^*) + 2\alpha \sum_{s=0}^{k-1} \epsilon(s) + k\alpha^2 \varphi^2.
\]

Since \( \|\bar{x}(k) - x^*\|^2 \geq 0 \)

\[
\frac{2\alpha}{N} \sum_{s=0}^{k-1} (f(\bar{x}(s)) - f^*) \leq \|\bar{x}(0) - x^*\|^2 + 2\alpha \sum_{s=0}^{k-1} \epsilon(s) + k\alpha^2 \varphi^2,
\]
or

\[
\sum_{s=0}^{k-1} (E[f(\bar{x}(s))] - f^*) \leq \frac{N}{2\alpha} \|\bar{x}(0) - x^*\|^2 + N \sum_{s=0}^{k-1} E[\epsilon(s)] + \frac{kN\alpha\varphi^2}{2}.
\]

Adding and subtracting \( N\varphi E[||z(s)||] \) inside the sum of the left-hand side of the above inequality and recalling from Lemma 2.3.3 that \( \epsilon(k) = 2\varphi ||z(k)|| \), we obtain

\[
\sum_{s=0}^{k-1} (E[f(\bar{x}(s))] - f^* + N\varphi E[||z(s)||]) \leq \frac{1}{2\alpha} \|\bar{x}(0) - x^*\|^2 + \frac{3N}{2} \sum_{s=0}^{k-1} E[\epsilon(s)] + \frac{kN\alpha\varphi^2}{2}.
\]

Using the fact that

\[
\sum_{s=0}^{k-1} (E[f(\bar{x}(s))] - f^* + N\varphi E[||z(s)||]) \geq k \min_{s=0, \ldots, k-1} \{ E[f(\bar{x}(s))] - f^* + N\varphi E[||z(s)||] \},
\]

we get

\[
\min_{s=0, \ldots, k-1} \{ E[f(\bar{x}(s))] - f^* + N\varphi E[||z(s)||] \} \leq \frac{1}{2\alpha k} \|\bar{x}(0) - x^*\|^2 + \frac{3N}{2k} \sum_{s=0}^{k-1} E[\epsilon(s)] + \frac{N\alpha\varphi^2}{2}.
\]

Using inequality (2.38) from Lemma 2.3.3 we obtain

\[
\sum_{s=0}^{k-1} E[\epsilon(s)] \leq 2\varphi \beta \sqrt{N} \frac{m}{1-\eta} + k2\alpha^2 \sqrt{N} \frac{m}{1-\eta}.
\]
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It follows that

\[
\min_{s=0, \ldots, k-1} \{ E[f(\bar{x}(s))] - f^* + N\varphi E[\|z(s)\|]\} \leq \frac{1}{2\alpha k} \|\bar{x}(0) - x^*\|^2 + \\
\frac{3N}{2k} \left( 2\varphi\beta \sqrt{N} \frac{m}{1-\eta} + k2\alpha\varphi^2 \sqrt{N} \frac{m}{1-\eta} \right) + \frac{N\alpha\varphi^2}{2}.
\] (2.42)

Combining inequalities (2.41) and (2.42) and taking the limit, we obtain

\[
\lim_{k \to \infty} f_{\text{best}}(k) \leq f^* + 3\alpha\varphi^2 N \sqrt{N} \frac{m}{1-\eta} + \frac{N\alpha\varphi^2}{2}.
\]

□

In the case of twice differentiable functions, the next result introduces an error bound which essentially says that the estimates “converge in the mean square sense to within some guaranteed distance” from the optimal point, distance which can be made arbitrarily small by an appropriate choice of the stepsize. In addition, the time varying component of the error bound converges to zero at least linearly.

**Corollary 2.4.2.** Let Assumptions 2.2.1 and 2.2.3 hold. Then, for the sequence \(\{x_i(k)\}_{k \geq 0}\) generated by iteration (2.5) we have

(a)

\[
\limsup_{k \to \infty} E[\|x_i(k) - x^*\|^2] \leq C_1 + C_2 + 2 \sqrt{C_1 C_2},
\] (2.43)

where

\[
C_1 = \frac{\alpha^2\varphi^2}{1-\gamma} \left( \frac{4m \sqrt{N}}{1-\eta} + 1 \right), \quad C_2 = N\alpha^2\varphi^2 \left( 1 + \frac{2m}{1-\eta} \right) \frac{m}{1-\rho}.
\] (2.44)

(b)

\[
E[\|x_i(k) - x^*\|^2] \leq \psi(k) + C,
\] (2.45)
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where \( \psi(k) = c\delta^k \) with \( c \) a positive constant depending on the initial conditions, \( \delta = \max \{ \gamma, \eta \frac{1}{m} \} \), \( \gamma = 1 - \alpha l \), and where \( C = 4 \max \{ C_1, C_2 \} \).

**Proof.** By the triangle inequality we have

\[
\|x_i(k) - x^*\|^2 \leq \|x_i(k) - \bar{x}(k)\|^2 + 2\|x_i(k) - \bar{x}(k)\|\|\bar{x}(k) - x^*\| + \|\bar{x}(k) - x^*\|^2.
\]

or

\[
E[\|x_i(k) - x^*\|^2] \leq E[\|x_i(k) - \bar{x}(k)\|^2] + 2E[\|x_i(k) - \bar{x}(k)\|\|\bar{x}(k) - x^*\|] + E[\|\bar{x}(k) - x^*\|^2].
\]

By the Cauchy-Schwarz inequality for the expectation operator, we get

\[
E[\|x_i(k) - x^*\|^2] \leq E[\|x_i(k) - \bar{x}(k)\|^2] + 2 \|x_i(k) - \bar{x}(k)\|^2 \frac{1}{2} E[\|\bar{x}(k) - x^*\|^2] + E[\|\bar{x}(k) - x^*\|^2].
\]

Inequality (2.35) can be further upper bounded by

\[
E[\|\bar{x}(k) - x^*\|^2] \leq \psi_1(k) + C_1,
\]

where

\[
\psi_1(k) = \left\| \bar{x}(0) - x^* \right\|^2 + \frac{8\alpha_\varphi\beta\sqrt{N}}{\gamma\eta} \frac{1}{\gamma - \eta \frac{1}{m}} \left\{ \frac{\eta}{c_1} \right\} \delta^k = c_1 \delta^k,
\]

with \( \delta = \max \{ \gamma, \eta \frac{1}{m} \} \) and \( C_1 \) being given in (2.44). Using the inequalities

\[
\rho \left| \frac{\eta}{\rho} \right|^{+1} \leq \rho^{-\frac{1}{\alpha}} \rho^\frac{1}{M} \text{ and } \eta \left| \frac{\eta}{\rho} \right|^{+1} \leq \eta^{-\frac{1}{\alpha}} \eta^\frac{1}{M},
\]

from (2.26), a new bound for \( E[\|x_i(k) - \bar{x}(k)\|^2] \) is given by

\[
E[\|x_i(k) - \bar{x}(k)\|^2] \leq \psi_2(k) + C_2,
\]
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where $C_2$ is given in (2.44) and

$$\psi_2(k) = \left[ N\beta^2\rho^{-1} + \frac{2N\alpha\beta\rho m}{\eta - \rho} \left( \frac{1}{\eta^{\frac{1}{m}}} + \rho^{-\frac{1}{m}} \right) \right] \delta^k = c_2\delta^k.$$

Taking the limit of (2.46) and recalling that under Assumptions 2.2.1 and 2.2.3, $\gamma < 1$ and $\eta_1 < 1$ for any $m \in I_m$, we obtain (2.43).

Inequality (2.46) can be further upper bounded by

$$E[\|x_i(k) - x^*\|^2] \leq 2\max\{c_1, c_2\}\delta^k + 2\left( \max\{c_1, c_2\}\delta^k + \max\{C_1, C_2\} \right) = \psi(k) + C,$$

where $\psi(k) = c\delta^k$, with $c = 4\max\{c_1, c_2\}$ and $C = 4\max\{C_1, C_2\}$. Hence, we obtained that the time varying component of the error bound converges linearly to zero with a factor $\delta = \max\{\gamma, \eta^{\frac{1}{m}}\}$.

\[\square\]

2.4.1 Discussion of the results

We obtained upper bounds on two performance metrics relevant to the CBMASM. First we studied the difference between the cost function evaluated at the estimate and the optimal solution (Corollary 2.4.1) - for non-differentiable and differentiable functions with bounded (sub)gradients. Second, for a particular class of convex functions (see Assumptions 2.2.3), we gave an upper bound for the second moment of the distance between the estimates of the agents and the minimizer. We also showed that the time varying component of this upper bound converges linearly to zero with a factor reflecting the contribution of the random topology. We introduced Assumption 2.2.3 to cover part of the class of convex functions for which uniform boundness of the (sub)gradients can
not be guaranteed.

From our results we can notice that the stepsize has a similar influence as in the case of the standard subgradient method, i.e. a small value of $\alpha$ implies good precision but slow rate of convergence, while a larger value of $\alpha$ increases the rate of convergence but at a cost in accuracy. More importantly, we can emphasize the influence of the consensus step on the performance of the distributed algorithm. When possible, by appropriately designing the probability distribution of the random graph (together with an appropriate choice of the integer $m$) we can improve the guaranteed precision of the algorithm (intuitively, this means making the quantities $m/(1-\eta)$ and $m/(1-\rho)$ as small as possible).

In addition, the rate of convergence of the time varying component of the error bound (2.45) can be improved by making the quantity $\eta^{\frac{1}{m}}$ as small as possible. Note however that there are limits with respect to the positive effect of the consensus step on the the rate of convergence of $\psi(k)$, since the latter is determined by the maximum between $\gamma$ and $\eta^{\frac{1}{m}}$.

Indeed, if the stepsize is small enough, i.e.

$$\alpha < \frac{1}{l}(1-\eta^{\frac{1}{m}}), \quad (2.47)$$

then the rate of convergence of $\psi(k)$ is given by $\gamma$. This suggests that having a fast consensus step will not necessarily be helpful in the case of a small stepsize, which is in accordance with the intuition on the role of a small value of $\alpha$. In the case inequality (2.47) is not satisfied, the rate of convergence of $\psi(k)$ is determined by $\eta^{\frac{1}{m}}$. However, this does not necessarily means that the estimates will not “converge faster to within some distance of the minimizer”, since we are providing only an error bound.

Assume that we are using the centralized subgradient method to minimize the con-
vex function \( f(x) = \sum_{i=1}^{N} f_i(x) \) satisfying Assumption 2.2.2 (the subgradients of \( f_i(x) \) are uniformly bounded by \( \varphi \)), where the stepsize used is \( N \) times smaller than the stepsize of the distributed algorithm, i.e.

\[
x(k + 1) = x(k) - \frac{\alpha}{N} d(k),
\]

where \( d(k) \) is a subgradient of \( f \) at \( x(k) \), with \( \|d(k)\| \leq N\varphi \). Then, from the optimization literature we get

\[
\lim_{k \to \infty} f^{\text{best}}(k) \leq f^* + \frac{N\alpha \varphi^2}{2},
\]

where \( f^{\text{best}}(k) = \min_{s=0,...,k} f(x(s)) \). From above we note that, compared with the centralized subgradient method with a step size \( N \) times smaller than the agents’ stepsize, the distributed optimization algorithm introduced an additional term in the error bound given by \( 3\alpha \varphi^2 N \sqrt{N} \frac{m}{1-\eta} \), which reflects the influence of the dimension of the network and of the random topology on the guaranteed accuracy of the algorithm.

Let us now assume that we are minimizing the function \( f(x) \), satisfying Assumptions 2.2.3-(a)(b), using a centralized gradient algorithm:

\[
x(k + 1) = x(k) - \frac{\alpha}{N} \nabla f(x(k)),
\]

where we have that \( \alpha \) is small enough \( (0 < \alpha < \frac{2}{L}) \) so that the algorithm is stable and there exist \( \varphi_c \) so that \( \|\nabla f_i(x(k))\| \leq \varphi_c \). It follows that we can get the following upper bound on the distance between the estimate of the optimal decision vector and the minimizer

\[
\|x(k) - x^*\|^2 \leq \|x(0) - x^*\|^2 \gamma_c^k + \frac{\alpha \varphi_c^2}{l},
\]

with \( \gamma_c = 1 - \alpha l \). Therefore, we can see that \( \gamma = \gamma_c \) which shows that the rates of convergence, at which the time-varying components of the error bounds converge to zero in the
centralized and distributed cases, are the same. However, please note that we assumed the stepsize in the centralized case to be $N$ times smaller than the stepsize used by the agents.

The error bounds (2.40) and (2.45) are functions of three quantities induced by the consensus step: $\frac{m}{1-\eta}$, $\frac{m}{1-\rho}$ and $\eta^{\frac{1}{2}}$. These quantities show the dependence of the performance metrics on the pmf of $G(k)$ and on the corresponding random matrix $A(k)$. The scalars $\eta$ and $\rho$ represent the first and second moments of the SLEM of the random matrix $A(k+1)\ldots A(k+m)$, corresponding to a random graph formed over a time interval of length $m$, respectively. We notice from our results that the performance of the CBMASM is improved by making $\frac{m}{1-\eta}$, $\frac{m}{1-\rho}$ and $\eta^{\frac{1}{2}}$ as small as possible, i.e. by optimizing these quantities having as decision variables $m$ and the pmf of $G(k)$. For instance if we are interested in obtaining a tight bound on $E[||x_i(k)-x^*||^2]$ and having a fast decrease to zero of $\psi(k)$, we can formulate the following multi-criteria optimization problem:

$$\min_{m,p_i} \left\{ \eta^{\frac{1}{2}}, C_1 + C_2 + 2 \sqrt{C_1 C_2} \right\}$$

subject to: 

$$m \geq 1,$$

$$\eta^{\frac{1}{2}} \geq \gamma,$$

$$\sum_{i}^{M} p_i = 1, \quad p_i \geq 0.$$  \hspace{1cm} (2.48)

where $C_1$ and $C_2$ were defined in (2.44). The second inequality constraint was added to emphasize the fact that making $\eta^{\frac{1}{2}}$ too small is pointless, since that rate of convergence of $\psi(k)$ is limited by $\gamma$. If we are simultaneously interested in tightening the upper bounds of both metrics, we can introduce the quantity $\frac{m}{1-\eta}$ in the optimization problem since $\frac{m}{1-\eta}$ and $\frac{m}{1-\rho}$ are not necessarily minimized by the same probability distribution. The solution to the above problem is a set of Pareto points, i.e. solution points for which improvement in one objective can only occur with the worsening of at least one other objective.
We note that for each fixed value of $m$, the three quantities are minimized if the scalars $\eta$ and $\rho$ are minimized as functions of the pmf of the random graph. An approximate solution of (2.48) can be obtained by focusing only on minimizing $\frac{m}{1-\eta}$, since both $\eta^\frac{1}{m}$ and $\frac{m}{1-\rho}$ are upper bounded by this quantity. Therefore, an approximate solution can be obtained by minimizing $\eta$ (i.e. computing the optimal pmf) for each value of $m$, and then picking the best value $m$ with the corresponding $\eta$ that minimizes $\frac{m}{1-\eta}$. Depending on the communication model used, the pmf of the random graph can be a quantity dependent on a set of parameters of the communication protocol (transmission power, probability of collisions, etc) and therefore we can potentially tune these parameters so that the performance of the CBMASM is improved.

In what follows we provide a simple example where we show how $\eta$, the optimal probability distribution, $\frac{m}{1-\eta}$ and $\eta^\frac{1}{m}$ evolve as functions of $m$.

**Example 2.4.1.** Let $G(k)$ be a random graph process taking values in the set $\mathcal{G} = \{G_1, G_2\}$, with probability $p$ and $1-p$, respectively. The graphs $G_1$ and $G_2$ are shown in Figure 2.1. Also, let $A(k)$ be a (stochastic) random matrix, corresponding to $G(k)$, taking value in the set $\mathcal{A} = \{A_1, A_2\}$, with

$$A_1 = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} & 0 & 0 \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 \\ 0 & \frac{1}{2} & \frac{3}{4} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & \frac{2}{3} & \frac{1}{3} \\ 0 & 0 & \frac{1}{3} & \frac{2}{3} \end{pmatrix}$$

Figure 2.2(a) shows the optimal probability $p^*$ that minimizes $\eta$ for different values of $m$. Figure 2.2(b) shows the optimized $\eta$ (computed at $p^*$) as a function of $m$. Figures 2.2(c) and 2.2(d) show the evolution of the optimized $\frac{m}{1-\eta}$ and $\eta^\frac{1}{m}$ as functions of $m$, from...
Figure 2.1: The sample space of the random graph $G(k)$

where we notice that a Pareto solution is obtained for $m = 5$ and $p^* = 0.582$.

In order to obtain the solution of problem (2.48), we need to compute the probability of all possible sequences of length $m$ produced by $G(k)$, together with the SLEM of their corresponding stochastic matrices. This task, for large values of $m$ and $M$ may prove to be numerically expensive. We can somewhat simplify the computational burden by using the bounds on $\eta$ and $\rho$ introduced in (2.16) and (2.17), respectively. Note that every result concerning the performance metrics still holds. In this case, for each value of $m$, the upper bound on $\eta$ is minimized, when $p_m$ is maximized, which can be interpreted as having to choose a pmf that maximizes the probability of connectivity of the union of random graph obtained over a time interval of length $m$.

Even in the case where we use the bound on $\eta$, it may be very difficult to compute the expression for $p_m$, for large values of $m$ (the set $\mathcal{G}$ may allow for a large number of possible unions of graphs that produce connected graphs). Another way to simplify our problem even more, is to (intelligently) fix a value for $m$ and try to maximize $p_m$ having as decision variable the pmf. We note that $m$ should be chosen such that, within a time interval of length $m$, a connected graph can be obtained. Also, a very large value
Figure 2.2: (a) Optimal $p$ as a function of $m$; (b) Optimized $\eta$ as a function of $m$; (c) Optimized $\frac{m}{1-\eta}$ as a function of $m$; (d) Optimized $\frac{1}{\eta}$ as a function of $m$. 
for $m$ should be avoided, since $\frac{m}{1-\eta}$ is lower bounded by $m$. Although in general the uniform distribution does not necessarily minimize $\eta$, it becomes the optimizer under some particular assumptions, stated in what follows. Let $G$ be such that a connected graph can be obtained only over a time interval of length $M$ (i.e. in order to form a connected graph, all graphs in $G$ must appear within a sequence of length $M$). Choose $M$ as the value for $m$. It follows that $p_m$ can be expressed as:

$$p_m = m! \prod_{i=1}^M p_i.$$  

We can immediately observe that $p_m$ is maximized for the uniform distribution, i.e. $p_i = \frac{1}{m}$ for $i = 1, \ldots, M$.

### 2.5 Application - Distributed System Identification

In this section we show how the distributed optimization algorithm analyzed in the previous section can be used to perform collaborative system identification. We assume the following scenario: a group of sensors track an object by taking measurements of its position. These sensors have memory and computation capabilities and are organized in a communication network modeled by a random graph process $G(k)$ satisfying the assumptions introduced in Section II. The task of the sensors/agents is to determine a parametric model of the object’s trajectory. The measurements are affected by noise, whose effect may differ from sensor to sensor (i.e. some sensors take more accurate measurements than others). This can happen for instance when some sensors are closer to the object than other (allowing a better reading of the position), or sensors with different precision classes are used. Determining a model for the time evolution of the object’s
position can be useful in motion prediction when the motion dynamics of the object in unknown to the sensors. The notations used in the following are independent from the ones used in the previous sections.

2.5.1 System identification model

Let \( p(t) = [x(t), y(t), z(t)] \) be the position vector of the tracked object. We model the time evolution of each of the axis of the position vector as a time dependent polynomial of degree \( n_a \), i.e.

\[
\begin{align*}
  x(t) &= a_0^x + a_1^x t + \ldots + a_{n_a}^x t^{n_a}, \\
  y(t) &= a_0^y + a_1^y t + \ldots + a_{n_a}^y t^{n_a}, \quad (2.49) \\
  z(t) &= a_0^z + a_1^z t + \ldots + a_{n_a}^z t^{n_a}.
\end{align*}
\]

The measurements of each sensor \( i \) are given by

\[
\begin{align*}
  x_i(t) &= x(t) + e_{i,x}(t), \\
  y_i(t) &= y(t) + e_{i,y}(t), \quad (2.50) \\
  z_i(t) &= z(t) + e_{i,z}(t),
\end{align*}
\]

where \( e_{i,x}(t) \), \( e_{i,y}(t) \) and \( e_{i,z}(t) \) are assumed white noises of (unknown) variances \( \sigma_{i,x}^2 \), \( \sigma_{i,y}^2 \) and \( \sigma_{i,z}^2 \) respectively. Equivalently, we have

\[
\begin{align*}
  x_i(t) &= \varphi(t)^\prime \theta_x + e_{i,x}(t), \\
  y_i(t) &= \varphi(t)^\prime \theta_y + e_{i,y}(t), \quad (2.51) \\
  z_i(t) &= \varphi(t)^\prime \theta_z + e_{i,z}(t),
\end{align*}
\]

where \( \varphi(t)' = [1, t, \ldots, t^{n_a}] \) and \( \theta_x = [a_{0,x}, \ldots, a_{n_a,x}]' \), \( \theta_y = [a_{0,y}, \ldots, a_{n_a,y}]' \) and \( \theta_z = [a_{0,z}, \ldots, a_{n_a,z}]' \).

In the following we focus only on one coordinate of the position vector, say \( x(t) \).

The analysis, however can be mimicked in a similar way for the other two coordinates. Let
\( T \) be the total number of measurements taken by the sensors and consider the following quadratic cost functions

\[
J_i(\theta_x) = \sum_{t=1}^{T} (x_i(t) - \varphi(t)^{\prime} \theta_x)^2, \forall i.
\]

Using its own measurements, sensor \( i \) can determine a parametric model for the time evolution of the coordinate \( x(t) \) by solving the optimization problem:

\[
\min_{\theta_x} J_i(\theta_x). \tag{2.52}
\]

Let \( X_i' = [x_i(1), \ldots, x_i(T)] \) be the vector of measurements of sensor \( i \) and let \( \Phi' = [\varphi(1), \ldots, \varphi(T)] \) be the matrix formed by the regression vectors. It is well known that the optimal solution of (2.52) is given by

\[
\hat{\theta}_{i,x} = (\Phi'\Phi)^{-1} \Phi' X_i. \tag{2.53}
\]

**Remark 2.5.1.** It can be shown that \( \Phi'\Phi \) is invertible for any \( T \), but it becomes ill conditioned for large values of \( T \). That is why, for our numerical simulations, we will in fact use an orthogonal basis to model the time evolution of the coordinates \( x(t), y(t), \) and \( z(t) \).

Performing a localized system identification does not take into account the measurements of the other sensors, which can potentially enhance the identified model. If all the measurements are centralized, a model for the time evolution of \( x(t) \) can be computed by solving

\[
\min_{\theta_x} J(\theta_x),
\]

where

\[
J(\theta_x) = \sum_{i=1}^{N} J_i(\theta_x). \tag{2.54}
\]
Note that (2.54) fits the framework of the distributed optimization problem formulated in the previous sections, and therefore can be solved distributively, eliminating the need for sharing all measurements with all other sensors.

**Remark 2.5.2.** If each sensor has a priori information about its accuracy, then the cost function (2.54) can be replaced with

\[
J(\theta_x) = \sum_{i=1}^{N} \delta_{i,x} \mathcal{J}_i(\theta_x),
\]

(2.55)

where \(\delta_{i,x}\) is a positive scalar such that the more accurate sensor \(i\) is, the larger \(\delta_i\) is. The scalar \(\delta_{i,x}\) can be interpreted as trust in the measurements taken by sensor \(i\). The sensors can use local identification to compute \(\delta_{i,x}\). For instance, \(\delta_{i,x}\) can be chosen as \(\delta_{i,x} = \frac{1}{\hat{\sigma}_{i,x}^2}\),

where \(\hat{\sigma}_{i,x}^2\) is given by

\[
\hat{\sigma}_{i,x}^2 = \frac{1}{T} \sum_{t=1}^{T} (x_i(t) - \varphi(t) \hat{\theta}_{i,x})^2,
\]

where \(\hat{\theta}_{i,x}\) is the local estimate of the model for the time evolution of \(x(t)\).

The distributed optimization algorithm (2.5) can be written as

\[
\theta_{i,x}(k+1) = \sum_{j=1}^{N} a_{ij}(k) \theta_{j,x}(k) - \alpha \nabla \mathcal{J}_i(k),
\]

(2.56)

where \(\nabla \mathcal{J}_i(k) = -2\Psi'(X_i - \Phi \hat{\theta}_{i,x}(k))\).

### 2.5.2 Numerical simulations

In this section we simulate the distributed system identification algorithm under two gossip communication protocols: the randomized gossip protocol [7] and the broadcast gossip protocol [1]. We perform the simulations on a circular graph, where we assume
that the cardinality of the neighborhoods of the nodes is two. This graph is a particular example of small world graphs [53] (for an analysis of the consensus problem under small world like communication topologies, the reader can consult [3] for example).

![Circular graph with \( N = 8 \)](image)

Figure 2.3: Circular graph with \( N = 8 \)

In the case of the randomized gossip protocol, the set of consensus matrices is given by

\[
\mathcal{A}' = \{A_{ij}, i = 1 \ldots N, j \in \{i-1, i+1\}\},
\]

where \( A_{ij} = I - \frac{1}{2}(e_i - e_j)(e_i - e_j)' \) and where by convention we assume that if \( i = N \) then \( i + 1 = 1 \) and if \( i = 1 \) then \( i - 1 = N \). We assume that if node \( i \) wakes up, it chooses with uniform distribution between its two neighbors. Hence the probability distribution of the random matrix \( A(k) \) is given by

\[
Pr(A(k) = A_{ij}) = \frac{1}{2N}.
\]

We note that the minimum value of \( m \) such that \( \eta_m < 1 \) is \( N - 1 \). Recall that \( m \) is the length
of a time interval such that $Pr\left(\bigcup_{i=0}^{m-1} G(k+i)\right) > 0$ for any $k$. It turns out that for $m = N - 1$

$$p_c^r = Pr\left(\bigcup_{i=0}^{N-2} G(k+i)\right) = N! \left(\frac{1}{2N}\right)^{N-1}$$

Interestingly, the matrix products of length $N - 1$ of the form $\prod_{i=1}^{N-1} A_{i+i_0,i+1+i_0}$ with $i_0 \in \{0, \ldots, N - 1\}$, and the matrix products that may be obtained by the permutations of the matrices in the aforementioned matrix products, have the same SLEM (where the summations in the indices are seen as modulo $N$). In fact it is exactly this property that allows us to give the following explicit expression for $\eta_{N-1}$

$$\eta_{N-1}^r = p_c^r \lambda^r + 1 - p_c^r, \quad (2.57)$$

where $\lambda^r$ is the SLEM of the matrix product $A_1A_2A_3 \cdots A_{N-1,N}$.

In the case of the broadcast gossip protocol, the set $A$ is given by

$$A^b = \{A_i, i = 1 \ldots N\},$$

where $A_i = I - \frac{1}{N} \left[ (e_i - e_{i+1})(e_i - e_{i+1})' + (e_i - e_{i-1})(e_i - e_{i-1})' \right]$ and $Pr(A(k) = A_i) = \frac{1}{N}$. For odd values of $N$ (and $N \geq 3$), the minimum value of $m$ such that $\eta_m < 1$ is given by $m = \frac{N-1}{2}$. In addition, we have that

$$p_c^b = Pr\left(\bigcup_{i=0}^{N-1 \over 2} G(k+i)\right) = N \left(\frac{N-1}{2}\right)! \left(\frac{1}{N}\right)^{N-1}.$$ 

Observing a similar phenomenon as in the case of the randomized gossip protocol, namely that the matrix products $A_{1+i_0}A_{3+i_0} \cdots A_{N-2+i_0}$ for $i_0 \in \{0, \ldots N - 1\}$ and their permutations have the same SLEM (where as before the summations of indices are seen as modulo $N$), we obtain the formula

$$\eta_{N-1}^b = p_c^b \lambda^b + 1 - p_c^b.$$
where $\lambda^b$ is the SLEM of the matrix product $A_1 A_3 \cdots A_{N-2}$.

The values for $\eta'_{N-1}$ and $\eta^b_{N-1}$ computed above, in the case of the two gossip protocols, do not necessarily provide tight error bounds, since we considered minimal time interval lengths so that $\eta_m < 1$. Even for this relatively simple type of graph, analytical formulas for $\eta_m$, for large values of $m$, are more difficult to obtain due to an increase in combinatorial complexity and because different matrix products that appear in the expression of $\eta$ do not necessarily have the same SLEM. However, we did compute numerical estimates for different values of $m$. Figures 4 and 5 show estimates of the three quantities of interest, $\eta$, $\frac{m}{1-\eta}$ and $\eta^{1/2}$, as functions of $m$, for $N = 11$ (the estimates were computed by taking averages over 2000 realizations and are shown together with the 95% confidence intervals). We can see that $\frac{m}{1-\eta}$ is minimized for $m \approx 55$ in the case of the randomized gossip protocol and for $m \approx 30$ in the case of the broadcast gossip protocol, while the best achievable $\eta^{1/2}$ are approximately equal for the two protocols, (i.e. 0.985 for the randomized gossip protocols and 0.982 for the broadcast gossip protocols).

Next we present numerical simulations of the distributed system identification algorithm presented in the previous subsection, under the randomized and broadcast gossip protocols. We would like to point out that, in order to maintain numerical stability, in our numerical simulation we used an orthogonalized version of $\Phi$, given by $\bar{\Phi} = \Phi H$, where $\bar{\Phi}$'s columns form an orthogonal basis of the range of $\Phi$, and the new vector of the parameters is given $\bar{\theta} = H \theta$, where $H$ is a linear transformation matrix, whose entries depend on the orthogonalization process used (Gram-Schmidt, Householder transformations, etc.).
Figure 2.4: Estimates of $\eta$, $\frac{m}{1-\eta}$, and $\eta^{\frac{1}{m}}$ for the randomized gossip protocol and for $N = 11$
Figure 2.5: Estimates of $\eta$, $\frac{m}{1-\eta}$, and $\eta^\frac{1}{m}$ for the broadcast gossip protocol and for $N = 11$.
Therefore, the cost function we are minimizing can be rewritten as

$$J(\tilde{\theta}_x) = \sum_{i=1}^{n} J_i(\tilde{\theta}_x),$$

where $J_i(\tilde{\theta}_x) = \|X_i - \tilde{\Phi}\tilde{\theta}_x\|^2$.

It is easy to check that in the case of the two protocols, $\lambda$ (the smallest of all eigenvalues of matrices belonging to the set $\mathcal{A}$) is zero. In addition, Assumption 2.2.3-(a)(b) are satisfied for $l_i = L_i = 2$, and for $\alpha < \frac{1}{2}$ the distributed optimization algorithm is guaranteed to be stable with probability one (recall Lemma 2.3.1). From above we see that $\eta^{\frac{1}{m}}$ can not attain less than 0.98 for both protocols, for any $m$. Therefore, although we can choose $\alpha > 0.01$ which in turn implies $\gamma < 0.98$, our analysis cannot guarantee a rate of convergence for $\psi(k)$ smaller than 0.98, since the rate of convergence is upper bounded by the maximum between $\gamma$ and $\eta^{\frac{1}{m}}$. However, this does not mean that faster rates of convergence can not be achieved, which in fact is shown in our numerical simulations.

Figures 6 and 7 present numerical simulations of the distributed system identification algorithm for the two protocols and for a circular graph with $N = 11$. In our numerical experiments we considered a number $T = 786$ of measurements of the $x$-coordinate of the trajectory depicted in Figure 2.6. We assumed that the $x$-coordinate measurements are affected by white, Gaussian noise with a signal-to-noise ratio given by $SNR_i = 5 \times i dB$, for $i = 1 \ldots 11$. The time polynomials modeling the trajectory evolution are chosen of degree ten, i.e. $n_a = 10$. We plot estimates of two metrics: $\max_i E[||\tilde{\theta}_{i,x}(k) - \tilde{\theta}^*||]$ and $\max_i E[f(\tilde{\theta}_{i,x}(k))] - f^*$ for different values of $\alpha$ (the estimates were computed by taking averages over 500 realizations). We note that for larger values of $\alpha$, under the two protocols, the algorithm has roughly the same rate of convergence, but the broadcast protocol
is more accurate. This is in accordance with our analysis, since as Figures 4 and 5 show, \( \frac{m}{1-\eta^b} \leq \frac{m}{1-\eta^d} \) for any \( m \), quantities which control the guaranteed accuracy. For smaller values of \( \alpha \), under both protocols the algorithm becomes more accurate and the rate of convergence decreases since the parameters \( \gamma \) becomes larger and therefore dominant.
Figure 2.7: Estimate of $\max_i E[||\tilde{\theta}_{i,x}(k) - \tilde{\theta}^*||]$ for the randomized and broadcast protocol gossip protocols.
Figure 2.8: Estimate of $\max_i E[f(\tilde{\theta}_{i,x}(k))] - f^*$ for the randomized and broadcast protocol gossip protocols.
Chapter 3

Distributed Asymptotic Agreement Problem on Convex Metric Spaces

3.1 Introduction

A convex metric space is a metric space endowed with a convex structure. In this chapter we generalize the asymptotic consensus problem to the more general case of convex metric spaces and emphasize the fundamental role of convexity and in particular of the convex hull of a finite set of points. Tsitsiklis showed in [51] that, under some minimal connectivity assumptions on the communication network, if an agent updates its value by choosing a point (in \( \mathbb{R}^n \)) from the (interior) of the convex hull of its current value and the current values of its neighbors, then asymptotic convergence to consensus is achieved. We will show that this idea extends naturally to the more general case of convex metric spaces.

Our main contributions are as follows. First, after citing relevant results concerning convex metric spaces, we study the properties of the distance between two points belonging to two, possibly overlapping convex hulls of two finite sets of points. These properties will prove to be crucial in proving the convergence of the agreement algorithm. Second, we provide a dynamic equation for an upper bound of the vector of distances between the current values of the agents. We show that the agents asymptotically reach agreement, by showing that this upper bound asymptotically converges to zero. Third, we characterize the agreement point(s) compared to the initial values of the agents, be giving upper
bounds on the distance between the agreement point(s) and the initial values in terms of the distances between the initial values of the agents. Forth, we emphasize the relevance of our framework, by providing an application under the form of a consensus of opinion algorithm. For this example we define a particular convex metric space and we study in more depth the properties of the convex hull of a finite set of points.

The chapter is organized as follows. Section 3.2 introduces the main concepts related to the convex metric spaces and focuses in particular on the convex hull of a finite set. Section 3.3 formulates the problem and states our main theorem. Section 3.4 gives the proof of our main theorem together with some auxiliary results. In Section 3.6 we present an application of our main result by providing an iterative algorithm for reaching consensus of opinion.

Some basic notations: Given $W \in \mathbb{R}^{n \times n}$ by $[W]_{ij}$ we refer to the $(i, j)$ element of the matrix. The underlying graph of $W$ is a graph of order $n$ for which every edge corresponds to a non-zero, non-diagonal entry of $W$. We will denote by $1_{\{A\}}$ the indicator function of event $A$. Given some space $X$ we denote by $\mathcal{P}(X)$ the set of all subsets of $X$.

### 3.2 Convex Metric Spaces

The first part of this section deals with a set of definitions and basic results about convex metric spaces. The second part focuses on the convex hull of a finite set in convex metric spaces.
3.2.1 Definitions and Results on Convex Metric Spaces

For more details about the following definitions and results the reader is invited to consult [46],[49].

**Definition 3.2.1.** Let \((X,d)\) be a metric space. A mapping \(\psi : X \times X \times [0,1] \to X\) is said to be a convex structure on \(X\) if

\[
d(u,\psi(x,y,\lambda)) \leq \lambda d(u,x) + (1 - \lambda)d(u,y), \quad \forall x,y,u \in X \text{ and } \forall \lambda \in [0,1].
\] (3.1)

**Definition 3.2.2.** The metric space \((X,d)\) together with the convex structure \(\psi\) is called a convex metric space.

A Banach space and each of its subsets are convex metric spaces. There are examples of convex metric spaces not embedded in any Banach space. The following two examples are taken from [49].

**Example 3.2.1.** Let \(I\) be the unit interval \([0,1]\) and \(X\) be the family of closed intervals \([a_i,b_i]\) such that \(0 \leq a_i \leq b_i \leq 1\). For \(I_i = [a_i,b_i]\), \(I_j = [a_j,b_j]\) and \(\lambda \in I\), we define a mapping \(\psi\) by \(\psi(I_i, I_j, \lambda) = [\lambda a_i + (1 - \lambda)a_j, \lambda b_i + (1 - \lambda)b_j]\) and define a metric \(d\) in \(X\) by the Hausdorff distance, i.e.

\[
d(I_i, I_j) = \max\{|a_i - a_j|, |b_i - b_j|\}.
\]

**Example 3.2.2.** We consider a linear space \(L\) which is also a metric space with the following properties:

(a) For \(x,y \in L\), \(d(x,y) = d(x-y,0)\);
(b) For \(x, y \in L\) and \(\lambda \in [0, 1]\),
\[
d(\lambda x + (1 - \lambda)y, 0) \leq \lambda d(x, 0) + (1 - \lambda)d(y, 0).
\]

Hence \(L\), together with the convex structure \(\psi(x, y, \lambda) = \lambda x + (1 - \lambda)y\), is a convex metric space.

**Definition 3.2.3.** Let \(X\) be a convex metric space. A nonempty subset \(K \subset X\) is said to be convex if \(\psi(x, y, \lambda) \in K, \forall x, y \in K\) and \(\forall \lambda \in [0, 1]\).

We define the set valued mapping \(\tilde{\psi} : \mathcal{P}(X) \to \mathcal{P}(X)\) as
\[
\tilde{\psi}(A) \doteq \{\psi(x, y, \lambda) | \forall x, y \in A, \forall \lambda \in [0, 1]\},
\]
where \(A\) is an arbitrary set in \(X\).

In [49] it is shown that, in a convex metric space, an arbitrary intersection of convex sets is also convex and therefore the next definition makes sense.

**Definition 3.2.4.** The convex hull of the set \(A \subset X\) is the intersection of all convex sets in \(X\) containing \(A\) and is denoted by \(\text{co}(A)\).

Another characterization of the convex hull of a set in \(X\) is given in what follows.

By defining \(A_m \doteq \tilde{\psi}(A_{m-1})\) with \(A_0 = A\) for some \(A \subset X\), it is discussed in [46] that the set sequence \(\{A_m\}_{m \geq 0}\) is increasing and \(\limsup A_m\) exists, and \(\limsup A_m = \liminf A_m = \lim A_m = \bigcup_{m=0}^\infty A_m\).

**Proposition 3.2.1** ([46]). Let \(X\) be a convex metric space. The convex hull of a set \(A \subset X\) is given by
\[
\text{co}(A) = \lim A_m = \bigcup_{m=0}^\infty A_m.
\]

It follows immediately from above that if \(A_{m+1} = A_m\) for some \(m\), then \(\text{co}(A) = A_m\).
3.2.2 On the convex hull of a finite set

For a positive integer \( n \), let \( A = \{x_1, \ldots, x_n\} \) be a finite set in \( X \) with convex hull \( \text{co}(A) \) and let \( z \) belong to \( \text{co}(A) \). By Proposition 3.2.1 it follows that there exists a positive integer \( m \) such that \( z \in A_m \). But since \( A_m = \tilde{\psi}(A_{m-1}) \) it follows that there exists \( z_1, z_2 \in A_{m-1} \) and \( \lambda_{(1,2)} \in [0,1] \) such that \( z = \psi(z_1, z_2, \lambda_{(1,2)}) \). Similarly, there exits \( z_3, z_4, z_5, z_6 \in A_{m-2} \) and \( \lambda_{(3,4)}, \lambda_{5,6} \in [0,1] \) such that \( z_1 = \psi(z_3, z_4, \lambda_{(3,4)}) \) and \( z_2 = \psi(z_5, z_6, \lambda_{(5,6)}) \). By further decomposing \( z_3, z_4, z_5 \) and \( z_6 \) and their followers until they are expressed as functions of elements of \( A \) and using a graph theory terminology, we note that \( z \) can be viewed as the root of a weighted binary tree with leaves belonging to the set \( A \). Each node \( \alpha \) (except the leaves) has two children \( \alpha_1 \) and \( \alpha_2 \), and are related through the operator \( \psi \) in the sense \( \alpha = \psi(\alpha_1, \alpha_2, \lambda) \) for some \( \lambda \in [0,1] \). The weights of the edges connecting \( \alpha \) with \( \alpha_1 \) and \( \alpha_2 \) are given by \( \lambda \) and \( 1 - \lambda \) respectively.

From the above discussion we note that for any point \( z \in \text{co}(A) \) there exits a non-negative integer \( m \) such that \( z \) is the root of a binary tree of height \( m \), and has as leaves elements of \( A \). The binary tree rooted at \( z \) may or may not be a perfect binary tree, i.e. a full binary tree in which all leaves are at the same depth. That is because on some branches of the tree the points in \( A \) are reached faster then on others. Let \( n_i \) denote the number of times \( x_i \) appears as a leaf node, with \( \sum_{i=1}^{n} n_i \leq 2^m \) and let \( m_{ij} \) be the length of the \( i_{th} \) path from the root \( z \) to the node \( x_i \), for \( l = 1 \ldots n_i \). We formally describe the paths from the root \( z \) to \( x_i \) as the set

\[
P_{z,x_i} \triangleq \left\{ (y_{i,l})_{j=0}^{m_{ij}}, (\lambda_{i,l})_{j=1}^{m_{ij}} \mid l = 1 \ldots n_i \right\},
\]

where \( \{y_{i,l})_{j=0}^{m_{ij}} \) is the set of points forming the \( i_{th} \) path, with \( y_{i,0} = z \) and \( y_{i,m_{ij}} = x_i \) and
where \( \lambda_{i,j}^{m_{ij}} \) is the set of weights corresponding to the edges along the paths, in particular \( \lambda_{i,j} \) being the weight of the edge \((y_{i,j-1}, y_{i,j})\). We define the aggregate weight of the paths from root \( z \) to node \( x_i \) as

\[
W(P_{z,x_i}) = \sum_{l=1}^{n_i} \prod_{j=1}^{m_{ij}} \lambda_{i,j}.
\]  

(3.5)

It is not difficult to note that all the aggregate weights of the paths from the root \( z \) to the leaves \( \{x_1, \ldots, x_n\} \) sum up to one, i.e.

\[
\sum_{i=1}^{n} W(P_{z,x_i}) = 1.
\]

Example 3.2.3. Figure 3.1 shows a binary tree corresponding to a point \( z \in A_3 \), where \( A = \{x_1, x_2, x_3\} \). For this particular example, the paths from to root \( z \) to the leaves \( x_i \) are given by

\[
P_{z,x_1} = \{([z, z_1, z_3, x_1], \lambda(1,2), \lambda(3,4), \lambda(7,8)), ([z, z_1, z_4, x_1], \lambda(1,2), (1-\lambda(3,4), \lambda(9,10)))\}.
\]

Figure 3.1: The decomposition of a point \( z \in A_3 \) with \( A = \{x_1, x_2, x_3\} \)
\((\{z, z_2, z_5, x_1\}, \{(1 - \lambda_{1,2}), \lambda_{5,6}, \lambda_{11,12}\}), (\{z, z_2, z_6, x_1\}, \{(1 - \lambda_{1,2}), (1 - \lambda_{5,6}), \lambda_{13,14}\})\),

\[ P_{z,x_2} = [(\{z, z_1, z_3, x_2\}, \{\lambda_{1,2}, \lambda_{3,4}, (1 - \lambda_{7,8})\})] \]

\[ P_{z,x_3} = [(\{z, z_1, z_4, x_3\}, \{\lambda_{1,2}, (1 - \lambda_{3,4}), (1 - \lambda_{9,10})\}), (\{z, z_2, z_5, x_3\}, (1 - \lambda_{1,2}), \lambda_{5,6}, (1 - \lambda_{11,12}))], \]

and the path weights are

\[ W(P_{z,x_1}) = \lambda_{1,2} \lambda_{3,4} \lambda_{7,8} + \lambda_{1,2}(1 - \lambda_{3,4}) \lambda_{9,10} + (1 - \lambda_{1,2}) \lambda_{5,6} \lambda_{11,12}, \]

\[ W(P_{z,x_2}) = \lambda_{1,2} \lambda_{3,4} (1 - \lambda_{7,8}), \]

\[ W(P_{z,x_3}) = \lambda_{1,2} (1 - \lambda_{3,4})(1 - \lambda_{9,10}) + (1 - \lambda_{1,2}) \lambda_{5,6}(1 - \lambda_{11,12}) + (1 - \lambda_{1,2})(1 - \lambda_{5,6})(1 - \lambda_{13,14}). \]

**Definition 3.2.5.** Given a small enough positive scalar \( \varepsilon < 1 \) we define the following subset of \( co(A) \) consisting of all points in \( co(A) \) whose aggregate weights are lower bounded by \( \varepsilon \), i.e.

\[ co_\varepsilon(A) \equiv \{ z \, | \, z \in co(A), W(P_{z,x_i}) \geq \varepsilon, \forall x_i \in A \}. \tag{3.6} \]

**Remark 3.2.1.** By a small enough value of \( \varepsilon \) we understand a value such that the inequality \( W(P_{z,x_i}) \geq \varepsilon \) is satisfied for all \( i \). Obviously, for \( n \) agents \( \varepsilon \) needs to satisfy

\[ \varepsilon \leq \frac{1}{n}, \]

but usually we would want to choose a value much smaller than \( 1/n \) since this implies a richer set \( co_\varepsilon(A) \).

**Remark 3.2.2.** We can iteratively generate points for which we can make sure that they belong to the interior of the convex hull of a finite set \( A = \{x_1, \ldots, x_n\} \). Given a set of positive scalars \( \{\lambda_1, \ldots, \lambda_{n-1}\} \in (0,1) \), consider the iteration

\[ y_{i+1} = \psi(y_i, x_{i+1}, \lambda_i) \text{ for } i = 1 \ldots n - 1 \text{ with } y_1 = x_1. \tag{3.7} \]
It is not difficult to note that $y_n$ is guaranteed to belong to the interior of $\text{co}(A)$. In addition, if we impose the condition

$$
\varepsilon^{n-1} \leq \lambda_i \leq \frac{1-(n-1)\varepsilon}{1-(n-2)\varepsilon}, \quad i = 1 \ldots n-1,
$$

(3.8)

and $\varepsilon$ respects the inequality

$$
\varepsilon^{n-1} \leq \frac{1-(n-1)\varepsilon}{1-(n-2)\varepsilon},
$$

(3.9)

then $y_n \in \text{co}_\varepsilon(A)$. We should note that for any $n \geq 2$ we can find a small enough value of $\varepsilon$ such that inequality (3.9) is satisfied.

The next result characterizes the distance between two points $x, y \in X$ belonging to the convex hulls of two (possibly overlapping) finite sets $X$ and $Y$.

**Proposition 3.2.2.** Let $X = \{x_1, \ldots, x_n\}$ and $Y = \{y_1, \ldots, y_n\}$ be two finite sets on $X$ and let $\varepsilon < 1$ be a positive scalar small enough.

(a) If $x \in \text{co}(X)$ and $y \in X$ then

$$
d(x, y) \leq \sum_{i=1}^{n_x} \lambda_i d(x_i, y),
$$

(3.10)

for some $\lambda_i \geq 0$ with $\sum_{i=1}^{n_x} \lambda_i = 1$.

(b) If $x \in \text{co}(X)$ and $y \in \text{co}(Y)$ then

$$
d(x, y) \leq \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \lambda_{ij} d(x_i, y_j),
$$

(3.11)

for some $\lambda_{ij} \geq 0$ with $\sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \lambda_{ij} = 1$.

(c) If $x \in \text{co}_\varepsilon(X)$, $y \in \text{co}_\varepsilon(Y)$, then

$$
\lambda_i \geq \varepsilon \quad \text{and} \quad \lambda_{ij} \geq \varepsilon^2, \quad \forall \ i, j,
$$

(3.12)

where $\lambda_i$ and $\lambda_{ij}$ where introduced in part (a) and part (b), respectively.
(d) If \( x \in \text{co}_\varepsilon(X) \), \( y \in \text{co}_\varepsilon(Y) \) and \( X \cap Y \neq \emptyset \), then

\[
\sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \lambda_{ij} \mathbb{1}_{\{d(x_i, y_j) \neq 0\}} \leq 1 - \varepsilon^2, \tag{3.13}
\]

where \( \lambda_{ij} \) were introduced in part (b).

**Proof.** (a) Mimicking the idea introduced at the beginning of this section, since \( x \in \text{co}(X) \) it follows that there exists a positive integer \( m \) such that \( z \in X_m \), where \( X_{m+1} = \tilde{\psi}(X_m) \) with \( X_0 = X \). Further, there exist \( z_1, z_2 \in X_{m-1} \) and \( \lambda_{12} \in [0, 1] \) such that \( z = \psi(z_1, z_2, \lambda_{12}) \). Using the definition of the convex structure, it follows that the distance between \( z \) and \( y \) can be upper bounded by

\[
d(x, y) \leq \lambda_{12} d(z_1, y) + (1 - \lambda_{12}) d(z_2, y).
\]

Inductively decomposing \( z_1, z_2 \) and their children, it can be easily argued that

\[
d(x, y) \leq \sum_{i=1}^{n_x} \lambda_i d(x_i, y),
\]

for some positive weights \( \lambda_i \geq 0 \) summing up to one.

(b) To obtain (3.11) we proceed as in part (a) and obtain upper bounds on \( d(x_i, y) \).

More precisely we get that

\[
d(x_i, y) \leq \sum_{j=1}^{n_y} \mu_j d(x_i, y_j), \quad \forall i,
\]

with \( \mu_j > 0 \) and \( \sum_{j=1}^{n_y} \mu_j = 1 \), and it follows that

\[
d(x, y) \leq \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \lambda_{ij} d(x_i, y_j),
\]

where \( \lambda_{ij} = \lambda_i \mu_j \geq 0 \) and \( \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} \lambda_{ij} = 1 \).

(c) We note that \( \lambda_i = \mathcal{W}(P_{x, x_i}) \) and \( \mu_j = \mathcal{W}(P_{y, y_j}) \), \( \forall i, j \). But since \( x \in \text{co}_\varepsilon(X) \) and \( y \in \text{co}_\varepsilon(Y) \) it immediately follows that \( \lambda_i \geq \varepsilon \) and \( \mu_j \geq \varepsilon \), and therefore \( \lambda_{ij} = \varepsilon^2 \).
If \( X \cap Y \neq \emptyset \) then there exists at least one pair \((i, j)\) such that \( d(x_i, y_j) = 0 \). But since \( \lambda_{ij} \geq \varepsilon^2 \) the inequality (3.13) follows. \( \square \)

### 3.3 Problem formulation and statement of the main result

We consider a convex metric space \((X, d)\) and a set of \( n \) agents indexed by \( i \) which take values on \( X \). Denoting by \( k \) the time index, the agents exchange information based on a communication network modeled by a time varying graph \( G(k) = (V, E(k)) \), where \( V \) is the finite set of vertices (the agents) and \( E(k) \) is the set of edges. An edge (communication link) \( e_{ij}(k) \in E(k) \) exists if node \( i \) receives information from node \( j \). Each agent has an initial value in \( X \). At each subsequent time-slot is adjusting its value based on the observations about the values of its neighbors. The goal of the agents is to asymptotically agree on the same value. In what follows we denote by \( x_i(k) \in X \) the value or state of agent \( i \) at time \( k \).

**Definition 3.3.1.** We say that the agents asymptotically reach consensus (or agreement) if

\[
\lim_{k \to \infty} d(x_i(k), x_j(k)) = 0, \quad \forall i, j, i \neq j. \tag{3.14}
\]

Similar to the communication models used in [52], [4], [34], we impose minimal assumptions on the connectivity of the communication graph \( G(k) \). Basically these assumption consists of having the communication graph connected infinitely often and having bounded intercommunication interval between neighboring nodes.

**Assumption 3.3.1 (Connectivity).** The graph \((V, E_{\infty})\) is connected, where \( E_{\infty} \) is the set of
edges \((i, j)\) representing agent pairs communicating directly infinitely many times, i.e.,

\[ E_\infty = \{(i, j) \mid (i, j) \in E(k) \text{ for infinitely many indices } k\} \]

**Assumption 3.3.2** (Bounded intercommunication interval). *There exists an integer \(B \geq 1\) such that for every \((i, j) \in E_\infty\) agent \(j\) sends its information to the neighboring agent \(i\) at least once every \(B\) consecutive time slots, i.e. at time \(k\) or at time \(k+1\) or \(\ldots\) or (at latest) at time \(k+B-1\) for any \(k \geq 0\).*

Assumption 3.3.2 is equivalent to the existence of an integer \(B \geq 1\) such that

\[(i, j) \in E(k) \cup E(k+1) \cup \ldots \cup E(k+B-1), \forall (i, j) \in E_\infty \text{ and } \forall k.\]

Let \(N_i(k)\) denote the communication neighborhood of agent \(i\), which contains all nodes sending information to \(i\) at time \(k\), i.e. \(N_i(k) = \{j \mid e_{ij}(k) \in E(k)\} \cup \{i\}\), which by convention contains the node \(i\) itself. We denote by \(A_i(k) = \{x_j(k) \mid j \in N_i(k)\}\) the set of the states of agent \(i\)'s neighbors (its own included), and by \(A(k) = \{x_i(k) \mid i = 1 \ldots n\}\) the set of all states of the agents.

The following theorem states our main result regarding the asymptotic agreement problem on metric convex space.

**Theorem 3.3.1.** *Let Assumptions 3.3.1 and 3.3.2 hold for \(G(k)\) and let \(\varepsilon < 1\) be a positive scalar sufficiently small. If agents update their state according to the scheme

\[ x_i(k+1) \in \text{co}_\varepsilon(A_i(k)), \forall i, \] (3.15)

then they asymptotically reach consensus, i.e.

\[ \lim_{k \to \infty} d(x_i(k), x_j(k)) = 0, \forall i, j, i \neq j. \] (3.16)
Remark 3.3.1. We would like to point out that the result refers strictly to the convergence of the distances between states and not to the convergence of the states themselves. It may be the case that the sequences \( \{x_i(k)\}_{k \geq 0} \) do not have a limit and still the distances \( d(x_i(k), x_j(k)) \) decrease to zero as \( k \) goes to infinity. In other words the agents asymptotically agree on the same value which may be very well variable. However, as stated in the next corollary this is not the case and in fact the states of the agents do converge to the same value.

Corollary 3.3.1. Let Assumptions 3.3.1 and 3.3.2 hold for \( G(k) \) and let \( \varepsilon < 1 \) be a positive scalar sufficiently small. If agents update their state according to the scheme

\[
x_i(k+1) \in \text{co}_\varepsilon(A_i(k)), \quad \forall i,
\]

then there exists \( x^* \in \mathcal{X} \) such that

\[
\lim_{k \to \infty} d(x_i(k), x^*) = 0, \quad \forall i.
\]  

We will give the proofs for both Theorem 3.3.1 and Corollary 3.3.1 in the subsequent section.

Remark 3.3.2. A procedure for generating points that are guaranteed to belong to \( \text{co}_\varepsilon(A_i(k)) \) is described in Remark 3.2.2. The idea of picking \( x_i(k+1) \) from \( \text{co}_\varepsilon(A_i(k)) \) rather than \( \text{co}(A_i(k)) \) is in the same spirit of the assumption imposed on the non-zero consensus weights in [51], [34], [4], i.e. they are assumed lower bounded by a positive, sub-unitary scalar. Setting \( x_i(k+1) \in \text{co}(A_i(k)) \) may not necessarily guarantee asymptotic convergence to consensus. Indeed, consider the case where \( \mathcal{X} = \mathbb{R} \) with the standard Euclidean distance. A convex structure on \( \mathbb{R} \) is given by \( \psi(x,y,\lambda) = \lambda x + (1-\lambda)y, \) for
any \( x,y \in \mathbb{R} \) and \( \lambda \in [0,1] \). Assume that we have two agents which exchange information at all time slots and therefore \( A_1(k) = \{x_1(k),x_2(k)\} \), \( A_2(k) = \{x_1(k),x_2(k)\} \), \( \forall k \geq 0 \).

Let \( x_1(k+1) = \lambda(k)x_1(k) + (1-\lambda(k))x_2(k) \), where \( \lambda(k) = 1 - 0.1e^{-k} \) and let \( x_2(k+1) = \mu(k)x_1(k) + (1-\mu(k))x_2(k) \), where \( \mu(k) = 0.1e^{-k} \). Obviously, \( x_i(k+1) \in co(A_i(k)) \), \( i = 1,2 \) for all \( k \geq 0 \). It can be easily argued that

\[
d(x_1(k+1),x_2(k+1)) \leq (\lambda(k)(1-\mu(k)) + \mu(k)(1-\lambda(k)))d(x_1(k),x_2(k)). \tag{3.19}
\]

We note that \( \lim_{K \to \infty} \prod_{k=0}^{K}(\lambda(k)(1-\mu(k)) + (1-\lambda(k))\mu(k)) = \lim_{K \to \infty} \prod_{k=0}^{K}(1 - 0.2e^{-k} + 0.02e^{-2k}) = 0.73 \) and therefore under inequality (3.19) asymptotic convergence to consensus is not guaranteed. In fact it can be explicitly shown that the agents do not reach consensus. From the dynamic equation governing the evolution of \( x_i(k) \), \( i = 1,2 \), we can write

\[
x(k+1) = \begin{pmatrix}
\lambda(k) & 1-\lambda(k) \\
\mu(k) & 1-\mu(k)
\end{pmatrix} x(k), \quad x(0) = x_0,
\]

where \( x(k)^T = [x_1(k),x_2(k)] \), and we obtain that

\[
\lim_{k \to \infty} x(k) = \begin{pmatrix} 0.8540 & 0.1451 \\ 0.1451 & 0.8540 \end{pmatrix} x_0
\]

and therefore it can be easily seen that consensus is not reached from any initial states.

### 3.4 Proof of the main result

This section is divided in three parts. In the first part we use the results of Section 3.2.2 regarding the convex hull of a finite set and show that the entries of the vector of distances between the states of the agents at time \( k+1 \) are upper bounded by linear
combinations of the entries of the same vector but at time \(k\). The coefficients of the linear combinations are the entries of a time varying matrix for which we prove a number of properties (Lemma 3.4.1). In the second part we analyze the properties of the transition matrix of the aforementioned time varying matrix (Lemma 3.4.2). The last part is reserved to the proof of Theorem 3.3.1.

**Lemma 3.4.1.** Given a small enough positive scalar \(\varepsilon < 1\), assume that agents update their states according to the scheme \(x_i(k+1) \in \text{co}_\varepsilon(A_i(k))\), for all \(i\). Let \(d(k) \triangleq (d(x_i(k), x_j(k)))\) for \(i \neq j\) be the \(N\) dimensional vector of all distances between the states of the agents, where \(N = \frac{n(n-1)}{2}\). Then we obtain that

\[
d(k+1) \leq W(k)d(k), \quad d(0) = d_0, \quad (3.20)
\]

where the \(N \times N\) dimensional matrix \(W(k)\) has the following properties:

(a) \(W(k)\) is non-negative and there exits a positive scalar \(\eta \in (0, 1)\) such that

\[
[W(k)]_{\bar{i}\bar{i}} \geq \eta, \quad \forall \bar{i}, k \quad (3.21)
\]

\[
[W(k)]_{\bar{i}\bar{j}} \geq \eta, \quad \forall [W(k)]_{\bar{i}\bar{j}} \neq 0, \quad \bar{i} \neq \bar{j}, \quad \forall k. \quad (3.22)
\]

(b) If \(N_i(k) \cap N_j(k) \neq \emptyset\), then the row \(\bar{i}\) of matrix \(W(k)\), corresponding to the pair of agents \((i, j)\), has the property

\[
\sum_{j=1}^{N} [W(k)]_{\bar{i}\bar{j}} \leq 1 - \eta, \quad (3.23)
\]

where \(\eta\) is the same as in part (a).

(c) If \(N_i(k) \cap N_j(k) = \emptyset\) then the row \(\bar{i}\) corresponding to the pair of agents \((i, j)\) sums up
to one, i.e.
\[
\sum_{j=1}^{N} [W(k)]_{ij} = 1.
\] (3.24)

In particular if \( G(k) \) is completely disconnected (i.e. agents do not send any information), then \( W(k) = I \).

(d) the rows of \( W(k) \) sum up to a value smaller or equal then one, i.e.
\[
\sum_{j=1}^{N} [W(k)]_{ij} \leq 1, \forall \vec{i}, k.
\] (3.25)

Proof. Given two agents \( i \) and \( j \), by part (b) of Proposition 3.2.2 the distance between their states can be upper bounded by
\[
d(x_i(k+1), x_j(k+1)) \leq \sum_{p\in \mathcal{N}_i(k), q\in \mathcal{N}_j(k)} w_{ij}^{pq}(k)d(x_p(k), x_q(k)), i \neq j,
\] (3.26)
where \( w_{ij}^{pq}(k) \geq 0 \) and \( \sum_{p\in \mathcal{N}_i(k), q\in \mathcal{N}_j(k)} w_{ij}^{pq}(k) = 1 \). By defining \( W(k) \equiv (w_{ij}^{pq}(k)) \) for \( i \neq j \) and \( p \neq q \) (where the pairs \((i, j)\) and \((p, q)\) refer to the rows and columns of \( W(k) \), respectively), inequality (3.20) follows. We continue with proving the properties of matrix \( W(k) \).

(a) Since all \( w_{ij}^{pq}(k) \geq 0 \) for all \( i \neq j \), \( p \in \mathcal{N}_i(k) \) and \( q \in \mathcal{N}_j(k) \) we obtain that \( W(k) \) is non-negative. By part (c) of Proposition 3.2.2, there exists \( \eta \triangleq \epsilon^2 \) such that \( w_{ij}^{pq}(k) \geq \eta \) for all non-zero entries of \( W(k) \). Also, since \( i \in \mathcal{N}_i(k) \) and \( j \in \mathcal{N}_j(k) \) for all \( k \geq 0 \) it follows that the term \( w_{ij}^{ij}(k)d(x_i(k), x_j(k)) \), with \( w_{ij}^{ij}(k) \geq \eta \) will always be present in the right-hand side of the inequality (3.26), and therefore \( W(k) \) has positive diagonal entries.

(b) Follows from part (d) of Proposition 3.2.2, with \( \eta = \epsilon^2 \).

(c) If \( \mathcal{N}_i(k) \cap \mathcal{N}_j(k) = \emptyset \) then no terms of the form \( w_{pp}^{ij}(k)d(x_p(k), x_p(k)) \) will appear in the sum of the right hand side of inequality (3.26). Hence \( \sum_{p\in \mathcal{N}_i(k), q\in \mathcal{N}_j(k)} w_{ij}^{pq}(k) = 1 \)
and therefore
\[ \sum_{j=1}^{N} [W(k)]_{ij} = 1. \]

If \( G(k) \) is completely disconnected, then the sum of the right hand side of inequality (3.26) will have only the term \( w_{ij}^{ij}(k)d(x_i(k), x_j(k)) \) with \( w_{ij}^{ij}(k) = 1, \) for all \( i, j = 1 \ldots n. \) Therefore \( W(k) \) is the identity matrix.

(d) The result follows from parts (b) and (c). \( \square \)

Let \( \tilde{G}(k) = (\tilde{V}, \tilde{E}(k)) \) be the underlying graph of \( W(k) \) and let \( \tilde{i} \) and \( \tilde{j} \) refer to the rows and columns of \( W(k), \) respectively. Note the under this notation, index \( \tilde{i} \) corresponds to a pair \( (i, j) \) of distinct agents. It is not difficult to see that the set of edges of \( \tilde{G}(k) \) is given by

\[ \tilde{E}(k) = \{((i, j), (p, q)) | (i, p) \in E(k), (j, q) \in E(k), i \neq j, p \neq q \}. \] (3.27)

**Proposition 3.4.1.** Let Assumptions 3.3.1 and 3.3.2 hold for \( G(k) \). Then, similar properties hold for \( \tilde{G}(k) \) as well, i.e.

(a) the graph \( (\tilde{V}, \tilde{E}_\infty) \) is connected, where

\[ \tilde{E}_\infty = \{(\tilde{i}, \tilde{j}) | (\tilde{i}, \tilde{j}) \in \tilde{E}(k) \text{ infinitely many indices } k \}; \]

(b) there exists an integer \( \tilde{B} \geq 1 \) such that every \( (\tilde{i}, \tilde{j}) \in \tilde{E}_\infty \) appears at least once every \( \tilde{B} \) consecutive time slots, i.e. at time \( k \) or at time \( k + 1 \) or \( \ldots \) or (at latest) at time \( k + \tilde{B} - 1 \) for any \( k \geq 0. \)

**Proof.** It is not difficult to observe that similar to (3.27), \( \tilde{E}_\infty \) is given by

\[ \tilde{E}_\infty = \{((i, j), (p, q)) | (i, p) \in E_\infty, (j, p) \in E_\infty, p \neq q, i \neq j \}. \] (3.28)
(a) Showing that \((\bar{V}, \bar{E}_\infty)\) is connected is equivalently to showing that for any two pairs \((i, j)\) and \((p, q)\) there exits a path connecting them. Since \((V, E_\infty)\) is assumed connected, there exits a path \(i_0 \to i_1 \to \ldots \to i_{l-1} \to i_l\), for some \(l \leq n\), such that \(i_0 = p\) and \(i_l = i\). From (3.28), it is easily argued that \((i_0, j) \to (i_1, j) \to \ldots \to (i_{l-1}, j) \to (i_l, j)\) represents a path connecting \((i, j)\) with \((p, j)\). Similarly, there exits a path \(j_0 \to j_1 \to \ldots \to j_{m-1} \to j_m\) for some \(m \leq n\), such that \(j_0 = q\) and \(j_m = j\). Therefore, \((p, j_0) \to (p, j_1) \to \ldots \to (p, j_{m-1}) \to (p, j_m)\) is a path connecting \((p, j)\) with \((p, q)\) and it follows that \((i, j)\) and \((p, q)\) are connected.

(b) Let \(((i, j), (p, q))\) be an edge in \(\bar{E}_\infty\) or equivalently \((i, p) \in E_\infty\) and \((j, q) \in E_\infty\). By Assumption 3.3.2, we have that for any \(k \geq 0\)

\[(i, p) \in E(k) \cup E(k+1) \ldots \cup E(k+B-1),\]

\[(j, q) \in E(k) \cup E(k+1) \ldots \cup E(k+B-1),\]

where the scalar \(B\) was introduced in Assumption 3.3.2. But this also implies that

\[\bar{i}, \bar{j} \in \bar{E}(k) \cup \bar{E}(k+1) \cup \ldots \cup \bar{E}(k+B-1), \text{ } \forall \bar{i}, \bar{j} \in \bar{E}_\infty.\]

Choosing \(\bar{B} \equiv B\), the result follows. \(\square\)

Let \(\Phi(k, s) \equiv W(k-1)W(k-2) \ldots W(s)\), with \(\Phi(k, k) = W(k)\) denote the transition matrix of \(W(k)\) for any \(k \geq s\). It should be obvious from the properties of \(W(k)\) that \(\Phi(k, s)\) is a non-negative matrix with positive diagonal entries and \(\|\Phi(k, s)\|_\infty \leq 1\) for any \(k \geq s\).

**Lemma 3.4.2.** Let \(W(k)\) be the matrix introduced in Lemma 3.4.1. Let Assumptions 3.3.1 and 3.3.2 hold for \(G(k)\). Then there exits a row index \(\bar{i}^*\) such that

\[
\sum_{j=1}^{N} |\Phi(s+m, s)|_{\bar{i}^*j} \leq 1 - \eta^m \forall s, m \geq \bar{B} - 1, \tag{3.29}
\]
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where \( \eta \) is the lower bound on the non-zero entries of \( \mathbf{W}(k) \) and \( \bar{B} \) is the positive integer from the part (b) of the Proposition 3.4.1.

**Proof.** Let \((i^*, j^*) \in E_\infty\) be a pair of agents. By Assumptions 3.3.1 and 3.3.2, there exists a positive integer \( s' \in \{s, s + 1, \ldots, s + \bar{B} - 1\} \) such that agent \( j^* \) sends information to agent \( i^* \) at time \( s' \). This implies that \( \mathcal{N}_{j^*}(k) \cap \mathcal{N}_{i^*}(k) \neq \emptyset \) and by part (b) of Lemma 3.4.1, we have that

\[
\sum_{j=1}^{N} [\mathbf{W}(s')]_{i^*, j} \leq 1 - \eta,
\]

where \( \bar{i}^* \) is the index corresponding to the pair \((i^*, j^*)\). The sum of the \( \bar{i}^* \) row of transition matrix \( \Phi(s' + 1, s) \) can be expressed as

\[
\sum_{j=1}^{N} [\Phi(s' + 1, s)]_{\bar{i}^*, j} = \sum_{j=1}^{N} [\mathbf{W}(s')]_{\bar{i}^*, j} \sum_{h=1}^{N} [\Phi(s', s)]_{\bar{j}h}.
\]

But since \( \|\Phi(k, s)\|_\infty \leq 1 \) for any \( k \geq s \), we have that \( \sum_{h=1}^{N} [\Phi(s', s)]_{\bar{j}h} \leq 1 \) for any \( \bar{j} \), and therefore

\[
\sum_{j=1}^{N} [\Phi(s' + 1, s)]_{\bar{i}^*, j} \leq 1 - \eta. \tag{3.30}
\]

We can write \( \Phi(s' + 2, s) = \mathbf{W}(s' + 1)\Phi(s' + 1, s) \) and it follows that the \( \bar{i}^* \) row sum of \( \Phi(s' + 2, s) \) can be expressed as

\[
\sum_{j=1}^{N} [\Phi(s' + 2, s)]_{\bar{i}^*, j} = \sum_{j=1}^{N} [\mathbf{W}(s' + 1)]_{\bar{i}^*, j} \sum_{h=1}^{N} [\Phi(s' + 1, s)]_{\bar{j}h}.
\]

Since \( \sum_{h=1}^{N} [\Phi(s' + 1, s)]_{\bar{j}h} \leq 1 \) for any \( \bar{j} \) it follows that

\[
\sum_{j=1}^{N} [\Phi(s' + 2, s)]_{\bar{i}^*, j} \leq [\mathbf{W}(s' + 1)]_{\bar{i}^*, \bar{j}} \sum_{h=1}^{N} [\Phi(s' + 1, s)]_{\bar{j}h} + \sum_{j=1, j \neq \bar{i}^*}^{N} [\mathbf{W}(s' + 1)]_{\bar{i}^*, j} \leq \]

\[
\leq [\mathbf{W}(s' + 1)]_{\bar{i}^*, \bar{j}}(1 - \eta) + \sum_{j=1, j \neq \bar{i}^*}^{N} [\mathbf{W}(s' + 1)]_{\bar{i}^*, j} \leq \sum_{j=1}^{N} [\mathbf{W}(s' + 1)]_{\bar{i}^*, \bar{j}} - \eta [\mathbf{W}(s' + 1)]_{\bar{i}^*, \bar{j}} \leq 1 - \eta^2,
\]
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since \([W(s' + 1)]_{i'j'} \geq \eta\). By induction it can be easily argued that
\[
\sum_{j=1}^{N} [\Phi(s' + m, s)]_{i'j} \leq 1 - \eta^m, \ \forall m \geq 0. \tag{3.31}
\]

Note that by Assumption 3.3.2, a pair \((i, j)\) can exchange information at \(s' = s\) the earliest or at \(s' = s + B - 1\) the latest. From (3.31) we obtain that for \(s' = s + B - 1\)
\[
\sum_{j=1}^{N} [\Phi(s + B - 1 + m, s)]_{i'j} \leq 1 - \eta^m, \ \forall m \geq 0, \tag{3.32}
\]
and for \(s' = s\)
\[
\sum_{j=1}^{N} [\Phi(s + m, s)]_{i'j} \leq 1 - \eta^m, \ \forall m \geq 0,
\]
or
\[
\sum_{j=1}^{N} [\Phi(s + B - 1 + m, s)]_{i'j} \leq 1 - \eta^{m+B-1}, \ \forall m \geq 0, \tag{3.33}
\]
From (3.32) and (3.33) we get
\[
\sum_{j=1}^{N} [\Phi(s + B - 1 + m, s)]_{i'j} \leq 1 - \eta^{m+B-1}, \ \forall s, m \geq 0,
\]
or equivalently
\[
\sum_{j=1}^{N} [\Phi(s + m, s)]_{i'j} \leq 1 - \eta^m, \ \forall m \geq B - 1. \tag{3.34}
\]

\[\square\]

**Corollary 3.4.1.** Let \(W(k)\) be the matrix introduced in Lemma 3.4.1 and let Assumptions 3.3.1 and 3.3.2 hold for \(G(k)\). We then have
\[
[\Phi(s + (N - 1)\bar{B} - 1, s)]_{ij} \geq \eta^{(N-1)\bar{B}} \ \forall s, i, j, \tag{3.35}
\]
where \(\eta\) is the lower bound on the non-zero entries of \(W(k)\) and \(\bar{B}\) is the positive integer from the part \((b)\) of the Proposition 3.4.1.
Proof. By Proposition 3.4.1 and Lemma 3.4.1 all the assumptions of Lemma 2, [34] are satisfied, from which the result follows. □

We are now ready to prove Theorem 3.3.1 and Corollary 3.3.1.

3.4.1 Proof of Theorem 3.3.1

We have that the vector of distances between the states of the agents respects the inequality
\[
d(k + 1) \leq W(k) d(k),
\]
where the properties of \(W(k)\) are described by Lemma 3.4.1.

It immediately follows that
\[
\|d(k + 1)\|_\infty \leq \|d(k)\|_\infty, \text{ for } k \geq 0.
\] (3.36)

Let \(\bar{B}_0 \doteq (N - 1)\bar{B} - 1\), where \(\bar{B}\) is the positive integer from the part (b) of the Proposition 3.4.1. In the following we show that all row sums of \(\Phi(s + 2\bar{B}_0, s)\) are upper-bounded by a positive scalar strictly less than one. Indeed since \(\Phi(s + 2\bar{B}_0, s + \bar{B}_0)\Phi(s + \bar{B}_0, s)\) we obtain that
\[
\sum_{j=1}^{N} [\Phi(s + 2\bar{B}_0, s)]_{ij} = \sum_{j=1}^{N} [\Phi(s + 2\bar{B}_0, s + \bar{B}_0)]_{ij} \sum_{h=1}^{N} [\Phi(s + \bar{B}_0, s)]_{jh}, \forall i, j.
\]

By Lemma 3.4.2 we have that there exists a row \(\bar{j}^*\) such that
\[
\sum_{h=1}^{N} [\Phi(s + \bar{B}_0, s)]_{\bar{j}^*h} \leq 1 - \eta^{\bar{B}_0}, \forall s,
\]
and since \( \sum_{j=1}^{N} [\Phi(s + \tilde{B}_0, s)]_{ij} \leq 1 \) for any \( \tilde{j} \), we get

\[
\sum_{j=1}^{N} [\Phi(s + 2\tilde{B}_0, s)]_{ij} \leq \sum_{j=1, j \neq \tilde{j}}^{N} [\Phi(s + 2\tilde{B}_0, s + \tilde{B}_0)]_{ij} + [\Phi(s + 2\tilde{B}_0, s + \tilde{B}_0)]_{i\tilde{j}} (1 - \eta^{\tilde{B}_0} ) = \\
= \sum_{j=1}^{N} [\Phi(s + 2\tilde{B}_0, s + \tilde{B}_0)]_{ij} - [\Phi(s + 2\tilde{B}_0, s + \tilde{B}_0)]_{i\tilde{j}} \cdot \eta^{\tilde{B}_0}.
\]

By Corollary 3.4.1 it follows that

\[
[\Phi(s + 2\tilde{B}_0, s + \tilde{B}_0)]_{i\tilde{j}} \geq \eta^{\tilde{B}_0 + 1}, \ \forall \tilde{i}, \tilde{j}, s,
\]

and since \( \sum_{j=1}^{N} [\Phi(s + 2\tilde{B}_0, \tilde{B}_0)]_{ij} \leq 1 \) we get that

\[
\sum_{j=1}^{N} [\Phi(s + 2\tilde{B}_0, s)]_{ij} \leq 1 - \eta^{2\tilde{B}_0 + 1} \ \forall \tilde{i}, s.
\]

Therefore

\[
\|\Phi(s + 2\tilde{B}_0, s)\|_\infty \leq 1 - \eta^{2\tilde{B}_0 + 1} \ \forall s. \quad (3.37)
\]

It follows that

\[
\|d(t_k)\|_\infty \leq (1 - \eta^{2\tilde{B}_0 + 1})^k \|d(0)\|_\infty, \ \forall k \geq 0, \quad (3.38)
\]

where \( t_k = 2k\tilde{B}_0 \) which shows that the subsequence \( \{\|d(t_k)\|_\infty\}_{k \geq 0} \) asymptotically converges to zero. Combined with inequality (3.36) we farther obtain that the sequence \( \{\|d(k)\|_\infty\}_{k \geq 0} \) asymptotically converges to zero. Therefore the agents asymptotically reach consensus.

**3.4.2 Proof of Corollary 3.3.1**

The main idea of the proof consist of showing that the set \( co(A(k)) \), where \( A(k) = \{x_i(k), i = 1 \ldots n\} \), converges to a set containing one point.
We first note that since \( A_i(k) \subseteq A(k) \) it can be easily argued that \( \text{co}(A_i(k)) \subseteq \text{co}(A(k)) \), for all \( i \) and \( k \). Also, since \( \text{co}_c(A_i(k)) \subseteq \text{co}(A_i(k)) \) it follows that \( \text{co}_c(A_i(k)) \subseteq \text{co}(A(k)) \) and consequently \( x_i(k + 1) \in \text{co}(A(k)) \). Therefore, we have that \( \text{co}(A(k + 1)) \subseteq \text{co}(A(k)) \) for all \( k \) and from the theory of limit of sequence of sets, it follows that

\[
\lim \inf \text{co}(A(k)) = \lim \sup \text{co}(A(k)) = \lim \text{co}(A(k)) = A_\infty,
\]

where \( A_\infty = \bigcap_{k \geq 0} \text{co}(A(k)) \). We denote the diameter of the set \( A(k) \) by

\[
\delta(A(k)) = \sup\{d(x, y) \mid x, y \in A(k)\},
\]

and by Proposition 2 of [46] we have that

\[
\delta(\text{co}(A(k))) = \delta(A(k)).
\]

From Theorem 3.3.1 we have that

\[
\lim_{k \to \infty} d(x_i(k), x_j(k)) = 0, \ \forall i \neq j,
\]

and consequently

\[
\lim_{k \to \infty} \delta(A(k)) = \lim_{k \to \infty} \delta(\text{co}(A(k))) = 0,
\]

which also means that

\[
\delta(A_\infty) = 0,
\]

i.e. the set \( A_\infty \) contains only one point, say \( x^* \in X \), or \( A_\infty = \text{co}(x^*) \), or

\[
\lim_{k \to \infty} \text{co}(A(k)) = \text{co}(x^*).
\]

But since \( x_i(k + 1) \in \text{co}_c(A_i(k)) \subseteq \text{co}(A(k)) \) for all \( i, k \) it follows that

\[
\lim_{k \to \infty} d(x_i(k), x^*) = 0, \ \forall i,
\]

i.e. the states of the agents converge to the same point \( x^* \in X \).
3.5 Distance between the consensus points and the initial points

In this section we analyze the evolution of the distance between the states of the agents and their initial values under the scheme described by Theorem 3.3.1. This analysis will give us upper bounds on the distance between the consensus point(s) and the initial values of the agents.

Consider distance $d(x_i(k), x_l(0))$ for some $i, l$ and let us assume that $x_i(k + 1)$ is chosen according to the scheme described by Theorem 3.3.1, i.e. $x_i(k + 1) \in co_\varepsilon(A_i(k))$. By part (a) of Proposition 3.2.2 we can express this distance as

$$d(x_i(k + 1), x_l(0)) \leq \sum_{j \in N_i(k)} \lambda_{ij}(k) d(x_j(k), x_l(0)), \quad (3.39)$$

where $\lambda_{ij}(k) \geq \varepsilon$ and $\sum_{j \in N_i(k)} \lambda_{ij}(k) = 1$. By defining the $n$ dimensional vector $\mu^l(k) = (d(x_i(k), x_l(0)))$ (where $i$ varies) and the $n \times n$ dimensional matrix $\Lambda(k) = (\lambda_{ij}(k))$, inequality (3.39) can be compactly written as

$$\mu^l(k + 1) \leq \Lambda(k) \mu^l(k), \quad \mu^l(0) = \mu^l_0. \quad (3.40)$$

where $\Lambda(k)$ is a row stochastic matrix. It is not difficult to note that the underlying graph of $\Lambda(k)$ is $G(k)$ and that in fact inequality (3.40) is valid for any $l$. In the following proposition we give upper bounds on the distance between the consensus states and the initial values of the states.

**Proposition 3.5.1.** Let Assumptions 3.3.1 and 3.3.2 hold for $G(k)$ and let the states of the agents be updates according to the scheme given by Theorem 3.3.1. We then have that

$$\lim_{k \to \infty} d(x_i(k), x_l(0)) \leq \sum_{j=1}^{n} v_j d(x_j(0), x_l(0)), \quad \forall i, l, \quad (3.41)$$
where \( \nu = (\nu_j) \) is a vector with positive entries summing up to one satisfying

\[
\lim_{k \to \infty} \Lambda(k)\Lambda(k-1)\cdots\Lambda(0) = \nu^T,
\]

and where \( \nu \) is the \( n \) dimensional vector of all ones and \( \Lambda(k) \) is the matrix defined in inequality (3.40).

**Proof.** Our assumptions fit the assumptions of Lemmas 3 and 4 of [34], from where (3.42) follows. Therefore by inequality (3.40) the result follows. \( \square \)

**Remark 3.5.1.** If in addition to the assumptions of Proposition 3.5.1 we also assume that \( \Lambda(k) \) is doubly stochastic, then by Proposition 1 of [34] we get that

\[
\lim_{k \to \infty} \Lambda(k)\Lambda(k-1)\cdots\Lambda(0) = \frac{1}{n} \mathbf{I}^T.
\]

Therefore, inequality (3.41) gets simplified to

\[
\lim_{k \to \infty} d(x_i(k), x_j(0)) \leq \frac{1}{n} \sum_{j=1}^{n} d(x_j(0), x_j(0)), \forall i.
\]

The assumptions in this remark correspond to the assumptions for the average consensus problem in Euclidean spaces. For the aforementioned case, the consensus point is given by the average of the initial points, i.e. \( x_{av} = \frac{1}{n} \sum_{i=1}^{n} x_i(0) \). It can be easily check that indeed \( x_{av} \) satisfies

\[
\|x_{av} - x_i(0)\| \leq \frac{1}{n} \sum_{j=1}^{n} \|x_j(0) - x_i(0)\|,
\]

where \( \|\cdot\| \) represents the euclidean norm.

### 3.6 Application - Asymptotic consensus of opinion

Social networks play a central role in the sharing of information and formation of opinions. This is true in the context of advising friends on which movies to see, relaying
information about the abilities and fit of a potential new employee in a firm, debating the merits of politicians. In the following we consider a scenario in which a group of agents try to agree on a common opinion. Assume for example that a group of friends would like to go to see a movie. Different members of the group may suggest different movies. A member of the group discusses with all or just some of his/her friends to find out about their opinions. This member gives some weight (importance) to the opinion of his friends based on the trust in their expertise. For instance some members of the group are more informed about the quality of the proposed movies, and therefore there opinions may have a heavier influence on the final decision. By repeatedly discussing among themselves, the group of friends have to choose one of the movies.

In the following we mathematically formalize the scenario described above and show that we can use the framework introduced in the previous sections to give an algorithm which ensures asymptotic consensus on opinions. We model the opinion of a member of the group (agent) as a discrete random variable. Under an appropriate metric and by providing a convex structure we show that the metric space of discrete random variable is convex. In addition, we analyze in more detail the convex hull of a finite set; this analysis is possible since the convex structure is given explicitly. We give an iterative algorithm that ensures agreement of opinion, which is based on Theorem 3.3.1 and provide some numerical simulations.
3.6.1 Geometric framework

Let $s$ be a positive integer, let $S = \{1, 2, \ldots, s\}$ be a finite set and let $(\Omega, \mathcal{F}, \mathcal{P})$ be a probability space. We denote by $X$ the space of discrete measurable functions (random variable) on $(\Omega, \mathcal{F}, \mathcal{P})$ with values in $S$.

We introduce the operator $d : X \times X \to \mathbb{R}$, defined as

$$d(X,Y) = E[\rho(X,Y)],$$

where $\rho : \mathbb{R} \times \mathbb{R} \to \{0, 1\}$ is the discrete metric, i.e.

$$\rho(x,y) = \begin{cases} 1 & x \neq y \\ 0 & x = y \end{cases}$$

It is not difficult to note that the operator $d$ can also be written as $d(X,Y) = E[\mathbb{I}_{\{X \neq Y\}}] = \Pr(X \neq Y)$, where $\mathbb{I}_{\{X \neq Y\}}$ is the indicator function of the event $\{X \neq Y\}$.

We note that the operator $d$ satisfies the following properties

1. For any $X, Y \in X$, $d(X,Y) = 0$ if and only if $X = Y$ with probability one.

2. For any $X, Y, Z \in X$, $d(X,Z) + d(Y,Z) \geq d(X,Y)$ with probability one,

and therefore is a metric on $X$. The set $X$ together with the operator $d$ define the metric space $(X,d)$.

Let $\theta \in \{1, 2\}$ be an independent random variable, with probability mass function $\Pr(\theta = 1) = \lambda$ and $\Pr(\theta = 2) = 1 - \lambda$, where $\lambda \in [0, 1]$. We define the mapping $\psi : X \times X \times [0,1] \to X$ given by

$$\psi(X_1, X_2, \lambda) = \mathbb{1}_{\{\theta = 1\}}X_1 + \mathbb{1}_{\{\theta = 2\}}X_2, \quad \forall X_1, X_2 \in X, \lambda \in [0,1]. \quad (3.43)$$
Proposition 3.6.1. The mapping $\psi$ is a convex structure on $X$.

Proof. For any $U, X_1, X_2 \in X$ and $\lambda \in [0, 1]$ we have

$$d(U, \psi(X_1, X_2, \lambda)) = E[\rho(U, \psi(X_1, X_2, \lambda))] = E[E[\rho(U, \psi(X_1, X_2, \lambda))|U, X_1, X_2]] =$$

$$= E[\rho(U, 1_{\{\theta=1\}}X_1 + 1_{\{\theta=2\}}X_2)]|U, X_1, X_2] = E[\lambda \rho(U, X_1) + (1-\lambda) \rho(U, X_2)] =$$

$$= \lambda d(U, X_1) + (1-\lambda) d(U, X_2).$$

$\square$

From the above proposition it follows that $(X, d, \psi)$ is a convex metric space.

The next theorem characterizes the convex hull of a finite set in $X$.

Theorem 3.6.1. Let $n$ be a positive integer and let $A = \{X_1, \ldots, X_n\}$ be a set of points in $X$. Consider the independent random variable $\theta$ taking values in the finite set $\{1, \ldots, n\}$, with probability measure given by $Pr(\omega : \theta(\omega) = i) = w_i$, for some non-negative scalars $w_i$, with $\sum_{i=1}^n w_i = 1$. Then

$$co(A) = \left\{ Z \in X \mid Z = \sum_{i=1}^n 1_{\{\theta=i\}}X_i, \forall w_i \geq 0, \sum_{i=1}^n w_i = 1 \right\}. \quad (3.44)$$

Proof. We recall from Proposition 3.2.1 that the convex hull of $A$ is given by

$$co(A) = \lim_{m \to \infty} A_m = \bigcup_{m=1}^{\infty} A_m,$$

where $A_m = \tilde{\psi}(A_{m-1})$, with $A_1 = \tilde{\psi}(A)$. Also, since $A_m$ is an increasing sequence, clearly $A \subset A_m$ for all $m \geq 1$. We define the set

$$\mathcal{K}(A) = \left\{ Z \in X \mid Z = \sum_{i=1}^n 1_{\{\theta=i\}}X_i, \forall w_i \geq 0, \sum_{i=1}^n w_i = 1 \right\}. \quad (3.44)$$
The proof is structured in two parts. In the first part we show that any point in $\mathcal{K}(A)$ belongs to the convex hull of $A$, while in the second part we show that any point in $\text{co}(A)$ belongs to $\mathcal{K}(A)$ as well.

Let $Z \in \mathcal{K}(A)$ i.e. $Z = \sum_{i=1}^{n} 1_{\{\theta=i\}}X_i$ where $Pr(\theta = i) = w_i$, for some $w_i \geq 0$, $\sum_{i=1}^{n} w_i = 1$. The random variable $\theta$ is defined such that $\theta(\omega_i) = i$ and $Pr(\omega_i) = w_i$. Let $\Omega_i = \{\omega^j, \omega^k\}$, $i = 1 \ldots n - 1$ be a set of independent sample spaces (i.e. the elementary events $\omega^j$ and $\omega^k$ are independent for any $l \neq i$ and for any $j$). We define the probability measure for each of the events in $\Omega_i$ as

$$Pr(\omega^j) = \frac{w_1 + \ldots + w_{j-1} + w_j}{w_1 + \ldots + w_i},$$

$$Pr(\omega^k) = \frac{w_j}{w_1 + \ldots + w_i},$$

for $i = 1 \ldots n - 1$. We consider the following succession of events from $\Omega_i$

$$S_1 = \{\omega^1, \omega^2, \ldots, \omega^{n-1}\},$$

$$S_2 = \{\omega^2, \omega^3, \ldots, \omega^{n-1}\},$$

$$S_i = \bigcup_{j_1, \ldots, j_{i-2}=1}^{2} \{\omega^1_{j_1} \ldots \omega^{j-2}_{i-2} \omega^j_{i-1} \ldots \omega^{n-1}_{i-1}\}, i = 3 \ldots n - 1,$$

$$S_n = \bigcup_{j_1, \ldots, j_{n-2}=1}^{2} \{\omega^1_{j_1} \ldots \omega^{n-2}_{j_{n-2}} \omega^{n-1}_{2}\}.$$  \hspace{1cm} (3.45)

For example, for $n = 4$ (3.45) becomes

$$S_1 = \{\omega^1, \omega^2, \omega^3\},$$

$$S_2 = \{\omega^2, \omega^3, \omega^4\},$$

$$S_3 = \{\omega^1, \omega^2, \omega^3\} \cup \{\omega^2, \omega^3, \omega^4\}$$

$$S_4 = \{\omega^1, \omega^2, \omega^3\} \cup \{\omega^2, \omega^3, \omega^4\} \cup \{\omega^1, \omega^2, \omega^4\} \cup \{\omega^1, \omega^2, \omega^3\}.$$ 

Using the independence assumption on the events from $\Omega_i$ is not difficult no see that

$$Pr(S_i) = w_i, \ i = 1 \ldots n.$$
Assume that each event $\omega_i$ that we observe can be decomposed in a succession of independent events from $\Omega_i$, which are invisible to the observer. In particular let

$$\omega_i = S_i, i = 1 \ldots n.$$ 

The particular decomposition of event $\omega_i$ in a set of intermediate, independent events given by $S_i$ makes sense since both $\omega_i$ and $S_i$ have the same probability measure. It immediately follows that

$$\mathbb{1}_{\{\omega: \theta(\omega) = i\}} = \mathbb{1}_{\{\omega_i\}} = \mathbb{1}_{\{S_i\}}.$$ (3.46)

Let us now define the random variables $\theta_i: \Omega_i \rightarrow \{i, i + 1\}$, where

$$\theta_i(\omega_i^1) = i, \theta_i(\omega_i^2) = i + 1,$$

for $i = 1 \ldots n - 1$. Obviously

$$Pr(\theta_i = i) = \frac{w_1 + \ldots + w_{i-1}}{w_1 + \ldots + w_i}, \quad Pr(\theta_i = i + 1) = \frac{w_i}{w_1 + \ldots + w_i},$$

and $\theta_i$ are independent random variables.

From (3.45) and (3.46) together with the independence of the random variables $\theta_i$, the following equalities in terms of the indicator function are satisfied

$$\mathbb{1}_{\{\theta=1\}} = \prod_{j=1}^{n-1} \mathbb{1}_{\{\theta_j=j\}}$$

$$\mathbb{1}_{\{\theta=i\}} = \mathbb{1}_{\{\theta_{i-1}=i\}} \prod_{j=i}^{n-1} \mathbb{1}_{\{\theta_j=j\}}, \quad i = 2 \ldots n - 1$$ (3.47)

$$\mathbb{1}_{\{\theta=n\}} = \mathbb{1}_{\{\theta_{n-1}=n\}}.$$

From (3.47) it follows that $Z$ is the result of the $n^{th}$ step of the iteration

$$Y_{i+1} = \mathbb{1}_{\{\theta=i\}} Y_i + \mathbb{1}_{\{\theta=i+1\}} X_{i+1},$$
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for $i = 1 \ldots n$, with $Y_1 = X_1$, i.e. $Z = Y_n$. It can be easily argued that $Y_i \in A_{i-1}$, $i = 2 \ldots n$ and therefore $Z \in A_{n-1}$ or $Z \in co(A)$ which implies that $\mathcal{K}(A) \subset co(A)$.

We now begin the second part of the proof and show that any point in $co(A)$ belongs to $\mathcal{K}(A)$ as well. If $Z \in co(A)$, from Section 3.2.2 we have that there exits a positive integer $m$ such that $Z \in A_m$ and therefore $Z$ is the root of a binary tree of height $m$ with leaves from the set $A$. Using the same notations as in Section 3.2.2 for each of the leaf nodes $X_i$, there exists $n_i \geq 1$ paths from $Z$ to $X_i$, of lengths $m_{ij}$, $l = 1 \ldots n_i$ which are denoted by

$$P_{Z,X_i} \equiv \left\{ (Y_{i,j})_{j=1}^{m_{ij}}, (\lambda_{i,j})_{j=1}^{m_{ij}} \mid l = 1 \ldots n_i \right\},$$

where $Y_{i,j-1} = \psi(Y_{i,j}, \lambda_{i,j})$ for $j = 1 \ldots m_{ij}$, $l = 1 \ldots n_i$ and where we denoted by $*$ some intermediate node in the tree. We introduce the independent, random variables $\theta_{i,j}$ such that $Pr(\theta_{i,j} = i, \lambda_{i,j}) = \lambda_{i,j}$ and $Pr(\theta_{i,j} = \ast) = 1 - \lambda_{i,j}$. It follows that $Z$ can be expressed as

$$Z = \sum_{i=1}^{n} \left( \sum_{l=1}^{n_i} \prod_{j=1}^{m_{ij}} 1_{\{\omega_{\theta_{i,j}} = i, \lambda_{i,j}\}} \right) X_i$$

Using again the independence of $\theta_{i,j}$ we have that

$$\sum_{l=1}^{n_i} \prod_{j=1}^{m_{ij}} 1_{\{\omega_{\theta_{i,j}} = i, \lambda_{i,j}\}} = 1_{\bigcup_{l=1}^{n_i} \prod_{j=1}^{m_{ij}} 1_{\omega_{\theta_{i,j}} = i, \lambda_{i,j}}}$$

Let $S_i \equiv \left\{ \bigcup_{l=1}^{n_i} \prod_{j=1}^{m_{ij}} 1_{\omega_{\theta_{i,j}} = i, \lambda_{i,j}} \right\}$ and let us interpret the events in $S_i$ as the set of underlying sub-events generating $\omega_i$ i.e. $\omega_i = S_i$. It is not difficult to see that

$$Pr(\omega_i) = Pr(S_i) = W(P_{Z,X_i}).$$

By defining $w_i \equiv W(P_{Z,X_i})$ we get that $\sum_{i=1}^{n} Pr(\omega_i) = 1$. Note that if there exits an $i^*$ such that $X_{i^*}$ is not among the leaves of the binary tree rooted at $Z$, the measure of the event $\omega_{i^*}$ is zero. Therefore we have that $Z$ can be expressed as

$$Z = \sum_{i=1}^{n} 1_{(\omega_i)} X_i = \sum_{i=1}^{n} 1_{(\theta = i)} X_i,$$
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where \( Pr(\theta = i) = w_i \) and hence it follows that \( Z \in \mathcal{K}(A) \) and consequently \( co(A) \subseteq \mathcal{K}(A) \).

From part one and part two of our proof, the result follows.

\[ \square \]

**Remark 3.6.1.** We say that \( Z \) is between \( X_1 \) and \( X_2 \) if \( d(X_1, Z) + d(Z, X_2) = d(X_1, X_2) \). For any two points \( X_1, X_2 \in X \), the set

\[
\{ Z \in X \mid d(X_1, Z) + d(Z, X_2) = d(X_1, X_2) \},
\]

is called metric segment and is denoted by \([X_1, X_2]\). We note that any point \( Z \in X \) belonging to the convex hull of \( X_1, X_2 \) is on the metric segment between \( X_1 \) and \( X_2 \). Indeed, if \( Z \in co([X_1, X_2]) \) then \( Z = \mathbb{I}_{\{\theta=1\}}X_1 + \mathbb{I}_{\{\theta=2\}}X_2 \), where \( Pr(\theta = 1) = \lambda \) and \( Pr(\theta = 2) = 1 - \lambda \), for some \( \lambda \in [0, 1] \). It follows that

\[
d(X_1, Z) + d(Z, X_2) = E[\rho(X_1, Z) + \rho(Z, X_2)] = E[E[\rho(X_1, Z) + \rho(Z, X_2)]|X_1, X_2] =
\]

\[
= E[\lambda \rho(X_1, X_2) + (1 - \lambda)\rho(X_1, X_2)] = d(X_1, X_2).
\]

However, not every point belonging to the metric segment \([X_1, X_2]\) belongs to \( co([X_1, X_2]) \).

Indeed, assume for example that \( X_1, X_2 \in \{1, 2\} \) and consider a random variable \( Z \in \{1, 2\} \) whose probability mass function, conditioned on the values of \( X_1 \) and \( X_2 \) is given by

\[
Pr(Z = 2|X_1 = 2, X_2 = 1) = \lambda, \quad Pr(Z = 1|X_1 = 2, X_2 = 1) = 1 - \lambda, \quad Pr(Z = 1|X_1 = 1, X_2 = 2) = \lambda, \quad Pr(Z = 2|X_1 = 1, X_2 = 2) = 1 - \lambda.
\]

For some \( \lambda \neq \tilde{\lambda} \in (0, 1) \). Since \( Pr(Z = 2|X_1 = 2, X_2 = 1) \neq Pr(Z = 1|X_1 = 1, X_2 = 2) \) it follows that \( Z \notin co([X_1, X_2]) \). However it can be easily checked that \( Z \in [X_1, X_2] \). In fact any random variable \( Z \) whose probability mass function conditioned on the values of \( X_1 \)
and $X_2$ satisfies

$$\sum_{z \neq x_1 \neq x_2} Pr(Z = z | X_1 = x_1, X_2 = x_2) = 0, \sum_{z \neq x} Pr(Z = z | X_1 = x, X_2 = x) = 0,$$

belongs to the metric segment $[X_1, X_2]$.

**Corollary 3.6.1.** Let $n$ be a positive integer and let $A = \{X_1, \ldots, X_n\}$ be a set of points in $X$. Consider the independent random variable $\theta$ taking values in the finite set $\{1, \ldots, n\}$, with probability measure given by $Pr(\omega : \theta(\omega) = i) = w_i$, for some non-negative scalars $w_i$, with $\sum_{i=1}^n w_i = 1$. Then

$$co_\varepsilon(A) = \left( Z \in X \mid Z = \sum_{i=1}^n \mathbb{1}_{\{\theta=i\}} X_i, \forall w_i \geq \varepsilon, \sum_{i=1}^n w_i = 1 \right). \quad (3.48)$$

**Proof.** Follows immediately from Definition 3.2.5 and Theorem 3.6.1. \hfill \Box

Recall the discussion introduced by Remark 3.2.1 on what we understand by a small enough value of $\varepsilon$.

### 3.6.2 Consensus of Opinion Algorithm

We assume that each agent of a group of $n$ agents has an *initial opinion*. We model the set of opinions by a finite set of distinct integers, say $S = \{1, 2, \ldots, s\}$ for some positive integer $s$, where each element of $S$ indicates an opinion. The goal of the agents is to reach the same opinion by repeatedly discussing among themselves.

Denoting as before by $k$ the time-index and by $G(k) = (V, E(k))$ the time varying graph modeling the communication network among the $n$ agents, we model the evolution of the opinion of an agent $i$ as a random process $X_i(k)$, where $X_i(k) \in X$ for all $k \geq 0$. Each agent $i$ has an initial opinion $X_i(0) = x_{i0} \in S$ with probability $p_{i0} \geq 0$, with $\sum_{l=1}^s p_{il} = 1$. 
Corollary 3.6.2. Let Assumptions 3.3.1 and 3.3.2 hold for \( G(k) \). Given a small enough, positive scalar \( \varepsilon < 1 \), assume that at every time-slot each agent \( i \) rolls an imaginary dice with \( |N_i(k)| \) facets numbered from 1 to \( |N_i(k)| \), independently of the other agents. The probability that the result of a dice roll is \( j \in N_i(k) \), is \( w_{ij}(k) \) with \( w_{ij}(k) \geq \varepsilon \) and \( \sum_{j \in N_i(k)} w_{ij}(k) = 1 \). The agent \( i \) updates its state according to the following scheme. If the result of the dice roll is \( j \) then agent \( i \) chooses the opinion of agent \( j \). We then have that the agents asymptotically agree on the same opinion, i.e.

\[
\lim_{k \to \infty} d(X_i(k), X_j(k)) = 0, \forall i, j
\]

Proof. By modeling the dice of agent \( i \) as an i.i.d. random process \( \theta_i(k) \in \{1, 2, \ldots, |N_i(k)|\} \) such that \( \Pr(\theta_i(k) = j) = w_{ij}(k) \) for all \( j \in N_i(k) \) and for all \( i, k \geq 0 \), the update scheme of agent \( i \) can be formally written as

\[
X_i(k + 1) = \sum_{j \in N_i(k)} 1_{\{\theta_i(k) = j\}} X_j(k).
\] (3.49)

However this implies that \( X_i(k + 1) \in \text{co}_\varepsilon(A_i(k)) \), \( \forall i, k \) and the result follows from Theorem 3.3.1.

3.6.3 Probabilistic analysis of the consensus algorithm

In this section we give a probabilistic analysis of the consensus of opinion algorithm introduced in the previous section. We discuss about the different modes of convergence to agreement (from a probabilistic point of view) and we give an alternative proof of Corollary 3.6.2 using purely probability theory arguments. In addition, we discuss about the convergence in distribution of the states of the agents to a particular random variable and we redefine the notion of average consensus from \( \mathbb{R}^n \) to fit the metric space \( X \).
Corollary 3.6.2 shows that under the proposed scheme the distances between the states of the agents converge to zero. However, since $X$ is a space of discrete random variables, we can say more about the modes of convergence of the states of the agents.

Recall that we defined the distance between two points $X_1, X_2 \in X$ as

$$d(X_1, X_2) = E[\rho(X_1, X_2)] = Pr(X_1 \neq X_2).$$

From Corollary 3.6.2 we have that

$$\lim_{k \to \infty} d(X_i(k), X_j(k)) = 0,$$

or equivalently

$$\lim_{k \to \infty} Pr(X_i(k) \neq X_j(k)) = 0. \quad (3.50)$$

This says that the measure of the set on which $X_i(k)$ and $X_j(k)$ are different converges to zero as $k$ goes to infinity, i.e. the agents asymptotically agree in probability sense. In what follows we show that in fact the agents asymptotically agree with probability one (or in almost sure sense).

Given an arbitrary $\varepsilon > 0$, we define the event

$$B_k(\varepsilon) \triangleq \{\omega : \max_{i \neq j} |X_i(k) - X_j(k)| > \varepsilon\}.$$

An upper bound on the probability of the event $B_k(\varepsilon)$ is given by

$$Pr(B_k(\varepsilon)) = Pr(\bigcup_{i \neq j} \{\omega : |X_i(k) - X_j(k)| > \varepsilon\}) \leq \sum_{i \neq j} Pr\left(|X_i(k) - X_j(k)| > \varepsilon\right) \leq \sum_{i \neq j} Pr(\{X_i(k) \neq X_j(k)\}). \quad (3.51)$$

From (3.50) and (3.51) we obtain

$$\lim_{k \to \infty} Pr(B_k(\varepsilon)) = 0.$$
Recall that by inequality (3.38), \( d(X_i(k), X_j(k)) = Pr(X_i(k) \neq X_j(k)), \forall i, j \) converge at least geometrically to zero. Therefore

\[
\sum_{k \geq 0} Pr(B_k(\epsilon)) < \infty,
\]

and by the Borel-Cantelli lemma we have that

\[
Pr(B_k(\epsilon) \text{ happens infinitely often}) = 0.
\]

Equivalently, this also means that

\[
Pr\left( \lim_{k \to \infty} \max_{i \neq j} |X_i(k) - X_j(k)| = 0 \right) = 1,
\]

or that the agents asymptotically agree with probability one.

In the following we show that the same result can be obtained by using purely probability theory arguments. For simplicity we assume that the communication network remains constant and connected and that the coefficients \( w_{ij} \) from the agreement scheme are constant as well.

**Proposition 3.6.2.** Let the graph modeling the communication network be time invariant and connected and let the agents update their state according to the scheme described in Corollary 3.6.2, where \( w_{ij} > 0 \) are assumed constant for all \( k \geq 0 \). We then have that the agents asymptotically agree with probability one, i.e.

\[
Pr\left( \lim_{k \to \infty} \max_{i \neq j} |X_i(k) - X_j(k)| = 0 \right) = 1.
\]

**Proof.** We define the random process \( Z(k) = (X_1(k), X_2(k), \ldots, X_n(k)) \) which has a maximum of \( s^4 \) states and we introduce the agreement space as

\[
\mathcal{A} \triangleq \{(o, o, \ldots, o) \mid o \in S\}.
\]
We saw earlier that the state update dynamics is given by

\[ X_i(k+1) = \sum_{j \in \mathcal{N}_i} \mathbb{1}_{\{\theta_i(k) = j\}} X_j(k). \]

where \( Pr(\theta_i(k) = j) = w_{ij}, \) for all \( j \in \mathcal{N}_i \) and for all \( i. \) The conditional probability of \( X_i(k+1) \) conditioned on \( X_j(k), j \in \mathcal{N}_i \) is given by

\[ Pr(X_i(k+1) = o_i | X_j(k) = o_j, j \in \mathcal{N}_i) = \sum_{j \in \mathcal{N}_i} w_{ij} \mathbb{1}_{\{o_i = o_j\}}. \quad (3.53) \]

It is not difficult to note that \( Z(k) \) is a finite state, homogeneous Markov chain. We will show that \( Z(k) \) has \( s \) absorbing states and all other \( s^s - s \) states are transient, where the absorbing states correspond to the states in agreement space \( \mathcal{A}. \) Using the independence of the random processes \( \theta_i(k), \) the entries of the probability transition matrix of \( Z(k) \) can be derived from (3.53) and are given by

\[ Pr(X_1(k+1) = o_1, \ldots, X_n(k+1) = o_n | X_1(k) = o_{p_1}, \ldots, X_n(k) = o_{p_n}) = \quad (3.54) \]

\[ = \prod_{i=1}^{n} \sum_{j \in \mathcal{N}_i} w_{ij} \mathbb{1}_{\{o_i = o_j\}}. \]

We note from (3.54) that once the process reaches an agreement state it will stay there indefinitely, i.e.

\[ Pr(X_1(k+1) = o, \ldots, X_n(k+1) = o | X_1(k) = o, \ldots, X_n(k) = o) = 1, \ \forall o \in S, \]

and hence the agreement states are absorbing states. We will show next that, under the connectivity assumption, the agreement space \( \mathcal{A} \) is reachable from any state, and therefore all other states are transient. We are not saying that all agreement states are reachable from any state, but that from any state at least one agreement state is reachable. Let \( (o_1, o_2, \ldots, o_n) \notin \mathcal{A}, \) with \( o_j \in S, \ j = 1 \ldots n \) be an arbitrary state. We first note that from
this state only agreement states of the form \((o_j, o_j, \ldots, o_j)\) can be reached. Given that 
\(X_j(0) = o_j\), we show that with positive probability the agreement vector \((o_j, o_j, \ldots, o_j)\) can 
be reached. At time slot one, with probability \(w_{jj}\) agent \(j\) keeps its initial choice, while its 
neighbors to which it sends information can choose \(o_j\) with some positive probability, i.e. 
\(X_i(1) = o_j\) with probability \(w_{ij}\), for all \(i\) such that \(j \in N_i\). Due to the connectivity assump-
tion there exits at least one \(i\) such that \(j \in N_i\). At the next time-index all the agents which 
have already chosen \(o_j\) keep their opinion with positive probability, while their neighbors 
will choose \(o_j\) with positive probability. Since the communication network is assumed 
connected, every agent will be able to choose \(o_j\) with positive probability in at most \(n - 1\) 
steps, therefore an agreement state can be reached with positive probability. Hence, from 
any initial state \((o_1, o_2, \ldots, o_n) \notin \mathcal{A}\), all agreement states of the form \((o_j, o_j, \ldots, o_j)\) with 
\(j = 1 \ldots n\) are reachable with positive probability. Since the agreement states are absorbing 
states, it follows that \((o_1, o_2, \ldots, o_n) \notin \mathcal{A}\) is a transient state. Therefore, the probability for 
the Markov chain \(Z(k)\) to be in a transient state converges asymptotically to zero, while 
the probability to be in one of the agreement states converges asymptotically to one, i.e.

\[
\lim_{k \to \infty} \Pr(Z(k) \notin \mathcal{A}) = 0,
\]

or equivalently

\[
\lim_{k \to \infty} \Pr \left( \bigcup_{i \neq j} \{X_i(k) \neq X_j(k)\} \right) = 0. \tag{3.55}
\]

Given an arbitrary \(\epsilon > 0\), we define the event 

\[B_k(\epsilon) \triangleq \left\{ \omega : \max_{i \neq j} |X_i(k) - X_j(k)| > \epsilon \right\}.\]
But since
\[ B_k(\epsilon) = \bigcup_{i \neq j} \{ |X_i(k) - X_j(k)| > \epsilon \} \subseteq \bigcup_{i \neq j} \{ X_i(k) \neq X_j(k) \}, \]
from (3.55) it follows that
\[ \lim_{k \to \infty} Pr(B_k(\epsilon)) \leq \lim_{k \to \infty} Pr \left( \bigcup_{i \neq j} \{ X_i(k) \neq X_j(k) \} \right) = 0, \]
and hence the agents asymptotically agree in probability sense. In addition, due to the geometric decay toward zero of the probability \( Pr(Z(k) \notin A) \), by the Borel-Cantelli Lemma the result follows.

We discussed above about the different modes of convergence of the agents to the same opinion, but we said nothing about where the states actually converge. However, from Corollary 3.3.1 we know that there exits a random variable \( X^* \in X \) such that
\[ \lim_{k \to \infty} d(X_i(k), X^*) = 0, \forall i, \]
or equivalently
\[ \lim_{k \to \infty} Pr(X_i(k) \neq X^*) = 0, \forall i, \]
which implies that the states of the agents \( X_i(k) \) converge to \( X^* \) in probability. Still, this tells us nothing about the properties of \( X^* \). In what follows we analyze the evolution of the probability with which an agent \( i \) chooses between the initial values (opinions) of the other agents in the network. Also, we focus on the convergence in distribution to \( X^* \) and more precisely we characterize the distribution of \( X^* \).

By defining the vector \( Z(k) \triangleq (X_1(k), X_2(k), \ldots, X_n(k))' \), (3.49) can be compactly written as
\[ Z(k + 1) = \Theta(k)Z(k), \; Z(0) = Z_0, \quad (3.56) \]
where $[\Theta(k)]_{ij} = 1_{[\theta_i(k) = j]}$ and where $\theta_i(k)$ are independent random processes with $Pr(\theta_i(k) = j) = w_{ij}(k)$, $w_{ij}(k) \geq \varepsilon$ and $\sum_{j \in N_i(k)} w_{ij}(k) = 1$. Consequently

$$Z(k) = \Gamma(k)Z(0),$$

where $\Gamma(k) = \Theta(k-1)\Theta(k-2)\cdots\Theta(1)\Theta(0)$ is the transition matrix of (3.56). It can be easily argued that the $(i,j)$ entry of $\Gamma(k)$ can be expressed as

$$[\Gamma(k)]_{ij} = 1_{[\tilde{\theta}_i(k) = j]}, \quad (3.57)$$

where $\tilde{\theta}_i(k)$ are random processes taking values in the discrete set $\{1, 2, \ldots, n\}$. The quantity $1_{[\tilde{\theta}_i(k) = j]}$ is updated according to the expression

$$1_{[\tilde{\theta}_i(k+1) = j]} = \sum_{l=1}^{n} 1_{[\theta_i(k) = l]} 1_{[\tilde{\theta}_l(k) = j]} = \sum_{l=1}^{n} 1_{[\theta_i(k) = l, \tilde{\theta}_l(k) = j]}, \quad (3.58)$$

where the second inequality followed from the independence of $\theta_i(k)$ and with $1_{[\tilde{\theta}_i(0) = j]} = 1_{[\theta_i(0) = j]}$ for all $i, j$ pairs. Since the events $\{\omega: \theta_i(k) = l, \tilde{\theta}_l(k) = j\}$ for $l = 1 \cdots n$ are mutually exclusive, $1_{[\tilde{\theta}_i(k+1) = j]}$ is indeed well defined. The probability mass function of $\tilde{\theta}_i(k)$ is given by

$$Pr(\tilde{\theta}_i(k) = j) = [W(k)W(k-1)\cdots W(1)W(0)]_{ij},$$

where $[W(k)]_{ij} = w_{ij}(k)$.

It is not difficult to observe that the entries of $\Gamma(k)$ act as selectors between the different entries of the initial vector $Z(0)$, i.e.

$$X_i(k) = \sum_{j=1}^{n} 1_{[\tilde{\theta}_i(k) = j]} X_j(0).$$

Therefore, the probability for $X_i(k)$ to choose $X_j(0)$ is given by the probability of $\tilde{\theta}_i(k)$ to choose $j$, i.e.

$$Pr(X_i(k) = X_j(0)) = Pr(\tilde{\theta}_i(k) = j).$$
Under Assumptions 3.3.1 and 3.3.2, we can invoke Lemmas 3 and 4 of [34], and obtain that there exists a vector $v$ with positive entries summing up to one, such that

$$
\lim_{k \to \infty} W(k)W(k-1) \cdots W(1)W(0) = 1'v',
$$

where $1$ is the vector of all ones. Therefore, as $k$ goes to infinity the agents will pick among the initial values $X_j(0)$ with probability $v_j$, i.e.

$$
\lim_{k \to \infty} \Pr(X_i(k) = X_j(0)) = \lim_{k \to \infty} \Pr(\theta_i(k) = j) = v_j,
$$

(3.59)

where $v_j$ is the $j^{th}$ entry of vector $v$. In particular, if the matrix $W(k)$ is doubly stochastic, then by Proposition 1 of [34], $v = \frac{1}{n}1$ and consequently

$$
\lim_{k \to \infty} \Pr(X_i(k) = X_j(0)) = \frac{1}{n}.
$$

(3.60)

This leads us to redefining the average consensus concept from $\mathbb{R}^n$ to our particular convex metric space $X$, i.e. we can say that the agents reach average consensus if they asymptotically agree on the different initial opinions with the same probability.

Remarkably, from (3.60) it also follows that $X_i(k)$ converge in distribution to a random variable $X^*$ given by

$$
X^* = \sum_{j=1}^{n} I_{\{\theta^* = j\}}X_j(0),
$$

where $Pr(\theta^* = j) = \frac{1}{n}$. Note that $X^*$ is a point in the convex hull of $\{X_1(0), \ldots, X_n(0)\}$ generated by associating equal weights to the initial values $X_j(0)$. Hence, $X^*$ can be interpreted as the (empirical) average of the initial values.

Introducing the vector $p_l(k) = (p_l^i(k))$, where $p_l^i(k) = Pr(X_i(k) = l)$ for some $l \in S$, from (3.49) and from the independence of the random processes $\theta_i(k)$, we obtain that the
evolution of \( p_l(k) \) respects the equation

\[
p_l(k + 1) = W(k)p_l(k), \quad p_l(0) = p_0^l,
\]

where \([W(k)]_{ij} = w_{ij}(k)\). Hence we obtain that there exits a vector \( v \) with positive entries summing up to one, such that

\[
\lim_{k \to \infty} W(k)W(k - 1) \cdots W(1)W(0) = 1v'.
\]

Therefore, by defining \( \pi_l = \sum_{j=1}^{n} v_j Pr(X_j(0) = l) \), where \( v_j \) is the \( j\)th entry of \( v \), we have that

\[
\lim_{k \to \infty} Pr(X_i(k) = l) = \pi_l, \quad \forall i,
\]

or equivalently that \( X_i(k) \) converge is distribution to a random variable \( X^* \) whose probability mass function is given by \( Pr(X^* = l) = \pi_l \), for all \( i \). If in addition we have that \( W(k) \) is doubly stochastic, we have that

\[
\lim_{k \to \infty} Pr(X_i(k) = l) = \frac{1}{n} \sum_{j=1}^{n} Pr(X_j(0) = l).
\]

### 3.6.4 Numerical example

In what follows we consider an example where a group of eight agents \((n = 8)\) have to choose between two opinions, i.e. \( S = \{1, 2\} \). We assume that the agents communication network is given by an undirected circular graph as in Figure 3.2, assumed fixed for all time-slots.

We assume that the agents use the scheme described by Corollary (3.6.2) for updating their states, i.e. the coefficients \( w_{ij} \) are constant. In particular we choose \( w_{ii} = 7/9 \) and \( w_{i,i-1} = w_{i,i+1} = 1/9 \) and choose as initial values \( X_i(0) = 1 \) for \( i = 1 \ldots 4 \) and \( X_i(0) = 2 \ldots 4 \).
for $i = 5 \ldots 8$ with probability one. Figure 3.3 presents an execution of our agreement algorithm which indeed shows that the agents agree on the same opinion. The different colors that appear indicates different agents.

Figure 3.3: Execution of the agreement algorithm

Next we numerically analyze the evolution of the vector of distances $\mathbf{d}(k) = (d(X_i(k), X_j(k)))$, $\forall i \neq j$. First we see that under our assumption the entries of matrix $[\mathbf{W}(k)]_{\bar{i}, \bar{j}} = w_{\bar{i}p} w_{\bar{j}q}$, where $\bar{i}$ and $\bar{j}$ correspond to the pairs of agents $(i, j)$ and $(p, q)$, respectively, and where
$w_{ij}$ define the probability mass function of the random variables $\theta_i(k)$ as described in Corollary 3.6.2. We consider the linear system

$$\ddot{d}(k+1) = W(k)\dot{d}(k), \quad \dot{d}(0) = d(0).$$

By (3.20) of Lemma 3.4.1, we have that $\ddot{d}(k)$ is an upper bound of $d(k)$. Figure 3.4 presents the evolution of $\|\ddot{d}(k)\|_{\infty}$ with time. It is worth mentioning that since $\psi$ defined in (3.43) satisfies the definition of a convex structure with equality, it can be easily argued that (3.20) holds with equality and therefore the upper bound $\ddot{d}(k)$ is in fact $d(k)$.

![Figure 3.4: Evolution of $\|\ddot{d}(k)\|_{\infty}$ with time](image)

We next analyze the distance between the initial points and the consensus point(s).

Since $\psi$ respects the definition of a convex structure with equality, we have that

$$d(X_i(k+1), X_i(0)) = \sum_{j \in N_i} w_{ij} d(X_j(k), X_j(0)),$$

which is basically a consensus algorithm. Since the consensus matrix is doubly stochastic we know that

$$\lim_{k \to \infty} d(X_i(k), X_i(0)) = \frac{1}{n} \sum_{j=1}^{n} d(X_j(0), X_i(0))$$
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Figure 3.5 presents the evolution of the distance between $X_i(k)$ and $X_1(0)$ for $i = 1 \ldots n$.

Considering our choice for initial values and the fact that $n = 8$ it is not difficult to see that

$$
\frac{1}{n} \sum_{j=1}^{n} d(X_j(0), X_i(0)) = \frac{1}{2},
$$

which is also what Figure 3.5 shows.
Chapter 4

Distributed Asymptotic Agreement Problem under Markovian Random Topologies

4.1 Introduction

This chapter deals with the linear consensus problem for a group of dynamic agents. We assume that the communication flow between agents is modeled by a (possibly directed) randomly switching graph. The switching is determined by a homogeneous, finite-state Markov chain, each communication pattern corresponding to a state of the Markov process. We address both the cases where the dynamics of the agents is expressed in continuous and discrete time and, under certain assumptions on the consensus matrices, we give necessary and sufficient conditions to guarantee convergence to average consensus in mean square and in almost sure sense. The Markovian switching model goes beyond the common i.i.d. assumption on the random communication topology and appears in cases where Rayleigh fading channels are considered. One of the goals of this chapter is to show how mathematical techniques used in the stability analysis of Markovian jump linear systems, together with results inspired by matrix and graph theory, can be used to prove (intuitively clear) convergence results for the (linear) stochastic consensus problem.

Basic notations and definitions: We denote by $\mathbb{1}$ the vector of all ones. If the dimension of the vector needs to be emphasized, an index will be added for clarity (for
example, if $\mathbb{1}$ is an $n$ dimensional vector, we will explicitly mark this by using $\mathbb{1}_n$). Let $x$ be a vector in $\mathbb{R}^n$. By $av(x)$ we denote the quantity $av(x) = x'\mathbb{1}/\mathbb{1}'\mathbb{1}$. The symbols $\otimes$ and $\oplus$ represent the Kronecker product and sum, respectively. Given a matrix $A$, $\text{Null}(A)$ designates the nullspace of the considered matrix. If $X$ is some finite dimensional space, $\text{dim}(X)$ gives us the dimension of $X$. We denote by $\text{col}(A)$ a vector containing the columns of matrix $A$.

Let $\mathcal{M}$ be a set of matrices and let $A$ be some matrix. By $\mathcal{M}'$ we denote the set of the transpose matrices of $\mathcal{M}$, i.e. $\mathcal{M}' = \{M' \mid M \in \mathcal{M}\}$. By $\mathcal{M} \otimes A$ we understand the following matrix set: $\mathcal{M} \otimes A = \{M \otimes A \mid M \in \mathcal{M}\}$. By writing that $AM = M$ we understand that $AM \in \mathcal{M}$, for any $M \in \mathcal{M}$.

Let $P$ be a probability transition matrix corresponding to a homogeneous, finite state, Markov chain. We denote by $\mathcal{P}_\infty$ the limit set of the sequence $\{P^k\}_{k \geq 0}$, i.e. all matrices $L$ for which there exists a sequence $\{t_k\}_{k \geq 0}$ in $\mathbb{N}$ such that $\lim_{k \to \infty} P^{t_k} = L$. Note that if the matrix $P$ corresponds to an ergodic Markov chain, the cardinality of $\mathcal{P}_\infty$ is one, with the limit point $\mathbb{1}\pi'$, where $\pi$ is the stationary distribution. If the Markov chain is periodic with period $m$, the cardinality of $\mathcal{P}_\infty$ is $m$. Let $d(M, \mathcal{P}_\infty)$ denote the distance from $M$ to the set $\mathcal{P}_\infty$, that is the smallest distance from $M$ to any matrix in $\mathcal{P}_\infty$:

$$d(M, \mathcal{P}_\infty) = \inf_{L \in \mathcal{P}_\infty} \|L - M\|,$$

where $\|\cdot\|$ is a matrix norm.

**Definition 4.1.1.** Let $A$ be a matrix in $\mathbb{R}^{n \times n}$ and let $G = (V,E)$ be a graph of order $n$. We say that matrix $A$ corresponds to graph $G$ or that graph $G$ corresponds to matrix $A$ if an edge $e_{ij}$ belongs to $E$ if and only if the $(i,j)$ entry of $A$ is non-zero. The graph
corresponding to $A$ will be denoted by $G_A$.

**Definition 4.1.2.** Let $s$ be a positive integer and let $\mathcal{A} = \{A_i\}_{i=1}^s$ be a set of matrices with a corresponding set of graphs $\mathcal{G} = \{G_{A_i}\}_{i=1}^s$. We say that the graph $G_{\mathcal{A}}$ corresponds to the set $\mathcal{A}$ if it is given by the union of graphs in $\mathcal{G}$, i.e.

$$G_{\mathcal{A}} \triangleq \bigcup_{i=1}^s G_{A_i}.$$  

In this note we will use mainly two type of matrices: *probability transition matrices* (row sum up to one) and *generator matrices* (row sum up to zero). A generator matrix whose both rows and columns sum up to zero will be called *doubly stochastic generator matrix*.

To simplify the exposition we will sometimes characterize a probability transition/generator matrix as being irreducible or strongly connected and by this we understand that the corresponding Markov chain (directed graph) is irreducible (strongly connected).

**Definition 4.1.3.** Let $A \in \mathbb{R}^{n \times n}$ be a probability transition/generator matrix. We say that $A$ is block diagonalizable if there exists a similarity transformation $P$, encapsulating a number of row permutations, such that $PAP'$ is a block diagonal matrix with irreducible blocks on the main diagonal.

For simplicity, the time index for both the continuous and discrete-time cases is denoted by $t$.

**Chapter organization:** In Section 4.2 we present the setup and formulation of the problem and we state our main convergence theorem. In Section 4.3 we derive a number of results which constitute the core of the proof of our main result; proof which is given in Section 4.4. Section 4.5 contains a discussion of our convergence result.
4.2 Problem formulation and statement of the convergence result

We assume that a group of $n$ agents, labeled 1 through $n$, is organized in a communication network whose topology is given by a time varying graph $G(t) = (V,E(t))$, where $V$ is the set of $n$ vertices and $E(t)$ is the time varying set of edges. The graph $G(t)$ has an underlying random process governing its evolution, given by a homogeneous, continuous or discrete time Markov chain $\theta(t)$, taking values in the finite set $\{1, \ldots, s\}$, for some positive integer $s$. In the case $\theta(t)$ is a discrete-time Markov chain, its probability transition matrix is $P = (p_{ij})$ (rows sum up to one), while if $\theta(t)$ is a continuous time Markov chain, its generator matrix is denoted by $\Lambda = (\lambda_{ij})$ (rows sum up to zero). The random graph $G(t)$ takes values in a finite set of graphs $G = \{G_i\}_{i=1}^s$ with probability $Pr(G(t) = G_i) = Pr(\theta(t) = i)$, for $i = 1 \ldots s$. We denote by $q = (q_i)$ the initial distribution of $\theta(t)$.

Letting $x(t)$ denote the state of the $n$ agents, in the case $\theta(t)$ is a discrete-time Markov chain, we model the dynamics of the agents by the following linear stochastic difference equation

$$x(t+1) = D_{\theta(t)} x(t), \; x(0) = x_0, \quad (4.1)$$

where $D_{\theta(t)}$ is a random matrix taking values in the finite set $D = \{D_i\}_{i=1}^s$, with probability distribution $Pr(D_{\theta(t)} = D_i) = Pr(\theta(t) = i)$. The matrices $D_i$ are stochastic matrices (rows sum up to one) with positive diagonal entries and correspond to the graphs $G_i$, for $i = 1 \ldots s$.

In the case $\theta(t)$ is a continuous-time Markov chain, we model the dynamics of the agents by the following linear stochastic equation

$$dx(t) = C_{\theta(t)} x(t) dt, \; x(0) = x_0, \quad (4.2)$$
where $C_{\theta(t)}$ is a random matrix taking values in the finite set $C = \{C_i\}_{i=1}^{s}$, with probability distribution $Pr(C_{\theta(t)} = C_i) = Pr(\theta(t) = i)$. The matrices $C_i$ are generator like matrices (rows sum up to zero) and correspond to the graphs $G_i$, for $i = 1 \ldots s$. The initial state $x(0) = x_0$, for both continuous and discrete models, is assumed deterministic. We will sometimes refer to the matrices belonging to the sets $D$ and $C$ as consensus matrices. The underlying probability space (for both models) is denoted by $(\Omega, \mathcal{F}, P)$ and the solution process $x(t, x_0, \omega)$ (or simply, $x(t)$) of (4.1) or (4.2) is a random process defined on $(\Omega, \mathcal{F}, P)$. We note that the stochastic dynamics (4.1) and (4.2) represent Markovian jump linear systems for discrete and continuous time, respectively. For a comprehensive study of the theory of (discrete-time) Markovian jump linear systems, the reader can refer to [11] for example.

**Assumption 4.2.1.** Throughout this chapter we assume that the matrices belonging to the sets $D$ and $C$ are doubly stochastic (rows and columns sum up to one and zero, respectively) and in the case of the set $D$ have positive diagonal entries. We assume also that the Markov chain $\theta(t)$ is irreducible.

**Remark 4.2.1.** Consensus matrices that satisfy Assumption 4.2.1 can be constructed for instance by using a Laplacian based scheme in the case where the communication graph is undirected or balanced (for every node, the inner degree is equal to the outer degree) and possible weighted. If $L_i$ denotes the Laplacian of the graph $G_i$, we can choose $A_i = I - \epsilon L_i$ and $C_i = -L_i$, where $\epsilon > 0$ is chosen such that $A_i$ is stochastic.

**Definition 4.2.1.** We say that $x(t)$ converges to average consensus

1. in the mean square sense, if for any $x_0 \in \mathbb{R}^n$ and initial distribution $q = (q_1, \ldots, q_s)$
of \( \theta(t) \),

\[
\lim_{t \to \infty} E[\| x(t) - \text{av}(x_0) \|_2^2] = 0.
\]

II. in the almost sure sense, if for any \( x_0 \in \mathbb{R}^n \) and initial distribution \( q = (q_1, \ldots, q_s) \) of \( \theta(t) \),

\[
\Pr(\lim_{t \to \infty} \| x(t) - \text{av}(x_0) \|) = 1.
\]

Assumption 4.2.1 will guarantee reaching average consensus, desirable in important distributed computing applications such as distributed estimation [40] or distributed optimization [34]. Any other scheme can be used as long as it produces matrices with the properties stated above and it reflects the communication structures among agents.

Problem 4.2.1. Given the random processes \( D(t) \) and \( C(t) \), together with Assumption 4.2.1, we derive necessary and sufficient conditions such that the state vector \( x(t) \), evolving according to (4.1) or (4.2), converges to average consensus in the sense of Definition 4.2.1.

In the following we state the convergence result for the linear consensus problem under Markovian random communication topology.

Theorem 4.2.1. The state vector \( x(t) \), evolving according to the dynamics (4.1) (or (4.2)) converges to average consensus in the sense of Definition 4.2.1, if and only if \( G_D \) (or \( G_C \)) is strongly connected.

The above theorem formulates an intuitively obvious condition for reaching consensus under the linear scheme (4.1) or (4.2) and under the Markovian assumption on
the communication patterns. Namely, it expresses the need for persistent communication paths among all agents. We defer for Section IV the proof of this theorem and provide here an intuitive and non-rigorous interpretation. Since $\theta(t)$ is irreducible, with probability one all states are visited infinitely many times. But since the graph $G_D$ (or $G_C$) is strongly connected, communication paths between all agents are formed infinitely many times, which allows for consensus to be achieved. Conversely, if the graph $G_D$ (or $G_C$) is not strongly connected, then there exists at least two agents, such that for any sample path of $\theta(t)$, no communication path among them (direct or indirect) is ever formed. Consequently, consensus can not be reached. Our main contribution is to prove Theorem 4.2.1 using an approach based on the stability theory of Markovian jump linear systems, in conjunction with a set of results based on matrix and graph theory.

4.3 Preliminary results

This section starts with a set of general preliminary results after which it continues with results characteristic to the cases where the dynamics of the agents is expressed in discrete and continuous time. The proof of Theorem 4.2.1 is mainly based on four lemmas (Lemmas 4.3.4 and 4.3.5 for discrete-time case and Lemmas 4.3.6 and 4.3.7 for continuous-time case) which state properties of some matrices that appear in the dynamic equations of the first and second moment of the state vector. The proof of these lemmas are based on results introduced in the next subsection.
4.3.1 General preliminary results

This subsection contains the statement of a number of preliminary results that are needed in the proofs of the auxiliary results corresponding to the discrete and continuous time cases and in the proof of the main theorem.

The next theorem introduces a convergence result for an infinite product of ergodic matrices whose proof can be found in [54].

**Theorem 4.3.1.** ([54]) Let \( s \) be a positive integer and let \( \{A_i\}_{i=1}^{s} \) be a finite set of \( n \times n \) ergodic matrices. Consider a map \( r : \mathbb{N} \to \{1, \ldots, s\} \) such that for any finite sequence \( \{r(i)\}_{i=1}^{j} \), the matrix product \( \prod_{i=1}^{j} A_{r(i)} \) is ergodic. Then, there exists a vector \( c \) with non-negative entries (summing up to one), such that:

\[
\lim_{j \to \infty} \prod_{i=1}^{j} A_{r(i)} = 1_c.
\] (4.3)

In the case where the matrices \( \{A_i\}_{i=1}^{s} \) are doubly stochastic as well, from the above theorem we can immediately obtain the following corollary.

**Corollary 4.3.1.** Under the same assumptions as in Theorem 4.3.1, if in addition the matrices in the set \( \{A_i\}_{i=1}^{s} \) are doubly stochastic, then

\[
\lim_{j \to \infty} \prod_{i=1}^{j} A_{r(i)} = \frac{1}{n} 1_1.'
\] (4.4)

*Proof.* By Theorem 4.3.1 we have that

\[
\lim_{j \to \infty} \prod_{i=1}^{j} A_{r(i)} = 1_c.
\]

Since the matrices considered are doubly stochastic and ergodic their transposes are ergodic as well. Hence, by applying again Theorem 4.3.1 on the transpose versions of
\{A_i\}_{i=1}^{s} \text{, we obtain that there exist a vector } d \text{ such that}

\[
\lim_{j \to \infty} \left( \prod_{i=1}^{j} A_{r(i)} \right)' = 1d'.
\]

But since the stochastic matrix $Ic'$ must be equal to $d'I'$, the result follows. \qed

**Remark 4.3.1.** The homogeneous finite state Markov chain corresponding to a doubly stochastic transition matrix $P$ can not have transient states. Indeed, since $P$ is doubly stochastic, the same is true for $P^t$, for all $t \geq 1$. Assuming that there exist a transient state $i$, then $\lim_{t \to \infty} (P^t)_{ji} = 0$ for all $j$, i.e. all entries on column $i$ converge to zero. But this means that there exist some $t^*$ for which $\sum_j (P^{t^*})_{ji} < 1$ which contradicts the fact that $P^{t^*}$ must be doubly stochastic. An important implication is that we can relabel the vertices of the Markov chain such that $P$ is block diagonalizable.

**Remark 4.3.2.** Since the Markov chain corresponding to a doubly stochastic transition/generator matrix can not have transient states, the Markov chain (seen as a graph) has a spanning tree if and only if is irreducible (strongly connected).

The next lemma gives an upper bound on a finite product of nonnegative matrices in terms of the sum of matrices that appear in the product. The proof of this result can be found in [18].

**Lemma 4.3.1.** [18] Let $m \geq 2$ be a positive integer and let $\{A_i\}_{i=1}^{m}$ be a set of nonnegative $n \times n$ matrices with positive diagonal elements, then

\[
\prod_{i=1}^{m} A_i \geq \gamma \sum_{i=1}^{m} A_i,
\]

where $\gamma > 0$ depends on the matrices $A_i$, $i = 1, \ldots, m$.  
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In the following proposition we study the convergence properties of a particular sequence of matrices.

**Proposition 4.3.1.** Consider a matrix \( Q \in \mathbb{R}^{n \times n} \) such that \( \|Q\|_1 \leq 1 \) and a set of matrices \( S = \{S_1, \ldots, S_m\} \), for some positive integer \( m \leq n \). Assume that there exist a subsequence \( \{t_k\} \subset \mathbb{N} \) such that \( S \) is a limit set of the sequence \( \{Q^k\}_{k \geq 0} \) and that for any \( S \in S \), \( QS \in S \), as well. Then, \( S \) is a limit set of the sequence \( \{Q^k\}_{k \geq 0} \), i.e.

\[
\lim_{k \to \infty} d(Q^k, S) = 0,
\]

where \( d(Q, S) = \min_{S \in S} \|Q - S\| \) and \( \|\cdot\| \) is some arbitrary matrix norm.

**Proof.** Will will prove (4.5) for the particular case of matrix norm one and the general result will follow from the equivalence of norms. Pick a subsequence \( \{t'_k\}_{k \geq 0} \) given by 

\( t'_k = t_k + \delta_k \), where \( \delta_k \in \mathbb{N} \). It follows that

\[
d(Q^{t'_k}, S) = \min_{S \in S} \|Q^{t'_k}Q^{\delta_k} - Q^{\delta_k}S\|_1 \leq \|Q^{\delta_k}\|_1 \min_{S \in S} \|Q^\delta - S\|_1 \leq d(Q^{t_k}, S).
\]

Therefore, we get that \( S \) is a limit set for the sequence \( \{Q^k\}_{k \geq 0} \) and the result follows since we can make \( \{t'_k\}_{k \geq 0} \) arbitrary. \( \square \)

The next lemma states a property of the null spaces of two generator matrices.

**Lemma 4.3.2.** Let \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times n} \) be two block diagonalizable generator matrices. Then

\[
\text{Null}(A + B) = \text{Null}(A) \cap \text{Null}(B).
\]

**Proof.** Obviously, \( \text{Null}(A) \cap \text{Null}(B) \subset \text{Null}(A + B) \). In the following we show the opposite inclusion. Since \( A \) is block diagonalizable, then there exists a similarity transformation
$T$ such that $\tilde{A} = TAT'$ is a block diagonal generator matrix (with irreducible blocks). Let $\tilde{A}_i \in \mathbb{R}^{n_i \times n_i}$, $i = 1 \ldots m$ denote the irreducible blocks on the main diagonal of $\tilde{A}$, where $m$ is the number of such blocks and $\sum_{i=1}^{m} n_i = n$. The nullspace of $\tilde{A}$ can be expressed as

$$\text{Null}(\tilde{A}) = \left\{ \begin{pmatrix} \alpha_1 \mathbb{I}_{n_1} \\ \vdots \\ \alpha_m \mathbb{I}_{n_m} \end{pmatrix} \mid \alpha_I \in \mathbb{R}, I = 1 \ldots m \right\}.$$ 

We assumed that $B$ is block diagonalizable, which means that $G_B$ is a union of isolated, strongly connected subgraphs, property which remains valid for the graph corresponding to $\tilde{B} = TBT'$, since $G_{\tilde{B}}$ is just a relabeled version of $G_B$. By adding $\tilde{B}$ to $\tilde{A}$ two phenomena can happen: we can either leave the graph $G_{\tilde{A}}$ unchanged or we can create new connections among the vertices of $G_{\tilde{A}}$. In the first case, $G_{\tilde{B}} \subset G_{\tilde{A}}$ and therefore $\text{Null}(\tilde{A} + \tilde{B}) = \text{Null}(\tilde{A})$. In the second case we create new connections among the blocks of $\tilde{A}$. But since all the subgraphs of $\tilde{B}$ are strongly connected this means that if $\tilde{A}_i$ becomes connected to $\tilde{A}_j$, then necessarily $\tilde{A}_j$ becomes connected to $\tilde{A}_i$, hence $\tilde{A}_i$ and $\tilde{A}_j$ form an irreducible (strongly connected) new block, whose nullspace is spanned by the vectors of all ones. Assuming that these are the only new connections that are added to $G_{\tilde{A}}$, the nullspace of $\tilde{A} + \tilde{B}$ will have a similar expression to the nullspace of $\tilde{A}$ with the main difference that the coefficients $\alpha_i$ and $\alpha_j$ will be equal. Therefore, in this particular case, the nullspace of $\tilde{A} + \tilde{B}$ can be expressed as

$$\text{Null}(\tilde{A} + \tilde{B}) = \left\{ \begin{pmatrix} \alpha_1 \mathbb{I}_{n_1} \\ \vdots \\ \alpha_m \mathbb{I}_{n_m} \end{pmatrix} \mid \alpha_I \in \mathbb{R}, \alpha_i = \alpha_j, I = 1 \ldots m \right\}.$$
In general all blocks $\tilde{A}_i$ which become interconnected after adding $\tilde{B}$ will have equal coefficients in the expression of the nullspace of $\tilde{A} + \tilde{B}$, compared to the nullspace of $\tilde{A}$. Therefore, $\text{Null}(\tilde{A} + \tilde{B}) \subset \text{Null}(\tilde{A})$, which means also that $\text{Null}(A + B) \subset \text{Null}(A)$. Therefore, if $(A + B)v = 0$, then $Av = 0$ which implies also that $Bv = 0$ or $v \in \text{Null}(B)$. Hence if $v \in \text{Null}(A + B)$ then $v \in \text{Null}(A) \cap \text{Null}(B)$, which concludes the proof. □

In the next corollary we present a property of the eigenspaces corresponding to the eigenvalue one of a set of probability transition matrices.

**Corollary 4.3.2.** Let $s$ be a positive integer and let $\mathcal{A} = \{A_i\}_{i=1}^{s}$ be a set of doubly stochastic, probability transition matrices. Then,

$$\text{Null}(\sum_{i=1}^{s} (A_i - I)) = \bigcap_{i=1}^{s} \text{Null}(A_i - I),$$

and $\text{dim}(\text{Null}(\sum_{i=1}^{s} (A_i - I))) = 1$ if and only if $G_{\mathcal{A}}$ is strongly connected.

**Proof.** Since $A_i, i = 1 \ldots s$ are doubly stochastic then $A_i - I$ are block diagonalizable doubly stochastic generator matrices. Therefore, by recursively applying Lemma 4.3.2 $s - 1$ times, the first part of the Corollary follows. For the second part of the Corollary, note that, by Corollary 3.5 of [39], $\frac{1}{N} \sum_{i=1}^{s} A_i$ has the algebraic multiplicity equal to one, of its eigenvalue $\lambda = 1$ if and only if the graph associated to $\frac{1}{N} \sum_{i=1}^{s} A_i$ has a spanning tree, or in our case is strongly connected, which in turn implies that $\text{dim}(\text{Null}(\sum_{i=1}^{s} (A_i - I))) = 1$ if and only if $G_{\mathcal{A}}$ is strongly connected. □

The following Corollary is an immediate consequence of Corollary 3.5 of [39].

**Corollary 4.3.3.** A generator matrix $G$ has algebraic multiplicity equal to one for its eigenvalue $\lambda = 0$ if and only if the graph associated with the matrix has a spanning tree.
Proof. Follows immediately from Corollary 3.5 of [39], by forming the probability transition matrix $P = I + \epsilon G$, for some appropriate $\epsilon > 0$, and noting that $\text{Null}(P - I) = \text{Null}(G)$.

□

The following Corollary is the counterpart of Lemma 3.7 of [39], in the case of generator matrices.

**Corollary 4.3.4.** Let $G \in \mathbb{R}^{n \times n}$ be a rate transition matrix. If $G$ has an eigenvalue $\lambda = 0$ with algebraic multiplicity equal to one, then $\lim_{t \to \infty} e^{Gt} = 1 v'$, where $v$ is a nonnegative vector satisfying $G'v = 0$ and $v'1 = 1$.

**Proof.** Choose $h_1 > 0$ and let $\{t^1_k\}_{k \geq 0}$ be a sequence given by $t^1_k = h_1 k$, for all $k \geq 0$. Then

$$
\lim_{k \to \infty} e^{Gt^1_k} = \lim_{k \to \infty} e^{h_1 k G} = \lim_{k \to \infty} P^k_{h_1},
$$

where we defined $P_{h_1} = e^{h_1 G}$. From the theory of continuous-time Markov chains we know that $P_{h_1}$ is a stochastic matrix with positive diagonal entries and that, given a vector $x \in \mathbb{R}^n$, $x'P_{h_1} = x'$ if and only if $x'G = 0$. This means that the algebraic multiplicity of the eigenvalue $\lambda = 1$ of $P_{h_1}$ is one. By Lemma 3.7 of [39], we have that $\lim_{k \to \infty} P^k_{h_1} = 1 v'_{h_1}$, where $v_{h_1}$ is a nonnegative vector satisfying $P'_{h_1} v_{h_1} = v_{h_1}$ and $v'_{h_1} 1 = 1$. Also $G'v_{h_1} = 0$.

Choose another $h_2 > 0$ and let $P_{h_2} = e^{h_2 G}$. Similarly as above, we have that

$$
\lim_{k \to \infty} P^k_{h_2} = 1 v'_{h_2},
$$

where $v_{h_2}$ satisfy similar properties as $v_{h_1}$. But since both vector belong to the nullspace of $G'$ of dimension one, then they must be equal. Indeed if $x$ is a left eigenvector of $G$, then $v_{h_1}$ and $v_{h_2}$ can be written as $v_{h_1} = \alpha_1 x$ and $v_{h_2} = \alpha_2 x$. However, since $1'v_{h_1} = 1$ and
It follows that $\alpha_1 = \alpha_2$. We have shown that for any choice of $h > 0$,

$$\lim_{k \to \infty} e^{Gt_k} = e^{hkG} = 1 v',$$

where $v$ is a nonnegative vector satisfying $G'v = 0$ and $1'v = 1$, and therefore, the result follows.

4.3.2 Preliminary results for the case where the agents’ dynamics are expressed in discrete-time

In this subsection we state and prove a set of results used to prove Theorem 4.2.1 in the case where the agents’ dynamics are expressed in discrete-time. Basically these results study the convergence properties of a sequence of matrices $\{Q^k\}_{k \geq 0}$, where $Q$ has a particular structure which comes from the analysis of the first and second moment of the state vector $x(t)$.

**Lemma 4.3.3.** Let $s$ be a positive integer and let $\{A_{ij}\}_{i,j=1}^s$ be a set of $n \times n$ doubly stochastic, ergodic matrices. Let $P = (p_{ij})$ be a $s \times s$ stochastic matrix corresponding to an irreducible, homogeneous Markov chain and let $P_\infty$ be the limit set of the sequence $\{P^k\}_{k \geq 0}$. Consider the $ns \times ns$ dimensional matrix $Q$ whose $(i,j)^{th}$ block is defined by $Q_{ij} = \frac{1}{n}p_{ji}A_{ij}$. Then $P'_\infty \otimes \left(\frac{1}{n}11'\right)$ is the limit set of the matrix sequence $\{Q^k\}_{k \geq 1}$, i.e.:

$$\lim_{k \to \infty} d\left(Q^k, P'_\infty \otimes \left(\frac{1}{n}11'\right)\right) = 0. \quad (4.6)$$

**Proof.** The proof of this lemma is based on Corollary 4.3.1. The $(i,j)^{th}$ block entry of the matrix $Q^k$ can be expressed as
\[(Q^k)_{ij} = \sum_{1 \leq i_1, \ldots, i_{k-1} \leq s} p_{ji_1} p_{i_1 i_2} \cdots p_{i_{k-1} i} A_{ii_1} A_{i_1 i_2} \cdots A_{i_{k-1} j} \]  

(4.7)

Let \( p^\infty_{ji} \) be the \((j, i)\) entry of an arbitrary matrix in \( P_\infty \), i.e. there exist a sequence \( \{t_k\}_{k \geq 1} \subset \mathbb{N} \) such that \( \lim_{k \to \infty} (P^k)_{ji} = p^\infty_{ji} \).

We have that

\[
\left\| (Q^k)_{ij} - p^\infty_{ji} \frac{1}{n} \mathbb{1} \right\| \leq \sum_{1 \leq i_1, \ldots, i_{k-1} \leq s} (p_{ji_1} \cdots p_{i_{k-1} i}) \left\| A_{ii_1} \cdots A_{i_{k-1} j} - \frac{1}{n} \mathbb{1} \right\| + \\
+ \sum_{1 \leq i_1, \ldots, i_{k-1} \leq s} |p_{ji_1} \cdots p_{i_{k-1} i} - p^\infty_{ji}| \left\| \frac{1}{n} \mathbb{1} \right\| \leq \\
\leq \max_{i_1, \ldots, i_{k-1}} \left\{ \left\| A_{ii_1} \cdots A_{i_{k-1} j} - \frac{1}{n} \mathbb{1} \right\| \right\} \sum_{1 \leq i_1, \ldots, i_{k-1} \leq s} p_{ji_1} \cdots p_{i_{k-1} i} + \\
+ \left\| \frac{1}{n} \mathbb{1} \right\| \sum_{1 \leq i_1, \ldots, i_{k-1} \leq s} |p_{ji_1} \cdots p_{i_{k-1} i} - p^\infty_{ji}|,
\]

where \( \| \cdot \| \) was used to denote some matrix norm. Consider the limit of the left hand side of the above inequality for the sequence \( \{t_k\}_{k \geq 0} \). By Corollary 4.3.1 we know that

\[
\lim_{k \to \infty} A_{ii_1} \cdots A_{i_{k-1} j} = \frac{1}{n} \mathbb{1}
\]

for all sequences \( i_1, \ldots, i_{k-1} \) and since obviously,

\[
\lim_{k \to \infty} \sum_{1 \leq i_1, \ldots, i_{k-1} \leq s} p_{ji_1} \cdots p_{i_{k-1} i} = p^\infty_{ji},
\]

it results

\[
\lim_{k \to \infty} (Q^k)_{ij} = p^\infty_{ji} \frac{1}{n} \mathbb{1}.
\]

Therefore \( P_\infty \otimes \left( \frac{1}{n} \mathbb{1} \right) \) is the limit set for the sequence of matrices \( \{Q^k\}_{k \geq 1} \). \( \square \)
Lemma 4.3.4. Let \( s \) be a positive integer and consider a set of doubly stochastic matrices with positive diagonal entries, \( \mathcal{D} = \{ D_i \}_{i=1}^s \), such that the corresponding graph \( \mathcal{G} \) is strongly connected. Let \( P \) be the \( s \times s \) dimensional probability transition matrix of an irreducible, homogeneous Markov chain and let \( P_\infty \) be the limit set of the sequence \( \{ P^k \}_{k \geq 0} \). Consider the \( ns \times ns \) matrix \( Q \) whose blocks are given by \( Q_{ij} = p_{ji} D_j \). Then \( P_\infty' \otimes \left( \frac{1}{n} \mathbf{1} \mathbf{1}' \right) \) is the limit set of the sequence of matrices \( \{ Q^k \}_{k \geq 1} \), i.e.:

\[
\lim_{k \to \infty} d\left( Q^k, P_\infty' \otimes \left( \frac{1}{n} \mathbf{1} \mathbf{1}' \right) \right) = 0.
\] (4.8)

Proof. Our strategy consists in showing that there exist a \( k \in \mathbb{N} \), such that each \((i, j)\)th block matrix of \( Q^k \) becomes a weighted ergodic matrix, i.e \( (Q^k)_{ij} = p_{ji}^{(k)} A_{ij}^{(k)} \), where \( A_{ij}^{(k)} \) is ergodic and \( p_{ji}^{(k)} = (P^k)_{ji} \). If this is the case, we can apply Lemma 4.3.3 to obtain (4.8).

The \((i, j)\)th block matrix of \( Q^k \) looks as in (4.7), with the difference that in the current case \( A_{ij} = D_j \):

\[
(Q^k)_{ij} = \sum_{1 \leq i_1, \ldots, i_{k-1} \leq s} p_{ji_1} p_{i_1 i_2} \ldots p_{i_{k-1} i} D_j D_{i_1} \ldots D_{i_{k-1}} = p_{ji}^{(k)} A_{ij}^{(k)}
\] (4.9)

where

\[
A_{ij}^{(k)} = \sum_{1 \leq i_1, \ldots, i_{k-1} \leq s} \alpha_{i_1, \ldots, i_{k-1}} D_j D_{i_1} \ldots D_{i_{k-1}},
\]

with

\[
\alpha_{i_1, \ldots, i_{k-1}} = \begin{cases} 
p_{ji_1} p_{i_1 i_2} \ldots p_{i_{k-1} i} / p_{ji}^{(k)}, & p_{ji}^{(k)} > 0 \\
0, & \text{otherwise}
\end{cases}
\]

Note that each of the matrix product \( D_j D_{i_1} \ldots D_{i_{k-1}} \) appearing in \( A_{ij}^{(k)} \), corresponds to a path from node \( j \) to node \( i \) in \( k-1 \) steps. Therefore, by the irreducibility assumption of \( P \), there exists a \( k \) such that each matrix in the set \( \mathcal{D} \) appears at least once in one of the terms of the sum (4.9), i.e. \( \{1, \ldots, s\} \subseteq \{i_1, \ldots, i_{k-1}\} \). Using a similar idea as in Lemma 1 in
or Lemma 3.9 in [39], by Lemma 4.3.1, we upper bound such term
\[ D_j D_{i_1} \cdots D_{i_{k-1}} \geq \gamma \sum_{l=1}^{s} D_l = \gamma \bar{D}, \]  
(4.10)
where \( \gamma > 0 \) depends on the matrices in \( D \) and \( \bar{D} \) is a doubly stochastic matrix with positive entries
\[ \bar{D} = \frac{1}{s} \sum_{l} D_l. \]

Since \( G_D \) is strongly connected, the same is true for \( G_{\bar{D}} \). Therefore, \( \bar{D} \) corresponds to an irreducible, aperiodic (\( \bar{D} \) has positive diagonal entries) and hence ergodic, Markov chain. By inequality (4.10), it follows that the matrix product \( D_j D_{i_1} \cdots D_{i_{k-1}} \) is ergodic. This is enough to infer that \( A_{ij}^{(k)} \) is ergodic as well, since is a result of a convex combination of (doubly) stochastic matrices with at least one ergodic matrix in the combination.

Choose a \( k^* \) large enough such that for all non-zero \( p_{ij}^{(k^*)} \), the matrices \( A_{ij}^{(k^*)} \) are ergodic \( \forall i, j \). Such \( k^* \) always exists due to irreducibility assumption on \( P \). Then according to Lemma 4.3.3, we have that for the subsequence \( \{t_m\}_{m \geq 0} \), with \( t_m = mk^* \)
\[ \lim_{m \to \infty} d_{t_m} \left( Q^{t_m}, P_{\infty}' \otimes \left( \frac{1}{n} 1 1' \right) \right) = 0. \]  
(4.11)

The result follows by Proposition 4.3.1 since \( \|Q\|_1 \leq 1 \) and since \( Q \left( P_{\infty}' \otimes \left( \frac{1}{n} 1 1' \right) \right) = P_{\infty}' \otimes \left( \frac{1}{n} 1 1' \right). \]

\[ \square \]

**Lemma 4.3.5.** Under the same assumptions as in Lemma 4.3.4, if we define the matrix blocks of \( Q \) as \( Q_{ij} = p_{ji} D_j \otimes D_j \), then \( P_{\infty}' \otimes \left( \frac{1}{n} 1 1' \right) \) is the limit set of the sequence \( \{Q^k\}_{k \geq 1} \), i.e.
\[ \lim_{k \to \infty} d_{t_m} \left( Q^k, P_{\infty}' \otimes \left( \frac{1}{n^2} 1 1' \right) \right) = 0. \]
where the vector $1$ above has dimension $n^2$.

Proof. In the current setup (4.9) becomes:

$$(Q^k)_{ij} = \sum_{1 \leq i_1, \ldots, i_k \leq s} p_{ji_1} p_{i_1i_2} \cdots p_{i_{k-1}i} (D_j \otimes D_j) (D_{i_1} \otimes D_{i_1}) \cdots (D_{i_{k-1}} \otimes D_{i_{k-1}}).$$  (4.12)

The result follows from the same arguments used in Lemma 4.3.4 together with the fact that the matrix products in (4.12) can be written as $(D_j \otimes D_j) (D_{i_1} \otimes D_{i_1}) \cdots (D_{i_{k-1}} \otimes D_{i_{k-1}}) = (D_j D_{i_1} \cdots D_{i_{k-1}}) \otimes (D_j D_{i_1} \cdots D_{i_{k-1}})$ and with the observation that the Kronecker product of an ergodic matrix with itself produces an ergodic matrix as well. □

4.3.3 Preliminary results for the case where the agents’ dynamics are expressed in continuous-time

The following two lemmas emphasize geometric properties of two matrices arising from the linear dynamics of the first and second moment of the state vector, in the continuous-time case.

**Lemma 4.3.6.** Let $s$ be a positive integer and let $C = \{C_i\}_{i=1}^s$ be a set of $n \times n$ doubly stochastic matrices such that $G_C$ is strongly connected. Consider also a $s \times s$ generator matrix $\Lambda = (\lambda_{ij})$ corresponding to an irreducible Markov chain with stationary distribution $\pi = (\pi_i)$. Define the matrices $A \doteq \text{diag}(C_i, i = 1 \ldots s)$ and $B \doteq \Lambda \otimes I$. Then $A + B$ has an eigenvalue $\lambda = 0$ with algebraic multiplicity one and with corresponding right and left eigenvectors given by $1_{ns}$ and $(\pi_1 1'_{n}, \pi_2 1'_{n}, \ldots, \pi_s 1'_{n})$, respectively.

Proof. We first note that $A + B$ is a generator matrix and that both $A$ and $B$ are block diagonalizable (indeed $A$ has doubly stochastic matrices on its main diagonal and $B$ contains...
n copies of the irreducible Markov chain corresponding to $\Lambda$). Therefore, $A + B$ has an eigenvalue $\lambda = 0$ with algebraic multiplicity at least one.

Let $v$ be a vector in the null space of $A + B$. By Lemma 4.3.2, we have that $v \in \text{Null}(A)$ and $v \in \text{Null}(B)$. Given the structure of $B$, $v$ must respect the following pattern $v' = [(u' \ u' \ldots u') \mid u \in \mathbb{R}^n]$. But since $v \in \text{Null}(A)$, we have that $C'_i u = 0$, $i = 1 \ldots s$, or $Cu = 0$, where $C = \sum_{i=1}^{s} C'_i$. Since $G_C$ was assumed strongly connected, $C$ corresponds to an irreducible Markov chain, and it follows that $u$ must be of the form $u = \alpha \mathbb{1}$, for some $\alpha \in \mathbb{R}$. By backtracking, we get that $v = \alpha \mathbb{1}$, for some $\alpha \in \mathbb{R}$ and consequently $\text{Null}(A + B) = \text{span}(\mathbb{1})$. Therefore, $\lambda = 0$ has algebraic multiplicity one, with right eigenvector given by $\mathbb{1}$. By simple verification we note that $(\pi_1 \mathbb{1}', \pi_2 \mathbb{1}', \ldots, \pi_s \mathbb{1}')$ is a left eigenvector corresponding to the eigenvalue $\lambda = 0$. \qed

**Lemma 4.3.7.** Let $s$ be a positive integer and let $C = \{C_i\}_{i=1}^{s}$ be a set of $n \times n$ doubly stochastic matrices such that $G_C$ is strongly connected. Consider also a $s \times s$ generator matrix $\Lambda = (\lambda_{ij})$ corresponding to an irreducible Markov chain with stationary distribution $\pi = (\pi_i)$. Define the matrices $A \triangleq \text{diag}(C'_i \otimes C'_i, i = 1 \ldots s)$ and $B \triangleq \Lambda \otimes I$. Then $A + B$ has an eigenvalue $\lambda = 0$ with algebraic multiplicity one, with corresponding right and left eigenvectors given by $\mathbb{1}_{n^2 s}$ and $(\pi_1 \mathbb{1}'_{n^2}, \pi_2 \mathbb{1}'_{n^2}, \ldots, \pi_s \mathbb{1}'_{n^2})$, respectively.

**Proof.** It is not difficult to check that $A + B$ is a generator matrix. Also we note that $C'_i \otimes C'_i = C'_i \otimes I + I \otimes C'_i$ is block diagonalizable since both $C'_i \otimes I$ and $I \otimes C'_i$ are block diagonalizable. Indeed, since $C_i$ is doubly stochastic then it is block diagonalizable. The matrix $C'_i \otimes I$ contains $n$ isolated copies of $C'_i$ and therefore it is block diagonalizable. Also, $I \otimes C'_i$ it has a number of $n$ block on its diagonal, each block being given by $C'_i$, and...
it follows is block diagonalizable as well.

Let \( v \) be a vector in the nullspace of \( A + B \). By Lemma 4.3.2, \( v \in \text{Null}(A) \) and \( v \in \text{Null}(B) \). From the structure of \( B \) we note that \( v \) must be of the form \( v' = (u', \ldots, u')' \mid u \in \mathbb{R}^{n^2} \). Consequently we have that \((C_i' \oplus C_i')u = 0, i = 1, \ldots, s\), or \((C \otimes C)u = 0\), where \( C = \sum_{i=1}^{s} C_i' \). Since, \( G_{\bar{G}} \) is strongly connected, \( C \) is a generator matrix corresponding to an irreducible Markov chain. By applying again Lemma 4.3.2 for the matrix \( C \oplus C = I \otimes C + C \otimes I \), we get that \( u \) must have the form \( u' = (\bar{u}', \ldots, \bar{u}')' \), where \( \bar{u} \in \mathbb{R}^{n} \) and \( C\bar{u} = 0 \). But \( C \) is irreducible and therefore \( \bar{u} = \alpha \mathbb{1}_n \), or \( u = \alpha \mathbb{1}_{n^2} \), or finally \( v = \alpha \mathbb{1}_{n^2} \), where \( \alpha \in \mathbb{R} \). Consequently, \( \text{Null}(A + B) = \text{span}(\mathbb{1}) \) which means the eigenvalue \( \lambda = 0 \) has algebraic multiplicity one. By simple verification, we note that \((\pi_1' \mathbb{1}_{n^2}, \pi_2' \mathbb{1}_{n^2}, \ldots, \pi_s' \mathbb{1}_{n^2})\) is a left eigenvector corresponding to the zero eigenvalue. \( \square \)

4.4 Proof of the convergence theorem

The proof will focus on showing that the state vector \( x(t) \) converges in mean square sense to average consensus. Equivalently, by making the change of variable \( z(t) = x(t) - av(x_0) \mathbb{1} \), we will actually show that \( z(t) \) is mean square stable for the initial condition \( z(0) = x_0 - av(x_0) \mathbb{1} \), where \( z(t) \) respects the same dynamic equation as \( x(t) \). Using results for the stability theory of Markovian jump linear systems, mean square stability also imply stability in the almost sure sense (see for instance Corollary 3.46 of [11] for discrete-time case or Theorem 2.1 of [15] for continuous-time case, with the remark that we are interested for the stability property to be satisfied for a specific initial condition, rather then for any initial condition), which for us imply that \( x(t) \) converges almost surely
to average consensus.

We first prove the discrete-time case after which we continue with the proof for the continuous-time case.

4.4.1 Discrete-time case - Sufficiency

Proof. Let $V(t)$ denote the second moment of the state vector

$$V(t) = E[x(t)x(t)^T],$$

where we used $E$ to denote the expectation operator. The matrix $V(t)$ can be expressed as

$$V(t) = \sum_{i=1}^{s} V_i(t), \quad (4.13)$$

where $V_i(t)$ is given by

$$V_i(t) = E[x(t)x(t)^T\chi_{\{\theta(t)=i\}}] \quad i = 1 \ldots s, \quad (4.14)$$

with $\chi_{\{\theta(t)=i\}}$ being the indicator function of the event $\{\theta(t) = i\}$.

The set of discrete coupled Lyapunov equations governing the evolution of the matrices $V_i(t)$ are given by

$$V_i(t+1) = \sum_{j=1}^{s} p_{ji}D_j V_j(t)D_j^T, \quad i = 1 \ldots s, \quad (4.15)$$

with initial conditions $V_i(0) = q_i x_0 x_0^T$. By defining $\eta(t) = col(V_i(t), i = 1 \ldots s)$, we obtain a vectorized form of equations (4.15)

$$\eta(t+1) = \Gamma_d \eta(t), \quad (4.16)$$
where \( \Gamma_d \) is an \( n^2 s \times n^2 s \) matrix given by

\[
\Gamma_d = \begin{pmatrix}
p_{11} D_1 \otimes D_1 & \ldots & p_{s1} D_s \otimes D_s \\
\vdots & \ddots & \vdots \\
p_{1s} D_1 \otimes D_1 & \ldots & p_{ss} D_s \otimes D_s 
\end{pmatrix}
\]

and \( \eta_0 = \begin{pmatrix}
p_1 \text{col}(x_0 x'_0) \\
\vdots \\
p_s \text{col}(x_0 x'_0) 
\end{pmatrix} \). (4.17)

We note that \( \Gamma_d \) satisfies all the assumptions of Lemma 4.3.5 and hence we get

\[
\lim_{k \to \infty} d\left( \Gamma^k_d, \mathcal{P}_\infty \otimes \left( \frac{1}{n^2} I I' \right) \right) = 0,
\]

where \( \mathcal{P}_\infty \) is the limit set of the matrix sequence \( \{P^k\}_{k \geq 0} \). Using the observation that

\[
\frac{1}{n^2} I I' \text{col}(x_0 x'_0) = \text{av}(x_0)^2 I,
\]

the limit of the sequence \( \{\eta(t_k)\}_{k \geq 0} \), where \( \{t_k\}_{k \geq 0} \) is such that \( \lim_{k \to \infty} (P^k)_{ij} = p_{ij}^\infty \), is

\[
\lim_{k \to \infty} \eta(t_k)' = \text{av}(x_0)^2 \begin{pmatrix}
\sum_{j=1}^s p_{j1}^\infty q_j I \\
\vdots \\
\sum_{j=1}^s p_{js}^\infty q_j I'
\end{pmatrix}.
\]

By collecting the entries of \( \lim_{k \to \infty} \eta(t_k) \) we obtain

\[
\lim_{k \to \infty} V(t_k) = \text{av}(x_0)^2 \left( \sum_{j=1}^s p_{jj}^\infty q_j \right) I I',
\]

and from (4.13) we get

\[
\lim_{k \to \infty} V(t_k) = \text{av}(x_0)^2 I I'
\] (4.18)

since \( \sum_{i,j=1}^s p_{ij}^\infty q_j = 1 \). By repeating the previous steps for all subsequences generating limit points for \( \{P^k\}_{k \geq 0} \) we obtain that (4.18) holds for any sequence in \( \mathbb{N} \).
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Through a similar process as in the case of the second moment (in stead of Lemma 4.3.5 we use Lemma 4.3.4), we show that:

\[ \lim_{k \to \infty} E[x(t)] = av(x_0)1. \]  \hfill (4.19)

From (4.18) and (4.19) we have that

\[ \lim_{t \to \infty} E[\|x(t) - av(x_0)1\|^2] = \lim_{t \to \infty} trace(E[(x(t) - av(x_0)1)(x(t) - av(x_0)1)']) = \]

\[ = \lim_{t \to \infty} trace(E[x(t)x(t)'] - av(x_0)1E[x(t)'] - av(x_0)E[x(t)]1' + av(x_0)^211') = 0. \]

Therefore, \( x(t) \) converges to average consensus in the mean square sense, and consequently in the almost sure sense, as well. \( \square \)

4.4.2 Discrete-time case - Necessity

Proof. If \( G_A \) is not strongly connected then by Corollary 4.3.2, \( \text{dim}(\bigcap_{i=1}^s \text{Null}(A_i - I)) > 1 \). Consequently, there exist a vector \( v \in \bigcap_{i=1}^s \text{Null}(A_i - I) \) such that \( v \notin \text{span}(1) \). If we choose \( v \) as initial condition, for every realization of \( \theta(t) \), we have that

\[ x(t) = v, \text{ for all } t \geq 0, \]

and therefore consensus can not be reached in the sense of Definition 4.2.1. \( \square \)

4.4.3 Continuous time - Sufficiency

Using the same notations as in the discrete-time case, the dynamic equations describing the evolution of the second moment of \( x(t) \) are given by

\[ \frac{d}{dt} V_i(t) = C_i V_i(t) + V_i(t)C_i' + \sum_{j=1}^s \lambda_{ji} V_j(t), \quad i = 1 \ldots s, \]  \hfill (4.20)
equations whose derivation is treated in [16]. By defining the vector \( \eta(t) \doteq \text{col}(V_i(t), i = 1 \ldots s) \), the vectorized equivalent of equations (4.20) is given by

\[
\frac{d}{dt} \eta(t) = \Gamma_c \eta(t),
\]

(4.21)

where

\[
\Gamma_c = \begin{pmatrix}
C_1 \oplus C_1 & 0 & \cdots & 0 \\
0 & C_2 \oplus C_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_s \oplus C_s
\end{pmatrix}
\]

and

\[
\Lambda' \otimes I \quad \text{and} \quad \eta_0 = \begin{pmatrix}
q_1 \text{col}(x_0' x_0') \\
q_2 \text{col}(x_0' x_0') \\
\vdots \\
q_s \text{col}(x_0' x_0')
\end{pmatrix}.
\]

By Lemma 4.3.7, the eigenspace corresponding to the zero eigenvalue of \( \Gamma_c \) has dimension one, with unique (up to the multiplication by a scalar) left and right eigenvectors given by \( 1_{n^2} \) and \( \frac{1}{n^2}(\pi_1 1_{n^2}', \pi_2 1_{n^2}', \ldots, \pi_s 1_{n^2}') \), respectively. Since \( \Gamma_c' \) is a generator matrix with an eigenvalue zero of algebraic multiplicity one, by Corollary 4.3.4 we have that

\[
\lim_{t \to \infty} e^{\Gamma_c' t} = \nu 1',
\]

where \( \nu' = \frac{1}{n^2}(\pi_1 1', \pi_2 1', \ldots, \pi_s 1') \). Therefore, as \( t \) goes to infinity, we have that

\[
\lim_{t \to \infty} \eta(t) = \begin{pmatrix}
\pi_1 1_{n^2}' & \cdots & \pi_1 1_{n^2}' \\
\vdots & \ddots & \vdots \\
\pi_s 1_{n^2}' & \cdots & \pi_s 1_{n^2}'
\end{pmatrix} \begin{pmatrix}
q_1 \text{col}(x_0' x_0') \\
\vdots \\
q_s \text{col}(x_0' x_0')
\end{pmatrix}.
\]

By noting that

\[
\frac{1 1'}{n^2} \text{col}(x_0' x_0') = a \nu(x_0)^2 1_{n^2},
\]

we farther get

\[
\lim_{t \to \infty} \eta(t) = a \nu(x_0)^2 \begin{pmatrix}
\pi_1 1_{n^2} \\
\vdots \\
\pi_s 1_{n^2}
\end{pmatrix}.
\]
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Rearranging the columns of $\lim_{t \to \infty} \eta(t)$, we get

\[
\lim_{t \to \infty} V_i(t) = \text{av}(x_0)^2 \pi_i 1',
\]

or

\[
\lim_{t \to \infty} V(t) = \text{av}(x_0)^2 1'.
\]

Through a similar process (using this time Lemma 4.3.6), we can show that

\[
\lim_{t \to \infty} E[x(t)] = \text{av}(x_0) 1.
\]

Therefore, $x(t)$ converges to average consensus in the mean square sense and consequently in the almost surely sense.

4.4.4 Continuous time - Necessity

Follows the same lines as in the discrete-time case.

4.5 Discussion

In the previous sections we proved a convergence result for the stochastic, linear consensus problem, for the cases where the dynamics of the agents were expressed in both discrete and continuous time. Our main contributions consist of considering a Markovian process, not necessarily ergodic, as underlying process for the random communication graph and of using a Markovian jump system theory inspired approach to prove this result. In what we have shown, we assumed that the Markov process $\theta(t)$ was irreducible and that the matrices $D_i$ and $C_i$ were doubly stochastic. We can assume for instance that $\theta(t)$ is not irreducible (i.e. $\theta(k)$ may have transient states). We treated this case in [23] (only for
discrete-time dynamics), and we showed that convergence in the sense of Definition 4.2.1 is achieved if and only if the union of graphs corresponding to each of the irreducible closed sets of states of the Markov chain produces a strongly connected graph. This should be intuitively clear since the probability to return to a transient state converges to zero as time goes to infinity, and therefore the influence of the matrices $D_i$ (or $C_i$), corresponding to the transient states, is canceled. We can also assume that $D_i$ and $C_i$ are not necessarily doubly stochastic. We treated this case (again only for the discrete-time dynamics and without being completely rigorous) in [26] and we showed that the state converges in mean square sense and in almost sure sense to consensus, and not necessarily average consensus. From a technical point view, the difference lies in the fact that the $n^2 \times n^2$ block matrices of $\{\Gamma^c_t\}_{t \geq 0}$ (or $\{e^{\Gamma_c t}\}_{t \geq 0}$) no longer converge to $\pi_i \frac{1}{n^2} 1 1'$ but to $\pi_i c'$, for some vector $c \in \mathbb{R}^{n^2}$ with non-negative entries summing up to one; vector $c$ which in general can not be a priori determined. In relevant distributed computation application (such as distributed state estimation or distributed optimization) however, convergence to average consensus is desired, and therefore the assumption, that $D_i$ or $C_i$ are doubly stochastic, makes sense.

The proof of Theorem 4.2.1 was based on the analysis of two matrix sequences $\{e^{\Gamma_c t}\}_{t \geq 0}$ and $\{\Gamma^c_d\}_{t \geq 0}$ arising from the dynamic equations of the state’s second moment, for the continuous and discrete time, respectively. The reader may have noted that we approached differently the analysis of the two sequences. In the case of continuous-time dynamics, our approach was based on showing that the left and right eigenspaces induced by the zero eigenvalue of $\Gamma_c$ have dimension one, and we provided the left and right eigenvectors (bases of the respective subspaces). The convergence of $\{e^{\Gamma_c t}\}_{t \geq 0}$ followed
from Corollary 4.3.4. In the case of the discrete-time dynamics, we analyzed the sequence \( \{\Gamma^t_d\}_{t \geq 0} \), by looking at how the matrix blocks of \( \Gamma^t_d \) evolve as \( t \) goes to infinity. Although, similar to the continuous-time case, we could have proved properties of \( \Gamma_d \) related to the left and right eigenspaces induced by the eigenvalue one, this would not have been enough in the discrete-time case. This is because, through \( \theta(t) \), \( \Gamma_d \) can be periodic, in which case the sequence \( \{\Gamma^t_d\}_{t \geq 0} \) does not converge (remember that in the discrete-time consensus problems, the stochastic matrices are assumed to have positive diagonal entries, to avoid the possibility of being periodic).

In the case of i.i.d. random graphs [44], or more general, in the case of strictly stationary, ergodic random graphs [45], a necessary and sufficient condition for reaching consensus almost surely (in the discrete-time case) is \( |\lambda_2(E[D_{\theta(t)}])| < 1 \), where \( \lambda_2 \) denotes the eigenvalue with second largest modulus. In the case of Markovian random topology a similar condition, does not necessarily hold, neither for each time \( t \), nor in the limit. Take, for instance, two (symmetric) stochastic matrices \( D_1 \) and \( D_2 \) such that each of the graphs \( G_{D_1} \) and \( G_{D_2} \), respectively, are not strongly connected but their union is. If the two state Markov chain \( \theta(t) \) is periodic, with transitions given by \( p_{11} = p_{22} = 0 \) and \( p_{12} = p_{21} = 1 \), we note that \( \lambda_2(E[D_{\theta(t)}]) = 1 \), for all \( t \geq 0 \). Also note that \( \lambda_2(\lim_{t \to \infty} E[D_{\theta(t)}]) \) does not exist since the sequence \( \{E[D_{\theta(t)}]\}_{t \geq 0} \) does not have a limit. Yet, consensus is reached. The assumption that allowed for the aforementioned necessary and sufficient condition to hold, was that \( \theta(t) \) is a stationary process (which in turn implies that \( E[D_{\theta(t)}] \) is constant for all \( t \geq 0 \)). However, this is not necessarily true if \( \theta(t) \) is a (homogeneous) irreducible Markov chain, unless the initial distribution is the stationary distribution.

For the discrete-time case we can formulate a result involving the second largest
eigenvalue of the time average expectation of $\mathbf{D}_{\theta(t)}$, i.e. $\lim_{N \to \infty} \frac{\sum_{t=1}^{N} E[\mathbf{D}_{\theta(t)}]}{N}$, which reflects the proportion of time $\mathbf{D}_{\theta(t)}$ spends in each state of the Markov chain.

**Proposition 4.5.1.** Consider the stochastic system (4.1). Then, under Assumption 4.2.1, the state vector $x(t)$ converges to average consensus in the sense of Definition 4.2.1, if and only if

$$|\lambda_2 \left( \lim_{N \to \infty} \frac{\sum_{t=0}^{N} E[\mathbf{D}_{\theta(t)}]}{N} \right) | < 1.$$ 

**Proof.** The time average of $E[\mathbf{D}_{\theta(t)}]$ can be explicitly written as

$$\lim_{N \to \infty} \frac{\sum_{t=0}^{N} E[\mathbf{D}_{\theta(t)}]}{N} = \sum_{i=1}^{s} \pi_i D_i = \bar{D},$$

where $\pi = (\pi_i)$ is the stationary distribution of $\theta(t)$. By Corollary 3.5 in [39], $|\lambda_2(\bar{D})| < 1$ if and only if the graph corresponding to $\bar{D}$ has a spanning tree, or in our case, is strongly connected. But the graph corresponding to $\bar{D}$ is the same as $G_D$, and the result follows from Theorem 4.2.1. □

Unlike the discrete-time, in the case of continuous time dynamics, we know that if there exists a stationary distribution $\pi$ (under the irreducibility assumption), the probability distribution of $\theta(t)$ converges to $\pi$, hence the time averaging is not necessary. In the following we introduce (without proof since basically it is similar to the proof of Proposition 4.5.1) a necessary and sufficient condition for reaching average consensus, involving the expected value of the second largest eigenvalue of $\mathbf{C}_{\theta(t)}$, for the continuous-time dynamics.

**Proposition 4.5.2.** Consider the stochastic system (4.2). Then, under Assumption 4.2.1, the state vector $x(t)$ converges to average consensus in the sense of Definition 4.2.1, if
and only if

\[ \text{Re} \left( \lambda_2 \left( \lim_{t \to \infty} E[C_{\theta(t)}] \right) \right) < 0. \]

Our analysis provides also estimates on the rate of convergence to average consensus in the mean square sense. From linear dynamic equations of the state’s second moment we notice that the eigenvalues of \( \Gamma_d \) and \( \Gamma_c \) dictates how fast the second moment converges to average consensus. Since \( \Gamma'_d \) is a probability transition matrix and since \( \Gamma'_c \) is a generator matrix, an estimate of the rate of convergence of the second moment of \( x(t) \) to average consensus is given by the second largest eigenvalue (in modulus) of \( \Gamma_d \), for the discrete-time case, and by the real part of the second largest eigenvalue of \( \Gamma_c \), for the continuous time case.
Chapter 5

Distributed Consensus-Based Linear Filtering

5.1 Introduction

In this chapter we address the consensus-based distributed linear filtering problem as well. We assume that each agent updates its (local) estimate in two steps. In the first step, an update is produced using a Luenberger observer type of filter. In the second step, called consensus step, every sensor computes a convex combination between its local update and the updates received from the neighboring sensors. Our focus is not on designing the consensus weights, but on designing the filter gains. For given consensus weights, we will first give sufficient conditions for the existence of filter gains such that the dynamics of the estimation errors (without noise) are asymptotically stable. These sufficient conditions are also expressible in terms of the feasibility of a set of linear matrix inequalities. Next, we present a distributed (in the sense that each sensor uses only information available within its neighborhood), sub-optimal filtering algorithm, valid for time varying topologies as well, resulting from minimizing an upper bound on a quadratic cost expressed in terms of the covariances matrices of the estimation errors. In the case where the matrices defining the stochastic process and the consensus weights are time invariant, we present sufficient conditions such that the aforementioned distributed algorithm produces filter gains which converge and ensure the stability of the dynamics of the covariances matrices of the estimation errors. We will also present a connection
between the consensus-based linear filter and the linear filtering of an appropriately defined Markovian jump linear system. More precisely, we show that if the aforementioned Markovian jump linear system is (mean square) detectable then the stochastic process is detectable as well under the consensus-based distributed linear filtering scheme. Finally we show that the optimal gains of a linear filter for the state estimation of the Markovian jump linear system can be used to approximate the optimal gains of the consensus-based distributed linear filtering strategy.

**Chapter structure:** In Section 5.2 we describe the problems addressed in this chapter. Section 5.3 introduces the sufficient conditions for detectability under the consensus-based linear filtering scheme together with a test expressed in terms of the feasibility of a set of linear matrix inequalities. In Section 5.4 we present a sub-optimal distributed consensus based linear filtering scheme with quantifiable performance. Section 5.5 makes a connection between the consensus-based distributed linear filtering algorithm and the linear filtering scheme for a Markovian jump linear system.

**Notations and Abbreviations:** We represent the property of positive (semi-positive) definiteness of a symmetric matrix $A$, by $A > 0$ ($A \geq 0$). By convention, we say that a symmetric matrix $A$ is negative definite (semi-definite) if $-A > 0$ ($-A \geq 0$) and we denote this by $A < 0$ ($A \leq 0$). By $A > B$ we understand that $A - B$ is positive definite. Given a set of square matrices $\{A_i\}_{i=1}^N$, by $\text{diag}(A_i, i = 1 \ldots N)$ we understand the block diagonal matrix which contains the matrices $A_i$’s on the main diagonal. We use the abbreviations CBDLF, MJLS and LMI for consensus-based linear filter(ing), Markovian jump linear system and linear matrix inequality, respectively.
Remark 5.1.1. Given a positive integer $N$, a set of vectors $\{x_i\}_{i=1}^N$, a set of non-negative scalars $\{p_i\}_{i=1}^N$ summing up to one and a positive definite matrix $Q$, the following holds

$$\left(\sum_{i=1}^N p_i x_i\right)'^T Q \left(\sum_{i=1}^N p_i x_i\right) \leq \sum_{i=1}^N p_i x_i'^T Q x_i.$$

Remark 5.1.2. Given a positive integer $N$, a set of vectors $\{x_i\}_{i=1}^N$, a set of matrices $\{A_i\}_{i=1}^N$ and a set of non-negative scalars $\{p_i\}_{i=1}^N$ summing up to one, the following holds

$$\left(\sum_{i=1}^N p_i A_i x_i\right)'^T Q \left(\sum_{i=1}^N p_i A_i x_i\right) \leq \sum_{i=1}^N p_i A_i x_i ' A_i'^T. \quad (5.1)$$

5.2 Problem formulation

We consider a stochastic process modeled by a discrete-time linear dynamic equation

$$x(k + 1) = A(k)x(k) + w(k), \quad x(0) = x_0, \quad (5.2)$$

where $x(k) \in \mathbb{R}^n$ is the state vector and $w(k) \in \mathbb{R}^n$ is a driving noise, assumed Gaussian with zero mean and (possibly time varying) covariance matrix $\Sigma_w(k)$. The initial condition $x_0$ is assumed to be Gaussian with mean $\mu_0$ and covariance matrix $\Sigma_0$. The state of the process is observed by a network of $N$ sensors indexed by $i$, whose sensing models are given by

$$y_i(k) = C_i(k)x(k) + v_i(k), \quad i = 1 \ldots N, \quad (5.3)$$

where $y_i(k) \in \mathbb{R}^{r_i}$ is the observation made by sensor $i$ and $v_i(k) \in \mathbb{R}^{r_i}$ is the measurement noise, assumed Gaussian with zero mean and (possibly time varying) covariance matrix $\Sigma_{v_i}(k)$. We assume that the matrices $\{\Sigma_{v_i}(k)\}_{i=1}^N$ and $\Sigma_w(k)$ are positive definite for $k \geq 0$ and that the initial state $x_0$, the noises $v_i(k)$ and $w(k)$ are independent for all $k \geq 0$. For
later reference we also define $\Sigma_{\nu_i}^{1/2}(k)$, $\Sigma_w^{1/2}(k)$, where $\Sigma_{\nu_i}(k) \triangleq \Sigma_{\nu_i}(k)\Sigma_{\nu_i}(k)'$ and $\Sigma_w(k) \triangleq \Sigma_w^{1/2}(k)\Sigma_w^{1/2}(k)'$.

The set of sensors form a communication network whose topology is modeled by a directed graph that describes the information exchanged among agents. The goal of the agents is to (locally) compute estimates of the state of the process (5.2).

Let $\hat{x}_i(k)$ denote the state estimate computed by sensor $i$ at time $k$ and let $\epsilon_i(k)$ denote the estimation error, i.e. $\epsilon_i(k) \triangleq x(k) - \hat{x}_i(k)$. The covariance matrix of the estimation error of sensor $i$ is denoted by $\Sigma_i(k) \triangleq E[\epsilon_i(k)\epsilon_i(k)']$, with $\Sigma_i(0) = \Sigma_0$.

The sensors update their estimates in two steps. In the first step, an intermediate estimate, denoted by $\varphi_i(k)$, is produced using a Luenberger observer filter

$$\varphi_i(k) = A(k)\hat{x}_i(k) + L_i(k)(y_i(k) - C_i(k)\hat{x}_i(k)), \ i = 1 \ldots N, \quad (5.4)$$

where $L_i(k)$ is the filter gain.

In the second step, the new state estimate of sensor $i$ is generated by a convex combination between $\varphi_i(k)$ and all other intermediate estimates within its communication neighborhood, i.e.

$$\hat{x}_i(k + 1) = \sum_{j=1}^{N} p_{ij}(k)\varphi_j(k), \ i = 1 \ldots N, \quad (5.5)$$

where $p_{ij}(k)$ are non-negative scalars summing up to one ( $\sum_{j=1}^{N} p_{ij}(k) = 1$), and $p_{ij}(k) = 0$ if no link from $j$ to $i$ exists at time $k$. Having $p_{ij}(k)$ dependent on time accounts for a possibly time varying communication topology.

Combining (5.4) and (5.5) we obtain the dynamic equations for the consensus based
distributed filter:

\[
\hat{x}_i(k+1) = \sum_{j=1}^{N} p_{ij}(k) \left[ A(k)\hat{x}_j(k) + L_j(k)\left( y_j(k) - C_j(k)\hat{x}_j(k) \right) \right], \quad i = 1 \ldots N. \tag{5.6}
\]

From (5.6) the estimation errors evolve according to

\[
\epsilon_i(k+1) = \sum_{j=1}^{N} p_{ij}(k) \left[ \left( A(k) - L_j(k)C_j(k) \right)\epsilon_j(k) + w(k) - L_j(k)v_j(k) \right], \quad i = 1 \ldots N. \tag{5.7}
\]

We define the aggregate vectors of estimates, measurements, estimation errors, driving noise and measurements noise, respectively

\[
\hat{x}(k)' \triangleq (\hat{x}_1(k)', \ldots, \hat{x}_N(k)'),
\]

\[
y(k)' \triangleq (y_1(k)', \ldots, y_N(k)'),
\]

\[
\epsilon(k)' \triangleq (\epsilon_1(k)', \ldots, \epsilon_N(k)'),
\]

\[
w(k)' \triangleq (w(k)', \ldots, w(k)'),
\]

\[
v(k)' \triangleq (v_1(k)', \ldots, v_N(k)'),
\]

and the following block matrices

\[
A(k) \in \mathbb{R}^{nN \times nN},
\]

\[
C(k) \in \mathbb{R}^{rN \times rN},
\]

\[
L(k) \in \mathbb{R}^{nN \times rN},
\]

\[
C \triangleq \begin{pmatrix}
C_1(k) & O_{r2\times r} & \cdots & O_{rN\times r} \\
O_{r1\times r} & C_2(k) & \cdots & O_{rN\times r} \\
\vdots & \vdots & \ddots & \vdots \\
O_{r1\times r} & O_{r2\times r} & \cdots & C_N(k)
\end{pmatrix},
\]

\[
L \triangleq \begin{pmatrix}
L_1(k) & O_{r1\times r} & \cdots & O_{rN\times r} \\
O_{r1\times r} & L_2(k) & \cdots & O_{rN\times r} \\
\vdots & \vdots & \ddots & \vdots \\
O_{r1\times r} & O_{r2\times r} & \cdots & L_N(k)
\end{pmatrix}
\]
where \( r = \sum_{i=1}^{N} r_i \). The dynamics (5.6) and (5.7) can be compactly written as

\[
\hat{x}(k+1) = P(k)A(k)\hat{x}(k) + P(k)L(k)[y(k) - C(k)\hat{x}(k)],
\]

(5.8)

\[
e(k+1) = P(k)[A(k) - L(k)C(k)]e(k) + w(k) - P(k)L(k)v((k),
\]

(5.9)

where \( P(k) = P(k) \otimes I \) and \( P(k) = (p_{ij}(k)) \) is a stochastic matrix, with rows summing up to one.

**Definition 5.2.1.** (distributed detectability) Assuming that \( A(k), C(k) \doteq \{C_i(k)\}_{i=1}^{N} \) and \( p(k) \doteq \{p_{ij}(k)\}_{i,j=1}^{N} \) are time invariant, we say that the linear system (5.2) is detectable using the CBDF scheme (5.6), if there exist a set of matrices \( L \doteq \{L_i\}_{i=1}^{N} \) such that the system (5.7), without the noise inputs, is asymptotically stable.

We introduce the following finite horizon quadratic filtering cost function

\[
J_K(L(\cdot)) = \sum_{k=0}^{K} \sum_{i=1}^{N} E[||\epsilon_i(k)||^2],
\]

(5.10)

where by \( L(\cdot) \) we understand the set of matrices \( L(\cdot) \doteq \{L_i(k), k = 0 \ldots K-1\}_{i=1}^{N} \). The optimal filtering gains represent the solution of the following optimization problem

\[
L^*(\cdot) = \arg\min_{L(\cdot)} J_K(L(\cdot)).
\]

(5.11)

Assuming that \( A(k), C(k) \doteq \{C_i(k)\}_{i=1}^{N}, \Sigma w(k), \Sigma e(k) \doteq \{\Sigma_v(k)\} \) and \( p(k) \doteq \{p_{ij}(k)\}_{i,j=1}^{N} \) are time invariant, we can also define the infinite horizon filtering cost function

\[
J_\infty(L) = \lim_{K \to \infty} \frac{1}{K} J_K(L) = \lim_{k \to \infty} \sum_{i=1}^{N} E[||\epsilon_i(k)||^2],
\]

(5.12)

where \( L \doteq \{L_i\}_{i=1}^{N} \) is the set of steady state filtering gains. By solving the optimization problem

\[
L^* = \arg\min_{L} J_\infty(L),
\]

(5.13)
we obtain the optimal steady-state filter gains.

In the next sections we will address the following problems:

**Problem 5.2.1.** *(Detectability conditions)* Under the above setup, we want to find conditions under which the system (5.2) is detectable in the sense of Definition 5.2.1.

**Problem 5.2.2.** *(Sub-optimal scheme for consensus based distributed filtering)* Ideally, we would like to obtain the optimal filter gains by solving the optimization problems (5.11) and (5.13), respectively. Due to the complexity of these problems, we will not provide the optimal filtering gains but rather focus on providing a sub-optimal scheme with quantifiable performance.

**Problem 5.2.3.** *(Connection with the linear filtering of a Markovian jump linear system)* We make a parallel between the consensus-based distributed linear filtering scheme and the linear filtering of a particular Markovian jump linear system.

5.3 Distributed detectability

We start with a toy example motivating our interest in the distributed detectability problem under the CBDLF scheme. Let us assume that no single pair \((A, C_i)\) is detectable in the classical sense, but the pair \((A, C)\) is detectable, where \(C' = (C'_1, \ldots, C'_N)\). In this case, we can design a stable (centralized) Luenberger observer filter. The question is, can we obtain a stable consensus-based distributed filter? As the following example will show, in general this is not true. That is why it is important to find conditions under which the CBDLF can produce stable estimates.
Example 5.3.1. (Centralized detectable but not distributed detectable) Consider a linear dynamics as in (5.2-5.3), with two sensors, where

\[
A = \begin{pmatrix} 10 & 0 \\ 0 & 10 \end{pmatrix}, \quad C_1 = (1 & 0) \quad \text{and} \quad C_2 = (0 & 1).
\]

Obviously, the pairs \((A, C_1)\) and \((A, C_2)\) are not detectable while the pair \((A, C)\) is, where \(C' = (C_1' \ C_2')\) is. Let \(L_1' = (l_1 \ l_2)\) and \(L_2' = (l_3 \ l_4)\). For this example, the matrix that dictates the stability property of (5.9) is given by

\[
\mathcal{A} = \begin{pmatrix} p_{11}(10-l_1) & 10p_{12} & -p_{12}l_3 \\ -p_{11}l_2 & 10p_{11} & p_{12}(10-l_4) \\ p_{21}(10-l_1) & 10p_{22} & -p_{22}l_3 \\ -p_{21}l_2 & 10p_{21} & p_{22}(10-l_4) \end{pmatrix}
\]

For \(p_{11} = 0.9\), \(p_{12} = 0.1\), \(p_{21} = 0.7\) and \(p_{22} = 0.3\), the characteristic polynomial of the above matrix is given by

\[
q(s) = s^4 + q_3(l_1,l_3)s^3 + q_2(l_1,l_4,l_2,l_3)s^2 + q_1(l_1,l_4) + q_0(l_1,l_4),
\]

where

\[
q_3(l_1,l_3) = -240.9l_1 + 0.3l_4,
\]

\[
q_2(l_1,l_4,l_2,l_3) = -0.07l_2l_3 - 5.6l_4 + 184 - 12.8l_1 + 0.27l_1l_4,
\]

\[
q_1(l_1,l_4) = 30l_4 - 480 - 2.4l_1l_4 + 42l_1,
\]

\[
q_0(l_1,l_4) = -40l_1 - 40l_4 + 4l_1l_4 + 400.
\]

Let \(\lambda_1(l_1,l_4,l_2,l_3)\) denote the eigenvalues of \(\mathcal{A}\). We define \(\lambda_{\max}(l_1,l_4,l_2,l_3) = \max_i |\lambda_i(l_1,l_4,l_2,l_3)|\).

The system (5.2-5.3) is not detectable in the sense of Definition 5.2.1 if \(\lambda_{\max}(l_1,l_4,l_2,l_3) > 1\).
for all values of $l_1, l_2$ and of the product $l_2 l_3$. We introduce also the quantity $\lambda_{\text{max}}^{23}(l_2 l_3) = \min_{l_1, l_4} \lambda_{\text{max}}(l_1, l_4, l_2 l_3)$.

![Graph showing the evolution of $\lambda_{\text{max}}^{23}(l_2 l_3)$](image)

**Figure 5.1: The evolution of $\lambda_{\text{max}}^{23}(l_2 l_3)$**

From Figure 5.1, we note that $\min_{l_2 l_3} \lambda_{\text{max}}^{23}(l_2 l_3) = 4.498$, which shows that, for the given consensus weights, and matrices $A$, $C_1$ and $C_2$, there are no values for $l_1$, $l_2$, $l_3$ and $l_4$, such that (5.9) can be made asymptotically stable.

The CBDLF (5.8) uses only one consensus step and we have seen, through Example 5.3.1, that in general this does not guarantee stable estimates, even in the case where the pair $(A, C)$ is detectable. However, as the next proposition suggests, stable estimates might be achieved if a large enough number of consensus steps is used, i.e. we set $P(k) = P(k)^\eta \otimes I$, for some positive integer value $\eta$, large enough.

**Proposition 5.3.1.** Consider the linear dynamics (5.2)-(5.3). Assume that in the CBDLF scheme (5.6), we have $p_{ij} = \frac{1}{N}$ and that $\hat{x}_i(0) = x_0$, for all $i, j = 1 \ldots N$. If the pair $(A, C)$ is detectable, then the system (5.2) is detectable as well, in the sense of Definition 5.2.1.
Proof. Rewrite the matrix \( C \) as

\[
C = \sum_{i=1}^{N} \tilde{C}_i,
\]

where \( \tilde{C}_i = (O_{n \times r_1} \cdots O_{n \times r_i-1} \ C'_i \ O_{n \times r_{i+1}} \cdots O_{n \times r_N}) \). Ignoring the noise, we define the measurements

\[
\tilde{y}_i(k) = \tilde{C}_i x(k),
\]

which are equivalent to the ones in (5.3). Under the assumption that \( p_{ij} = \frac{1}{N} \) and \( \tilde{x}_i = x_0 \) for all \( i, j = 1 \ldots N \), it follows that the estimation errors respect the dynamics

\[
e(k+1) = \frac{1}{N} \sum_{i=1}^{N} (A - L_i \tilde{C}_i) e(k).
\] (5.14)

Setting \( L_i = NL \) for \( i = 1 \ldots N \), it follows that

\[
e(k+1) = (A - LC) e(k).
\]

Since the pair \((A, C)\) is detectable, there exists a matrix \( L \) such that \( A - LC \) has all eigen-values within the unit circle and therefore the dynamics (5.14) is asymptotically stable, which implies that (5.2) is detectable in the sense of Definition 5.2.1. \qed

The previous proposition tells us that if we achieve (average) consensus between the state estimates at each time instant, and if the pair \((A, C)\) is detectable (in the classical sense), then the system (5.2) is detectable in the sense of Definition 5.2.1. However, achieving consensus at each time instant can be time and numerically costly and that is why it is important to find (testable) conditions under which the CBDLF produces stable estimates.

Lemma 5.3.1. \textit{(sufficient conditions for distributed detectability)} If there exists a set of
symmetric, positive definite matrices \(\{Q_i\}_{i=1}^N\) and a set of matrices \(\{L_i\}_{i=1}^N\) such that

\[
Q_i = \sum_{j=1}^N p_{ij}(A - L_jC_j)^T Q_j (A - L_jC_j) + S_i, \quad i = 1 \ldots N, \tag{5.15}
\]

for some positive definite matrices \(\{S_i\}_{i=1}^N\), then the system (5.2) is detectable in the sense of Definition 5.2.1.

**Proof.** The dynamics of the estimation error without noise is given by

\[
\epsilon_i(k+1) = \sum_{j=1}^N p_{ij}(A - L_jC_j)\epsilon_j(k), \quad i = 1 \ldots N. \tag{5.16}
\]

In order to prove the stated result we have to show that (5.16) is asymptotically stable. We define the Lyapunov function

\[
V(k) = \sum_{i}^N x_i(k)^T Q_i x_i(k),
\]

and our goal is to show that \(V(k+1) - V(k) < 0\) for all \(k \geq 0\). The Lyapunov difference is given by

\[
V(k+1) - V(k) = \sum_{i=1}^N \left( \sum_{j=1}^N p_{ij}(A - L_jC_j)\epsilon_j(k) \right)^T Q_i \left( \sum_{j=1}^N p_{ij}(A - L_jC_j)\epsilon_j(k) \right) - \epsilon_i(k)^T Q_i \epsilon_i(k) \leq
\]

\[
\leq \sum_{i=1}^N \left( \sum_{j=1}^N p_{ij}\epsilon_j(k)^T (A - L_jC_j)^T Q_i (A - L_jC_j) \epsilon_j(k) \right) - \epsilon_i(k)^T Q_i \epsilon_i(k), \tag{5.17}
\]

where the inequality followed from Remark 5.1.1. By changing the summation order we can further write

\[
V(k+1) - V(k) \leq \sum_{i=1}^N \epsilon_i(k)^T \left( \sum_{j=1}^N p_{ji}(A - L_jC_j)^T Q_j (A - L_jC_j) - Q_i \right) \epsilon_i(k).
\]

Using (5.15) yields

\[
V(k+1) - V(k) \leq - \sum_{i=1}^N \epsilon_i(k)^T S_i \epsilon_i(k)
\]
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From the fact that $\{S_j\}_j=1^N$ are positive definite matrices, we get

$$V(k+1) - V(k) < 0,$$

which implies that (5.16) is asymptotically stable. □

The following result relates the existence of the sets of matrices $\{Q_i\}_i=1^N$ and $\{L_i\}_i=1^N$ such that (5.15) is satisfied, with the feasibility of a set of linear matrix inequalities (LMI).

**Proposition 5.3.2.** (distributed detectability test) The linear system (5.2) is detectable in the sense of Definition 5.2.1 if the following linear matrix inequalities, in the variables $\{X_i\}_i=1^N$ and $\{Y_i\}_i=1^N$, are feasible

$$X_i - \sum_{j=1}^N (X_j A - Y_j C_j)' X^{-1}_j (X_j A - Y_j C_j) > 0, \quad X_i > 0$$

for $i = 1 \ldots N$ and where $\{X_i\}_i=1^N$ are symmetric. Moreover, a stable CBDLF is obtained by choosing the filter gains as $L_i = X_i^{-1} Y_i$ for $i = 1 \ldots N$.

**Proof.** First we note that, by the Schur complements Lemma, the linear matrix inequalities (5.18) are feasible if and only if there exist a set a symmetric matrices $\{X_i\}_i=1^N$ and a set of matrices $\{Y_i\}_i=1^N$, such that

$$X_i - \sum_{j=1}^N (X_j A - Y_j C_j)' X^{-1}_j (X_j A - Y_j C_j) > 0, \quad X_i > 0$$

for all $i = 1 \ldots N$. We further have that,

$$X_i - \sum_{j=1}^N (A - X_j^{-1} Y_j C_j)' X_j (X_j A - X_j^{-1} Y_j C_j) > 0, \quad X_i > 0$$
By defining $L_i \triangleq X_i^{-1}Y_i$, it follows that

$$X_i - \sum_{j=1}^{N} (A - L_jC_j)'X_j(A - L_jC_j) > 0, \ X_i > 0.$$ 

Therefore, if the matrix inequalities (5.18) are feasible, there exists a set of positive definite matrices $\{X_i\}_{i=1}^{N}$ and a set of positive matrices $\{S_i\}_{i=1}^{N}$, such that

$$X_i = \sum_{j=1}^{N} (A - L_jC_j)'X_j(A - L_jC_j) + S_i.$$ 

By Lemma 5.3.1, it follows that the linear dynamics (5.7), without noise, is asymptotically stable, and therefore the system (5.2 is detectable in the sense of Definition 5.2.1. □

5.4 Sub-Optimal Consensus-Based Distributed linear Filtering

Obtaining the closed form solution of the optimization problem (5.11) is a challenging problem, which is in the same spirit as the decentralized optimal control problem. In this section we provide a sub-optimal algorithm for computing the filter gains of the CB-DLF, with quantifiable performance in the sense that we compute a set of filtering gains which guarantee a certain level of performance with respect the quadratic cost (5.10).

5.4.1 Finite Horizon Sub-Optimal Consensus-Based Distributed Linear Filtering

The sub-optimal scheme for computing the CBDLF gains results from minimizing an upper bound of the quadratic filtering cost (5.10). The following proposition gives upper-bounds for the covariance matrices of the estimation errors.
Proposition 5.4.1. Consider the following coupled difference equations

\[ Q_i(k+1) = \sum_{i=1}^{N} p_{ij}(k) \left( (A(k) - L_j(k)C_j(k)) Q_j(k)(A(k) - L_j(k)C_j(k)) \right)^i + \]

\[ + L_j(k) \Sigma_{v_j}(k) L_j(k) \] + \Sigma_w(k), \quad (5.19)

with \( Q_i(0) = \Sigma_i(0) \), for \( i = 1 \ldots N \). The following inequality holds

\[ \Sigma_i(k) \leq Q_i(k), \quad (5.20) \]

for \( i = 1 \ldots N \) and for all \( k \geq 0 \).

Proof. Using (5.7), the matrix \( \Sigma_i(k+1) \) can be explicitly written as

\[ \Sigma_i(k+1) = E[\epsilon_i(k+1)'\epsilon_i(k+1)] = \]

\[ = E \left[ \left( \sum_{j=1}^{N} p_{ij}(k) \left( A(k) - L_j(k)C_j(k) \right) \epsilon_j(k) + w(k) - \sum_{j=1}^{N} p_{ij}(k)L_j(k)v_j(k) \right)^i \right] \]

\[ \left( \sum_{j=1}^{N} p_{ij}(k) \left( A(k) - L_j(k)C_j(k) \right) \epsilon_j(k) + w(k) - \sum_{j=1}^{N} p_{ij}(k)L_j(k)v_j(k) \right]. \]

Using the fact that the noises \( w(k) \) and \( v_i(k) \) have zero mean, and they are independent with respect to themselves and the initial state, for every time instant, we can further write

\[ \Sigma_i(k+1) = E \left[ \left( \sum_{j=1}^{N} p_{ij}(k) \left( A(k) - L_j(k)C_j(k) \right) \epsilon_j(k) \right)^i \left( \sum_{j=1}^{N} p_{ij}(k) \left( A(k) - L_j(k)C_j(k) \right) \epsilon_j(k) \right) \right] + \]

\[ + E \left[ \left( \sum_{j=1}^{N} p_{ij}(k)L_j(k)v_j(k) \right)^i \left( \sum_{j=1}^{N} p_{ij}(k)L_j(k)v_j(k) \right) \right] + \Sigma_w(k). \]

By Remark 5.1.2, it follows that

\[ E \left[ \left( \sum_{j=1}^{N} p_{ij}(k) \left( A(k) - L_j(k)C_j(k) \right) \epsilon_j(k) \right)^i \left( \sum_{j=1}^{N} p_{ij}(k) \left( A(k) - L_j(k)C_j(k) \right) \epsilon_j(k) \right) \right] \leq \]

141
Corollary 5.4.1. The following inequalities hold

\[ J^K(L(\cdot)) \leq J^K(L(\cdot)), \]  

(5.22)
and
\[
\limsup_{K \to \infty} \frac{1}{K} J^K(L) \leq \limsup_{K \to \infty} \frac{1}{K} \bar{J}^K(L) \tag{5.23}
\]

**Proof.** Follows immediately from Proposition 5.4.1. \(\square\)

In the previous Corollary we obtained an upper bound on the filtering cost function. Our sub-optimal consensus based distributed filtering scheme will result from minimizing this upper bound in terms of the filtering gains \(\{L_i(k)\}_{i=1}^N\):

\[
\min_{\cal L} \bar{J}_K(\cal L(\cdot)). \tag{5.24}
\]

**Proposition 5.4.2.** The optimal solution for the optimization problem (5.24) is

\[
L^*_i(k) = A(k)Q^*_i(k)C_i(k)' \left[ \Sigma_v(k) + C_i(k)Q^*_i(k)C_i(k)' \right]^{-1}, \tag{5.25}
\]

and the optimal value is given by

\[
\bar{J}_K^*(\cal L(\cdot)) = \sum_{k=1}^K \sum_{i=1}^N \text{tr}(Q^*_i(k)),
\]

where \(Q^*_i(k)\) is computed using

\[
Q^*_i(k+1) = \sum_{j=1}^N p_{ij}(k) \left[ A(k)Q^*_j(k)A(k)' + \Sigma_w(k) - A(k)Q^*_j(k)C_j(k)' \right. \\
\left. \cdot \left( \Sigma_v_j(k) + C_j(k)Q^*_j(k)C_j(k)' \right)^{-1} C_j(k)Q^*_j(k)A(k)' \right], \tag{5.26}
\]

with \(Q^*_i(0) = \Sigma_i(0)\) and for \(i = 1 \ldots N\).

**Proof.** Let \(\bar{J}_K(\cal L(\cdot))\) be the cost function when an arbitrary set of filtering gains \(\cal L(\cdot) \triangleq \{L_i(k), k = 0 \ldots K-1\}_{i=1}^N\) is used in (5.19). We will show that \(\bar{J}_K^*(\cal L(\cdot)) \leq \bar{J}_K(\cal L(\cdot))\), which in turn will show that \(L^*(\cdot) \triangleq \{L_i(k)^*, k = 0 \ldots K-1\}_{i=1}^N\) is the optimal solution of the optimization problem (5.24). Let \(\{Q^*_i(k)\}_{i=1}^N\) and \(\{Q_i(k)\}_{i=1}^N\) be the matrices obtained when \(L^*(\cdot)\) and
\( \mathbf{L}(:, \cdot) \), respectively are substituted in (5.19). In what follows we will show by induction that 
\[ Q_i^*(k) \leq Q_i(k) \] for \( k \geq 0 \) and \( i = 1 \ldots N \), which basically proves that 
\[ \mathbf{J}_K^*(\mathbf{L}(:, \cdot)) \leq \mathbf{J}_K(\mathbf{L}(:, \cdot)), \] for any \( \mathbf{L}(:, \cdot) \). For simplifying the proof, we will omit in what follows the time index for some matrices and for the consensus weights.

Substituting \( [L_i^*(k), k \geq 0]_{i=1}^N \) in (5.19), after some matrix manipulations we get
\[
Q_i^*(k + 1) = \sum_{j=1}^{N} p_{ij} \left[ A Q_j^*(k) A' + \Sigma_w - A Q_j^*(k) C_{j()}(\Sigma_{v_j}) + C_j Q_j^*(k) C_j' \right] - C_j Q_j^*(k) C_j' - C_j Q_j^*(k) A' \]
\[ + C_j Q_j^*(k) C_j' - C_j Q_j^*(k) A' \]
\[ + (L_j - L_j^*) (\Sigma_{v_j} + C_i Q_i C_i')(L_j - L_j^*). \] (5.27)

Assume that \( Q_i^*(k) \leq Q_i(k) \) for \( i = 1 \ldots N \). Using identity (5.27), the dynamics of \( Q_i(k^*) \) becomes
\[
Q_i^*(k + 1) = \sum_{j=1}^{N} p_{ij} \left( A + L_j(k) C_j \right) Q_j(k) (A + L_j(k) C_j)' + L_j(k) \Sigma_{v_j} L_j(k)' -
\]
\[ -(L_j(k) - L_j^*(k)) (\Sigma_{v_j} + C_j Q_j(k) C_j')(L_j(k) - L_j^*(k))' + \Sigma_w \big). \]

The difference \( Q_i^*(k + 1) - Q_i(k + 1) \) can be written as
\[
Q_i(k + 1)^* - Q_i(k + 1) = \sum_{j=1}^{N} p_{ij} \left( A + L_j(k) C_j \right) (Q_j^*(k) - Q_j(k))(A + L_j(k) C_j)' -
\]
\[ -(L_j(k) - L_j^*(k)) (\Sigma_{v_j} + C_j Q_j(k) C_j')(L_j(k) - L_j^*(k))' \big). \]
Since $\Sigma_{vi} + C_iQ_i(k)C_i'$ is positive definite for all $k \geq 0$ and $i = 1 \ldots N$, and since we assumed that $Q^*_i(k) \leq Q_i(k)$, it follows that $Q^*_i(k+1) \leq Q_i(k+1)$. Hence we obtain that

$$J^*_K(L^*(\cdot)) \leq J_K(L(\cdot)),$$

for any set of filtering gains $L(\cdot) = \{L_i(k), k = 0 \ldots K - 1\}^N_{i=1}$, which concludes the proof. □

We summarize in the following algorithm the sub-optimal CBDLF scheme resulting from Proposition 5.4.2.

---

**Algorithm 1**: Consensus Based Distributed Linear Filtering Algorithm

**Input**: $\mu_0$, $P_0$

**Initialization**: $\hat{x}_i(0) = \mu_0$, $Y_i(0) = \Sigma_0$

**while** new data exists **do**

**Compute the filter gains**:

$$L_i \leftarrow AY_iC_i'\left(\Sigma_{vi} + C_iY_iC_i'\right)^{-1}$$

**Update the state estimates**:

$$\varphi_i \leftarrow A\hat{x}_i + L_i(y_i - C - i\hat{x}_i)$$

$$\hat{x}_i \leftarrow \sum_j p_{ij}\varphi_j$$

**Update the matrices $Y_i$**:

$$Y_i \leftarrow \sum_{j=1}^{N} p_{ij}\left((A - L_jC_j)Y_j(A - L_jC_j)' + L_j\Sigma_{vi}L_j'\right) + \Sigma_w$$

**end**
5.4.2 Infinite Horizon Consensus Based Distributed Filtering

We now assume that the matrices \( A(k) \), \( \{C_i(k)\}_{i=1}^N \), \( \{\Sigma_v(k)\}_{i=1}^N \) and \( \Sigma_w(k) \) and the weights \( \{p_{ij}(k)\}_{i,j=1}^N \) are time invariant. We are interested in finding out under what conditions Algorithm 1 converges and if the filtering gains produce stable estimates. From the previous section we note that the optimal infinite horizon cost can be written as

\[
\bar{J}_\infty = \lim_{k \to \infty} \sum_{i=1}^N \text{tr}(Q_i^*(k)),
\]

where the dynamics of \( Q_i(k)^* \) is given by

\[
Q_i^*(k+1) = \sum_{j=1}^N p_{ij} \left[ A Q_j^*(k) A' + \Sigma_w - A Q_j^*(k) C_j' \left( \Sigma_v + C_j Q_j^*(k) C_j' \right)^{-1} C_j Q_j^*(k) A' \right], \tag{5.28}
\]

and the optimal filtering gains are given by

\[
L_i^*(k) = A Q_i^*(k) C_i' \left[ \Sigma_v + C_i Q_i^*(k) C_i' \right]^{-1},
\]

for \( i = 1 \ldots N \). Assuming that (5.28), converges, the optimal value of the cost \( \bar{J}_\infty \) is given by

\[
\bar{J}_\infty = \sum_{i=1}^N \text{tr}(\bar{Q}_i),
\]

where \( \{\bar{Q}_i\}_{i=1}^N \) satisfy

\[
\bar{Q}_i = \sum_{j=1}^N p_{ij} \left[ A \bar{Q}_j A' + \Sigma_w - A \bar{Q}_j C_j' (\Sigma_v + C_j \bar{Q}_j C_j')^{-1} C_j \bar{Q}_j A' \right]. \tag{5.29}
\]

Sufficient conditions under which there exists a unique solution of (5.29) are provided by Proposition A.2.1, which says that if \( (p, L, A) \) is detectable and \( (A, \Sigma_v^{1/2}, p) \) is stabilizable in the sense of Definitions A.1.1 and A.1.2, respectively, then there is a unique solution of (5.29) and \( \lim_{k \to \infty} Q_i^*(k) = \bar{Q}_i \).
Mimicking Theorem A.12 of [11], it can be shown that a numerical approach to solve (5.29) (if it has a solution) can be obtained by (numerically) solving the following convex programming optimization problem

$$\max \quad \text{tr} \left( \sum_{i=1}^{N} Q_i \right)$$

$$\begin{bmatrix}
-Q_i + \sum_{j=1}^{N} p_{ij} Q_j A' + \sum_{\omega} \sqrt{p_{i1}} C_1 Q_1 A' & \ldots & \sqrt{p_{i1}} C_N Q_N A'

\sqrt{p_{i1}} A Q_i C_i' & \Sigma_{v_i} + C_1 Q_1 C_1' & \ldots & 0

\vdots & \vdots & \ddots & \vdots

\sqrt{p_{iN}} A Q_N C_N' & 0 & \ldots & \Sigma_{v_N} + C_N Q_N C_N'
\end{bmatrix} \succeq 0$$

$$Q_i > 0, \ i = 1 \ldots N.$$ 

5.5 Connection with Markovian Jump Linear System state estimation

In this section we present a connection between the detectability of (5.2) in the sense of Definition 5.2.1 and the detectability property of a MJLS, which is defined in what follows. We also show that the optimal gains of a linear filter for the state estimation of the aforementioned MJLS can be used to approximate the solution of the optimization problem (5.11), which gives the optimal CBDLF. We assume that the matrix $P(k)$ describing the communication topology of the sensors is irreducible and doubly stochastic and we assume, without loss of generality, that the matrices $\{C_i(k), k \geq 0\}_{i=1}^{N}$ in the sensing model (5.3), have the same dimensions. We define the following Markovian jump linear
system
\[ \xi(k+1) = \tilde{A}_{\theta(k)}(k)\xi(k) + \tilde{B}_{\theta(k)}(k)\tilde{w}(k) \]  
(5.31)
\[ z(k) = \tilde{C}_{\theta(k)}(k)\xi(k) + \tilde{D}_{\theta(k)}(k)\tilde{v}(k), \quad \xi(0) = \xi_0, \]
where \( \xi(k) \) is the state, \( z(k) \) is the output, \( \theta(k) \in \{1, \ldots, N\} \) is a Markov chain with probability transition matrix \( P(k) \), \( \tilde{w}(k) \) and \( \tilde{v}(k) \) are independent Gaussian random variables with zero mean and identity covariance matrices. Also, \( \xi_0 \) is a Gaussian noise with mean \( \mu_0 \) and covariance matrix \( \Sigma_0 \). We denote by \( \pi_i(k) \) the probability distribution of \( \theta(k) \) (\( \Pr(\theta(k) = i) = \pi_i(k) \)) and we assume that \( \pi_i(0) > 0 \). We have that \( \tilde{A}_{\theta(k)}(k) \in \{\tilde{A}_i(k)\}_{i=1}^N \), \( \tilde{B}_{\theta(k)}(k) \in \{\tilde{B}_i(k)\}_{i=1}^N \), \( \tilde{C}_{\theta(k)}(k) \in \{\tilde{C}_i(k)\}_{i=1}^N \) and \( \tilde{D}_{\theta(k)}(k) \in \{\tilde{D}_i(k)\}_{i=1}^N \), where the index \( i \) refers to the state \( i \) of \( \theta(k) \). We set
\[ \tilde{A}_i(k) = A(k), \quad \tilde{B}_i(k) = \frac{\sqrt{\pi_i(0)}}{\sqrt{\pi_i(k)}}\Sigma_{\tilde{w}}^{1/2}(k), \]
\[ \tilde{C}_i(k) = \frac{1}{\sqrt{\pi_i(0)}}C_i(k), \quad \tilde{D}_i(k) = \frac{1}{\sqrt{\pi_i(k)}}\Sigma_{\tilde{v}}^{1/2}(k), \]
(5.32)
for all \( i, k \geq 0 \) (note that since \( P(k) \) is assumed doubly stochastic and irreducible and \( \pi_i(0) > 0 \), we have that \( \pi_i(k) > 0 \) for all \( i, k \geq 0 \)). In addition, \( \xi_0, \theta(k), \tilde{w}(k) \) and \( \tilde{v}(k) \) are assumed independent for all \( k \geq 0 \). The random process \( \theta(k) \) is also called mode. Assuming that the mode is directly observed, a linear filter for the state estimation is given by
\[ \hat{\xi}(k+1) = \tilde{A}_{\theta(k)}(k)\hat{\xi}(k) + M_{\theta(k)}(k)(z(k) - \tilde{C}_{\theta(k)}(k)\hat{\xi}(k)), \]
(5.33)
where we assume that the filter gain \( M_{\theta(k)} \) depends only on the current mode. The dynamics of the estimation error \( e(k) \equiv \xi(k) - \hat{\xi}(k) \) is given by
\[ e(k+1) = \left(\tilde{A}_{\theta(k)}(k) - M_{\theta(k)}(k)\tilde{C}_{\theta(k)}(k)\right)e(k) + \]
\[ + \tilde{B}_{\theta(k)}(k)w(k) - M_{\theta(k)}(k)\tilde{D}_{\theta(k)}(k)v(k). \]
(5.34)
Let $\mu(k)$ and $Y(k)$ denote the mean and the covariance matrix of $e(k)$, i.e. $\mu(k) \triangleq E[e(k)]$ and $Y(k) \triangleq E[e(k)e(k)']$, respectively. We define also the mean and the covariance matrix of $e(k)$, when the system is in mode $i$, i.e. $\mu_i(k) \triangleq E[e(k)1_{\{\theta(k)=i\}}]$ and $Y_i(k) \triangleq E[e(k)e(k)1_{\{\theta(k)=i\}}]$, where $1_{\{\theta(k)=i\}}$ is the indicator function. It follows immediately that

$$
\mu(k) = \sum_{i=1}^{N} \mu_i(k) \quad \text{and} \quad Y(k) = \sum_{i=1}^{N} Y_i(k).
$$

**Definition 5.5.1.** The optimal linear filter (5.33) is obtained by minimizing the following quadratic finite horizon cost function

$$
\tilde{J}_K(M(\cdot)) = \sum_{k=1}^{K} \text{tr}(Y(k)) = \sum_{k=1}^{K} \sum_{i=1}^{N} \text{tr}(Y_i(k)),
$$

(5.35)

where $M(\cdot) \triangleq \{M_i(k), k=0\ldots K-1\}_{i=1}^{N}$ are the filter gains and where $M_i(k)$ corresponds to $M_{\theta(k)}(k)$ when $\theta(k)$ is in mode $i$. We can give a similar definition for an optimal steady state filter using the infinite horizon quadratic cost function.

**Definition 5.5.2.** Assume that the matrices $\tilde{A}_i(k)$, $\tilde{C}_i(k)$ and $P(k)$ are constant for all $k \geq 0$. We say that the Markovian jump linear system (5.31) is mean square detectable if there exits $\{M_i\}_{i=1}^{N}$ such that $\lim_{k \to \infty} E[\|e(k)\|^2] = 0$, when the noises $\tilde{w}(k)$ and $\tilde{v}(k)$ are set to zero.

The next result makes the connection between the detectability of the MJLS defined above and the distributed detectability of the process (5.2).

**Proposition 5.5.1.** If the Markovian jump linear system (5.31) is mean square detectable, then the linear stochastic system (5.2)-(5.3) is detectable in the sense of Definition 5.2.1.

**Proof.** In the context of this proposition, the dynamics of the estimation error for the
MJLS (5.31) becomes

\[ e(k + 1) = (A - M_0(k) \tilde{C}_0(k))e(k), \quad e(0) = e_0, \]

where \( \tilde{C}_i = C_i \). It is not difficult to check that the dynamic equations for the covariance matrices \( \{Y_i(k)\}_{i=1}^N \) and the mean vectors \( \{\mu_i(k)\}_{i=1}^N \) are given by

\[ Y_i(k+1) = \sum_{j=1}^N p_{ij}(A - M_j \frac{1}{\sqrt{\pi_i(0)}} C_j)Y_j(k)(A - M_j \frac{1}{\sqrt{\pi_i(0)}} C_j)^\prime, \quad \text{(5.36)} \]

with \( Y_i(0) = Y_i^0 \) and

\[ \mu_i(k+1) = \sum_{j=1}^N p_{ij}(A - M_j \frac{1}{\sqrt{\pi_i(0)}} C_j)\mu_j(k), \mu_i(0) = \mu_i^0, \quad \text{(5.37)} \]

for \( i = 1 \ldots N \). Since the MJLS is assumed mean square detectable it follows that there exists a set of matrices \( \{M_i\}_{i=1}^N \) such that (5.36) is asymptotically stable. But this also implies (see for instance Proposition 3.6 of [11]) that (5.37) is asymptotically stable as well. Setting \( L_i = \pi_i(0)M_i \), we see that (5.37) is identical to equation (5.7) and therefore (5.7) is asymptotically stable (when ignoring the noise). Hence, (5.2) is detectable in the sense of Definition 5.2.1. \( \Box \)

The next result establishes that the optimal gains of the filter (5.33) can be used to approximate the solution of the optimization problem (5.11).

**Proposition 5.5.2.** Let \( M^*(\cdot) \equiv \{M_i^*(k), k = 0, \ldots, K-1\}_{i=1}^N \) be the optimal gains of the linear filter (5.33). If we set \( L_i(k) = \frac{1}{\sqrt{\pi_i(0)}} M_i^*(k) \) as filtering gains in the CBDLF scheme, then the filter cost function (5.10) is guaranteed to be upper bounded by

\[ J_K(L(\cdot)) \leq \sum_{k=0}^{K} \sum_{i=1}^{N} \frac{1}{\pi_i(0)} \text{tr}(Y_i^*(k)), \quad \text{(5.38)} \]

where \( Y_i^*(k) \) are the covariance matrices resulting from minimizing (5.35).
Proof. By Theorem 5.5 of [11], the filtering gains that minimize (5.35) are given by

\[ M_i^*(k) = \tilde{A}_i(k)Y_i^*(k)\tilde{C}_i(k)' \left[ \pi_i(k)\tilde{D}_j(k)\tilde{D}_j(k)' + \tilde{C}_j(k)Y_j^*(k)\tilde{C}_j(k)' \right]^{-1}, \]  \hspace{1cm} (5.39)

for \( i = 1 \ldots N \), where \( Y_i^*(k) \) satisfies

\[ Y_i^*(k + 1) = \sum_{j=1}^{N} p_{ij}(k) \left[ \tilde{A}_j(k)Y_j^*(k)\tilde{A}_j(k)' + \pi_j(k)\tilde{B}_j(k)\tilde{B}_j(k)' - \tilde{A}_j(k)Y_j^*(k)\tilde{C}_j(k)' \left( \pi_j(k)\tilde{D}_j(k)\tilde{D}_j(k)' + \tilde{C}_j(k)Y_j^*(k)\tilde{C}_j(k)' \right)^{-1} \tilde{C}_j(k)Y_j^*(k)\tilde{A}_j(k)' \right]. \]  \hspace{1cm} (5.40)

In what follows we will show by induction that \( Y_i^*(k) = \pi_i(0)Q_i^*(k) \) for all \( i, k \geq 0 \), where \( Q_i^*(k) \) satisfies (5.26). For \( k = 0 \) we have \( Y_i^*(0) = \pi_i(0)Y^*(0) = \pi_i(0)\Sigma_0 = \pi_i(0)Q_i^*(0) \). Let us assume that \( Y_i^*(k) = \pi_i(0)Q_i^*(k) \). Then, from (5.32) we have

\[ \pi_j(k)\tilde{B}_j(k)\tilde{B}_j(k)' = \pi_i(0)\Sigma_w(k), \quad \pi_j(k)\tilde{D}_j(k)\tilde{D}_j(k)' = \Sigma_v(k), \]

\[ \pi_j(k)\tilde{D}_j(k)\tilde{D}_j(k)' + \tilde{C}_j(k)Y_j^*(k)\tilde{C}_j(k)' = \Sigma_v(k) + C_j(k)Q_j^*(k)C_j(k)'. \]  \hspace{1cm} (5.41)

Also,

\[ M_i^*(k) = \pi_i(0)A(k)Q_i^*(k)C_i(k)' \left[ \Sigma_v(k) + C_j(k)Q_j^*(k)C_j(k)' \right]^{-1}, \]  \hspace{1cm} (5.42)

and from (5.25) we get that \( M_i^*(k) = \sqrt{\pi_i(0)}L_i^*(k) \). From (5.40) and (5.41) it can be easily argued that \( Y_i^*(k + 1) = \pi_i(0)Q_i^*(k + 1) \). By Corollary 5.4.1 we have that

\[ J_K(L(\cdot)) \leq \tilde{J}_K(L(\cdot)), \]

for any set of filtering gains \( L(\cdot) \) and in particular for \( L_i(k) = \frac{1}{\pi_i(0)}M_i^*(k) = L_i^*(k) \), for all \( i \) and \( k \). But since

\[ \tilde{J}_K(L^*(\cdot)) = \sum_{k=0}^{K} \sum_{i=1}^{N} \frac{1}{\pi_i(0)}Y_i^*(k), \]

the result follows.
Chapter 6

Conclusions

In Chapter 2 we studied a multi-agent subgradient method under random communication topology. Under an i.i.d. assumption on the random process governing the evolution of the topology, we derived upper bounds on two performance metrics related to the CBMASM. The first metric reflects how close each agent can get to the optimal value. The second metric reflects how close and fast the agents’ estimates of the decision vector can get to the minimizer of the objective function, and it was analyzed for a particular class of convex functions. All the aforementioned performance measures were expressed in terms of the probability distribution of the random communication topology. In addition we showed how the distributed optimization algorithm can be used to perform collaborative system identification, application which can be useful in collaborative tracking.

In Chapter 3 we emphasized the importance of the convexity concept and in particular the importance of the convex hull notion for reaching consensus. We did this by generalizing the asymptotic consensus problem to the case of convex metric spaces. For a group of agents taking values in a convex metric space, we introduced an iterative algorithm which ensures asymptotic convergence to agreement under some minimal assumptions for the communication graph. As an application, we provided an iterative algorithm which guarantees convergence to consensus of opinion.

In Chapter 4 we analyzed the convergence properties of the linear consensus prob-
lem, when the communication topology is modeled as a directed random graph with an underlying Markovian process. We addressed both the cases where the dynamics of the agents are expressed in continuous and discrete time. Under some assumptions on the communication topologies, we provided a rigorous mathematical proof for the intuitive necessary and sufficient conditions for reaching average consensus in the mean square and almost sure sense. These conditions are expressed in terms of connectivity properties of the union of graphs corresponding to the states of the Markov process. The aim of this work has been to show how mathematical techniques from the stability theory of the Markovian jump systems, in conjunction with results from the matrix and graph theory, can be used to prove convergence results for consensus problems under a stochastic framework.

In Chapter 5 we first provided (testable) sufficient conditions under which stable consensus-based distributed linear filters can be obtained. Second, we gave a sub-optimal, linear filtering scheme, which can be implemented in a distributed manner and is valid for time varying communication topologies as well, and which guarantees a quantifiable level of performance. Third, under the assumption that the stochastic matrix used in the consensus step is doubly stochastic we showed that if an appropriately defined Markovian jump linear system is detectable, then the stochastic process of our interest is detectable as well. We also showed that the optimal gains of the consensus-based distributed linear filter scheme can be approximated by using the optimal linear filter for the state estimation of a particular Markovian jump linear system.

As future directions, an immediate extension of the results of Chapter 2 is the generalization of the convergence analysis to case where the communication topology is mod-
eled by a Markovian random graph. The results introduced in Chapter 4 provide the appropriate framework to this end. In Chapter 5 we proposed a distributed algorithm for the state estimation of a process observed by a network of sensors. When considering wireless networks, another relevant problem is designing network architectures aimed at ensuring good estimation performance and network longevity. The problem increases in complexity if we impose the solution to be obtained in a distributed manner. Due to the communication costs inherent to a wireless network, the network architecture should be a result of a tradeoff between the need for rich communication neighborhoods for obtaining accurate and stable estimates and the need for small communication neighborhoods for energy conservation. Our approach will consist in formulating the network architecture design problem as a constraint optimization problem which is solved in a distributed manner by the sensors. The main cost should reflect the relevance of the sensor measurements for the estimation process, while the constraints should reflect the limited energy available for communication and the need to ensure rich enough local neighborhoods for computing the state estimates.

As we showed in Chapters 2 and 5, the consensus problem represents a tool for localizing algorithms in distributed computing. Important optimization problems go beyond the realm of $\mathbb{R}^n$. For example, as we have mentioned in the introduction chapter, the trusted routing problem is formulated on the $\text{Max-plus semiring}$, while the design of network topology can be formulated on a $\text{Hamming space}$. We plan to continue the analysis started in Chapter 3, and formulate the consensus problem on semirings, and in particular on the $\text{Max-plus}$ algebra. One of our goals is to explore the feasibility of using consensus to localize the algorithms used for solving optimization problems on spaces where the
operations and relations are described by the *Max-plus* algebra, for example. A simple model for a graph link is obtained by assigning to the link a boolean value. By stacking all possible links, we obtain a vector whose entries can take zero/one values (corresponding to the existence or non-existence of links), and which lives in a Hamming space. As we have previously commented, designing communication topologies is an important problem in distributed optimization, estimation and control applications, in particular in the case of wireless networks for which usually the resources are scarce. Another goal of ours is to study the possibility of using the consensus problem formulated on Hamming spaces for solving distributed optimization problems whose result should provide a network architecture, specifically designed for a particular task, such as estimation or optimization.
Appendix A

Discrete-Time Coupled Matrix Equations

A.1 Properties of a special class of difference matrix equations

Given a positive integer \( N \), a sequence of positive numbers \( \mathbf{p} = \{p_{ij}\}_{i,j=1}^{N} \) and a set of matrices \( \mathbf{F} = \{F_{i}\}_{i=1}^{N} \), we consider the following matrix difference equations

\[
W_{i}(k+1) = \sum_{j=1}^{N} p_{ij} F_{j}(k) F'_{j}, \quad W_{i}(0) = W_{i}^{0}, \quad i = 1 \ldots N.
\]  
(A.1)

Additionally, consider a similar set of matrix difference equations

\[
W_{i}(k+1) = \sum_{j=1}^{N} p_{ji} F'_{j}(k) F_{j}, \quad W_{i}(0) = W_{i}^{0}, \quad i = 1 \ldots N.
\]  
(A.2)

**Proposition A.1.1.** [9] The dynamics (A.1) are asymptotically stable if and only if the dynamics (A.2) are asymptotically stable.

Related to the above dynamic equations, we introduce the following stabilizability and detectability definitions.

**Definition A.1.1.** [10] Given a set of matrices \( \mathbf{C} = \{C_{i}\}_{i=1}^{N} \), we say that \((\mathbf{p}, \mathbf{L}, \mathbf{A})\) is detectable if there exists a set of matrices \( \mathbf{L} = \{L_{i}\}_{i=1}^{N} \) such that the dynamics (A.1) is asymptotically stable, where \( F_{i} = A_{i} - L_{i}C_{i}, \) for \( i = 1 \ldots N \).

**Definition A.1.2.** [10] Given a set of matrices \( \mathbf{C} = \{C_{i}\}_{i=1}^{N} \), we say that \((\mathbf{A}, \mathbf{L}, \mathbf{p})\) is stabilizable, if there exists a set of matrices \( \mathbf{L} = \{L_{i}\}_{i=1}^{N} \) such that the dynamics (A.1) is asymptotically stable, where \( F_{i} = A_{i} - C_{i}L_{i}, \) for \( i = 1 \ldots N \).
Remark A.1.1. Given a semipositive definite matrix $X$ and a positive definite matrix $Y$, the following holds:

$$
\min_{i=1,...,n} \lambda_i(Y) \text{tr}(X) \leq \text{tr}(YX) \leq \max_{i=1,...,n} \lambda_i(Y) \text{tr}(X)
$$

Proposition A.1.2. If there exists a set of symmetric positive definite matrices $\{V_i\}_{i=1}^N$ such that

$$
V_i = \sum_{j=1}^N p_{ji} F_i^t V_j F_i + S_i, \quad (A.3)
$$

for some set of symmetric positive definite matrices $\{S_i\}_{i=1}^N$, then the dynamics (A.1) are asymptotically stable.

Proof. We use the same idea as in the proof of Theorem 3.19 of [11] and define the following Lyapunov function

$$
\Phi(k) = \sum_{i=1}^N \text{tr}(W_i(k) V_i).
$$

In the following we show that the difference $\Phi(k+1) - \Phi(k)$ is negative for all $k \geq 0$, from which we infer the asymptotic stability of (A.1). We get that

$$
\Phi(k+1) - \Phi(k) = \text{tr} \left( \sum_{i=1}^N \left( \sum_{j=1}^N p_{ji} F_i^t W_j(k) F_j^t \right) V_i - W_i(k) V_i \right) =
$$

$$
= \text{tr} \left( \sum_{i=1}^N W_i(k) \left( \sum_{j=1}^N p_{ji} F_i V_j(k) F_j^t - V_i \right) \right) = \sum_{i=1}^N \text{tr}(W_i(k) S_i).
$$

Since $\{W_i(k)\}_{i=1}^N$ are positive semi-definite matrices for $k \geq 0$ and $\{S_i\}_{i=1}^N$ are positive definite, by Remark A.1.1, it follows that

$$
\Phi(k+1) - \Phi(k) < 0, \quad k \geq 0.
$$

□
Proposition A.1.3. If there exists a set of symmetric positive definite matrices \( \{ V_i \}_{i=1}^N \) such that

\[
V_i = \sum_{j=1}^N p_{ij} F_i^T V_j F_i + S_i, \tag{A.4}
\]

for some set of symmetric positive definite matrices \( \{ S_i \}_{i=1}^N \), then the dynamics (A.1) are asymptotically stable.

Proof. Using the same approach as in the previous proposition, we prove the asymptotic stability of the dynamics (A.2). Using Proposition A.1.1, the result follows. \( \square \)

Proposition A.1.4. If the following linear matrix inequalities are feasible

\[
\begin{pmatrix}
X_i & \sqrt{p_{11}} X_i F_i & \sqrt{p_{21}} X_i F_{i'} & \cdots & \sqrt{p_{N1}} X_i F_{i'}
\end{pmatrix}
\begin{pmatrix}
X_i
\sqrt{p_{11}} X_i F_i
\sqrt{p_{21}} X_i F_{i'}
\cdots
\sqrt{p_{N1}} X_i F_{i'}
\end{pmatrix} > 0, \tag{A.5}
\]

for \( i = 1 \ldots N \), where \( \{ X_i \}_{i=1}^N \) are the unknown variables, then the dynamics (A.1) are asymptotically stable.

Proof. By the Schur complement lemma, (A.5) are feasible if and only if

\[
X_i - \sum_{j=1}^N p_{ji} X_i F_j X_j^{-1} F_i^T X_i > 0, \quad X_i > 0, \quad i = 1 \ldots N. \tag{A.6}
\]

By defining \( V_i \triangleq X_i^{-1}, \quad i = 1 \ldots N \), (A.6), becomes

\[
V_i - \sum_{j=1}^N p_{ji} F_j V_j F_j^T > 0, \quad V_i > 0, \quad i = 1 \ldots N.
\]

By Proposition A.1.2, (A.1) is asymptotically stable. \( \square \)
Inspired by Proposition A.1.4, detectability and stabilizability tests, in the sense of Definitions A.1.1 and A.1.2, respectively, can be formulated in terms of the feasibility of a set of linear matrix inequalities.

**Proposition A.1.5** (detectability test). *If the following matrix inequalities are feasible

\[
\begin{pmatrix}
X_i & \sqrt{p_{i1}}(X_iA_i - Y_iC_i) & \sqrt{p_{i2}}(X_iA_i - Y_iC_i) & \cdots & \sqrt{p_{IN}}(X_iA_i - Y_iC_i) \\
\sqrt{p_{i1}}(X_iA_i - Y_iC_i)' & X_1 & 0 & \cdots & 0 \\
\sqrt{p_{i2}}(X_iA_i - Y_iC_i)' & 0 & X_2 & \cdots & 0 \\
& \vdots & \vdots & \ddots & \vdots \\
\sqrt{p_{IN}}(X_iA_i - Y_iC_i)' & 0 & 0 & \cdots & X_N
\end{pmatrix} > 0,
\]

(A.7)

for \(i = 1 \ldots N\), where \(\{X_i\}_{i=1}^N\) and \(\{Y_i\}_{i=1}^N\) are the unknown variables, then \((p, L, A)\) is detectable in the sense of Definition A.1.1. Moreover choosing \(L_i = X_i^{-1}Y_i\), for \(i = 1 \ldots N\), the dynamics (A.1) are asymptotically stable.

*Proof.* By the Schur complement lemma, (A.7) are feasible if and only if

\[
X_i - \sum_{j=1}^N p_{ij}(X_iA_i - Y_iC_i)X_j^{-1}(X_iA_i - Y_iC_i)' > 0, \quad X_i > 0, \quad i = 1 \ldots N.
\]

(A.8)

By defining \(L_i \triangleq X_i^{-1}Y_i\) and \(V_i \triangleq X_i^{-1}, \quad i = 1 \ldots N\), (A.8), becomes

\[
V_i - \sum_{j=1}^N p_{ij}F_iV_jF_i' > 0, \quad V_i > 0, \quad i = 1 \ldots N.
\]

By Proposition A.1.3, \((p, L, A)\) is detectable in the sense of Definition A.1.1. \(\square\)
**Proposition A.1.6** (stabilizability test). *If the following matrix inequalities are feasible*

\[
\begin{pmatrix}
X_i & \sqrt{p_1}(X_iA_i-C_iY_i)' & \sqrt{p_2}(X_iA_i-C_iY_i)' & \cdots & \sqrt{p_N}(X_iA_i-C_iY_i)'
\end{pmatrix} > 0,
\]

\(i = 1 \ldots N\), where \(X_i^N\) and \(Y_i^N\) are the unknown variables, then \((A, L, p)\) is stabilizable in the sense of Definition A.1.2. Moreover choosing \(L_i = Y_iX_i^{-1}\), for \(i = 1 \ldots N\), the dynamics \((A.1)\) are asymptotically stable.

**Proof.** By the Schur complement lemma, \((A.9)\) are feasible if and only if

\[
X_i - \sum_{j=1}^{N} p_{ij}(X_iA_i-Y_iC_i)'X_i^{-1}(X_iA_i-Y_iC_i) > 0, \ X_i > 0, \ i = 1 \ldots N.
\]

(A.10)

By defining \(L_i = X_i^{-1}Y_i\) and \(V_i = X_i^{-1}, \ i = 1 \ldots N\), (A.10), becomes

\[
V_i - \sum_{j=1}^{N} p_{ij}F_j'V_jF_i > 0, \ V_i > 0, \ i = 1 \ldots N.
\]

By Proposition A.1.2, \((p, L, A)\) is stabilizable in the sense of Definition A.1.2. \(\square\)

### A.2 Discrete-time coupled Riccati equations

Consider the following coupled Riccati difference equations

\[
Q_i(k+1) = \sum_{j=1}^{N} p_{ij} \left( A_jQ_j(k)A_j' - A_jQ_j(k)C_j'Q_j(k)C_j + \Sigma_{ij} \right)^{-1} C_jQ_j(k)A_j' + \Sigma_w.
\]

(A.11)

\(Q_i(0) = Q_i^0 > 0, \ i = 1 \ldots N\), where \(\Sigma_{ij}^N\) and \(\Sigma_w\) are symmetric positive definite matrices.
Proposition A.2.1. Let $\Sigma_{\nu}^{1/2} = \{\Sigma_{\nu i}^{1/2} \}_{i=1}^N$, where $\Sigma_{\nu i} = \Sigma_{\nu i}^{1/2} \Sigma_{\nu i}^{1/2}$. Suppose that $(p, C, A)$ is detectable and that $(A, \Sigma_{\nu}^{1/2}, p)$ is stabilizable in the sense of Definitions A.1.1 and A.1.2, respectively. Then there exists a unique set of symmetric positive definite matrices $\tilde{Q} = \{\tilde{Q}_i\}_{i=1}^N$ satisfying

$$\tilde{Q}_i = \sum_{j=1}^N p_{ij} (A_j \tilde{Q}_j A_j^T - A_j \tilde{Q}_j C_j (C_j \tilde{Q}_j C_j + \Sigma_{\nu j})^{-1} C_j \tilde{Q}_j A_j^T + \Sigma_v), \quad i = 1 \ldots N.$$ (A.12)

Moreover, for any initial conditions $Q_0^i > 0$, we have that $\lim_{k \to \infty} Q_i(k) = \tilde{Q}_i$.

Proof. The proof can be mimicked after the proof of Theorem 1 of [10]. Compared to our case, in Theorem 1 of [10], scalar terms, taking values between zero and one, multiply the matrices $\Sigma_{\nu j}$ in (A.12). However it is not difficult to note that the result holds even in the case where these scalar terms take the value one, which corresponds to our setup. □
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