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CHAPTER 1

Introduction

We present several methods, outlined in Chapters 3-5, for image processing and data classification using a graphical framework. The framework is often used to exploit underlying similarities in the data [6, 22, 106, 113–115]. For example, spectral graph theory [24, 84] uses this approach to perform various tasks in imaging and data clustering. Graph-based formulations have been also used extensively for image processing applications [10, 26, 27, 36, 56, 57, 59, 74, 96]. Specifically, algorithms for image denoising in [17], image inpainting and reconstruction in [51,91,111], image deblurring in [77] and manifold processing in [36] all utilize such formulations. We use a non-local calculus formulation [103] to generalize the continuous formulation to a (non-local) discrete setting, while other non-local versions for weighted graphs are described in [36]. A comprehensive reference about casting continuous PDEs in graph form is found in [58].

Chapter 3 develops a fast algorithm (MBO method) for classification and image processing. The method is inspired by diffuse interface models that have been used in a variety of problems, such as those in fluid dynamics and materials science. As an alternative to $L^1$ compressed sensing methods, Bertozzi and Flenner introduce a graph-based model based on the Ginzburg-Landau functional in their work [9]. To define the functional on a graph, the spatial gradient is replaced by a more general graph gradient operator. Analogous to the continuous case, the first variation of the model yields a gradient descent equation with the graph Laplacian, which is then solved by a numerical scheme with convex splitting. To reduce the dimension of the graph Laplacian and make the computation more efficient, the authors propose the Nyström extension method [44] to approximate eigenvalues and the corresponding eigenvectors of the graph Laplacian. Moreover, many applications suggest that the MBO scheme of Merriman, Bence and Osher [82] for approximating the motion by mean curvature performs very well in minimizing functionals built around the Ginzburg-Landau functional. For example, the authors of [39] propose an adaptation of the scheme to solve the piecewise constant Mumford-Shah functional. This inspired us to adapt the MBO scheme [82] for solving graph based equations to create a simple algorithm that achieves
faster convergence through a small number of computationally inexpensive iterations. The resulting MBO method can be applied to various problems, such as image processing, classification and object detection in, for example, hyperspectral data.

We proceed with the chapter by presenting two graph-based algorithms for multiclass classification of high dimensional data. The multiclass extension is obtained using the Gibbs simplex. The first algorithm minimizes the Ginzburg-Landau functional using gradient descent and a convex-splitting scheme. The second algorithm is an extension of the MBO method already introduced. It uses fewer parameters than the first algorithm, and while this may in some cases make it more restrictive, in our experiments it was highly accurate and efficient. Both of these algorithms demonstrate how methods motivated by the PDE literature can be productively adapted to graphs, producing effective multiclass data segmentation methods.

The theoretical portion of the chapter is concluded with a presentation of an application of the multiclass MBO algorithm to hyperspectral video data. We use the Nyström extension method to efficiently calculate the needed eigenvectors. This implementation of the algorithm requires an operator assisted spectral clustering preprocessing step to identify a subset of pixels denoted as “ground truth” for the four classes. The resulting classification of chemical plumes and background pixels are excellent. Only a small number of eigenvectors is needed to achieve a good result and no preprocessing is necessary.

Chapter 4 develops a global minimization framework for segmentation of high dimensional data into two classes. Instead of applying classical combinatorial algorithms, we build on more recent work from imaging, which formulates two class partition problems as convex variational problems [11, 21, 54] or variational min-cut/max-flow problems [108, 109]. Convex optimization algorithms were used in [11, 54, 108, 109] to split the problems into simpler subproblems, each of which could be solved by PDE techniques. In this chapter, we describe the extension of the variational min-cut/max-flow duality in [108, 109] and of the algorithm in [54, 107] to a more general graph setting to solve a more general clustering problem. The new subproblems are solved by graph-based PDE techniques. We also show how constraints on the size of each class can be incorporated by a small modification of the max-flow algorithm. The advantage of the methods proposed in this chapter is the fact that they are convex, unlike those in the earlier chapter, which have the potential of occasionally being stuck in a local minima.

While Chapters 3 and 4 involve semi-supervised algorithms, Chapter 5 develops an unsuper-
vised method, where there is no a priori knowledge of the labeling of some of the data points. This is a harder problem, but it has the advantage of not requiring one to know part of the ground truth. The goal of the chapter is binary classification, same as in Chapter 4. The novel binary unsupervised clustering algorithm introduced is a modification of the normalized cut problem.

One of the ways to cluster a target set $X$ (defined on a graph $G = (V, E)$ and the weight function $w$ defined on the set of edges) into two clusters is to find a partition $X = S \cup \bar{S}$ such that the following value is minimized:

$$\text{cut}(S, \bar{S}) = \sum_{x \in S, y \in \bar{S}} w(x, y).$$

The intuition behind this is the fact that we want to find a partition such that the weights between vertices of the same set are large, and weights between vertices of different sets are small. In other words, we want to group vertices that are alike together, and put those that are dissimilar in different groups. However, minimizing the above problem usually leads to an undesirable solution, because it tends to isolate individual vertices from the rest of the graph. Usually, what is wanted is for the two sets to be relatively close in size. Thus, some sort of normalization is usually needed. Our method is developed from the normalized cut problem and uses the Ginzburg-Landau functional.

This problem has been a popular one to be studied. Here, we emphasize work that at least indirectly deals with solving the cut problem (with some normalization factor). In [18], the authors present a generalized version of spectral clustering using the graph p-Laplacian. They show that, in a certain limit, the cut resulting from thresholding the second eigenvector of the graph p-Laplacian is the solution to the Cheeger cut problem. An efficient scheme to calculate the eigenvector is introduced. In [63], Hein et al. show that some constrained optimization problems can be formulated as nonlinear eigenproblems. The authors then describe a generalization of the inverse power method which converges to nonlinear eigenvectors. This method is applied to spectral clustering and sparse principal component analysis. Recent work by Bresson, Szlam, Laurent, von Brecht, et al. includes several important papers related to this area. In [100], Szlam et al. give a continuous relaxation of the Cheeger cut problem on a weighted graph. In particular, they show the equivalence/relationship between the total variation problem and the Cheeger cut problem. An algorithm based on the split-Bregman method [55] is developed to minimize the proposed energy. Authors of [12] present two algorithms solving the relaxed Cheeger cut problem. They also prove convergence results for these algorithms. The first algorithm is a novel steepest descent approach and
the second one is a modified inverse power method. In [14], Bresson et al. describe an adaptive version of the method shown in [12], the goal of which is to compute the solution of the relaxed Cheeger cut problem. This is achieved via a new adaptive stopping condition. The result is an algorithm that is monotonic and much more efficient than before. Multiclass extensions have also been proposed. One approach is to use recursive extensions and thus solve a collection of binary problems. However, other approaches have been introduced. The authors of [13] present a framework for multi class total variation clustering that does not use recursion. They formulate the Cheeger energy in a multi class setting, and the relax the energy in a continuous setting. This results in an optimization problem involving total variation, which is then solved using the proposed proximal splitting algorithm. In [15], an extension of the result of [100] is introduced. The extension deals with multiple classes and learning from these classes using a set of labels. The method is made even more efficient by the usage of fast $L^1$ solvers, designed for the total variation semi-norm.
CHAPTER 2

Background

2.1 Graphical Framework

For all methods, we consider a graphical framework with an undirected graph $G = (V, E)$, where $V$ is the set of vertices and $E$ is the set of edges. Let $w$ be the weight function (defined on the set of edges) which measures the similarity between each two vertices. Also, let

$$d(x) = \sum_{y \in V} w(x, y)$$

be the degree of vertex $x$. The diagonal matrix $D$ contains the degree along its diagonal entries and the matrix $W$ contains values of the weight function. Both matrices are of dimension $n$ by $n$, where $n$ is the number of vertices. A representation of the graphical framework is shown below.

One advantage of using a graphical framework is that it allows one to be non-local and take into account the relationship between any two nodes in the data set. Therefore, repetitive structure and texture can be captured. The graphical framework is also more general, and can be easily constructed for any data set.
Weight Function

When choosing a weight function, the goal is to give a large weight to an edge if the two vertices it is connecting are similar and a small weight if they are dissimilar. One popular choice for the weight function is the Gaussian

\[ w(x, y) = e^{-\frac{d(x,y)^2}{\sigma^2}}, \]

where \( d(x,y) \) is some distance measure between the two vertices \( x \) and \( y \), and \( \sigma \) is a parameter to be chosen. For example, if the data set consists of points in \( \mathbb{R}^2 \), \( d(x,y) \) can be the Euclidean distance between point \( x \) and point \( y \), since points farther away are less likely to belong to the same cluster than points closer together. For images, \( d(x,y) \) can be defined as the weighted 2-norm of the difference of the feature vectors of pixels \( x \) and \( y \), where the feature vector of a node consists of intensity values of pixels in its neighborhood, as described in [52].

Another choice for the similarity function used in this work is the Zelnik-Manor and Perona weight function [90] for sparse matrices:

\[ w(x, y) = e^{-\frac{d(x,y)^2}{\sqrt{\tau(x)\tau(y)}}}, \]

where the local parameter \( \tau(x) = d(x,z)^2 \), and \( z \) is the \( M^{th} \) closest vertex to vertex \( x \).

Note that it is not necessary to use a fully connected graph setting, which might be a computational burden. Specifically, the fully connected graph can be approximated by a much smaller graph by only including an edge between vertex \( x \) and \( y \) if \( x \) is a \( k \)-nearest neighbor of \( y \) or vice versa. This is called a \( k \)-nearest neighbor graph. One can also create a mutual \( k \)-nearest neighbor graph by only including an edge between \( x \) and \( y \) if both of them are \( k \)-nearest neighbors of each other. In this paper, we make use of such an approximation; our edge set includes only edges between vertices that are near to each other. If two vertices \( x \) and \( y \) are not connected by an edge, then the weight between them is set to 0.

Graph Laplacian

In the graphical framework, it is possible to introduce some common mathematical operators in a graphical setting. For this section, we will only be concerned with the graph version of the differential Laplace operator. Although many versions exist, we mention the following three matrices that are related to the differential \( \Delta \) operator:
* \( L = D - W \), unnormalized Laplacian

* \( L_s = D^{-\frac{1}{2}}LD^{-\frac{1}{2}} \), symmetric Laplacian

* \( L_{rw} = D^{-1}L \), random walk Laplacian

The last two matrices represent normalized versions of the original Laplacian, as it is sometimes desirable to scale, especially in high dimensions. Note that we have the following equations:

\[
Lu(x) = \sum_y w(x, y)(u(x) - u(y)),
\]

\[
L_s u(x) = \frac{1}{d(x)} \sum_y w(x, y)(u(x) - u(y)),
\]

\[
L_{rw} u(x) = \frac{1}{\sqrt{d(x)}} \sum_y w(x, y)\left(\frac{u(x)}{\sqrt{d(x)}} - \frac{u(y)}{\sqrt{d(y)}}\right).
\]

The graph Laplacian \( L \) has the following easily shown properties:

1) \( L \) is symmetric and positive semi-definite.
2) \( L \) has \( n \) non-negative, real-valued eigenvalues \( 0 = \lambda_1 \leq \lambda_2 \leq \lambda_n \).
3) The smallest eigenvalue of \( L \) is 0; eigenvector is just a constant vector.

The graph Laplacians \( L_s \) and \( L_{rw} \) have the following easily shown properties:

1) \( L_s \) and \( L_{rw} \) are positive semi-definite.
2) \( L_s \) and \( L_{rw} \) have \( n \) non-negative, real-valued eigenvalues \( 0 = \lambda_1 \leq \lambda_2 \leq \lambda_n \).
3) \( \lambda \) is an eigenvalue of \( L_{rw} \) with eigenvector \( u \) if and only if \( \lambda \) is an eigenvalue of \( L_s \) with eigenvector \( w = D^{\frac{1}{2}}u \).
4) The smallest eigenvalue of \( L_s \) and \( L_{rw} \) is 0.

It is also worthwhile to mention that the multiplicity of eigenvalue 0 equals the number of connected components in the graph.

**Other Graph Operators**

Another important operator that arises from the need to define variational methods on graphs is the mean curvature on graphs. This non-local operator was introduced by Osher and Shen in [89], who defined it via graph based \( p \)-Laplacian operators. \( p \)-Laplace operators are a family of
quasilinear elliptic partial differential operators defined for $1 \leq p < \infty$:

$$L^p(u) = \nabla \cdot (|\nabla u|^{p-2} \nabla u)$$

In the special case $p = 2$, the $p$-Laplacian is just a regular Laplacian. For $p = 1$, the $p$-Laplacian represents curvature.

The discrete graph version of $p$-Laplace operators is defined in [36] as:

$$L^p(u(x)) = \frac{1}{p} \sum_{(x,y) \in E} w(x, y)(\|\nabla u(x)\|^{p-2} + \|\nabla u(y)\|^{p-2})(u(x) - u(y)).$$

Note that the graph 2-Laplacian is just the graph Laplacian, which is consistent with the continuous case.

Let us now define the mean curvature on graphs- the discrete analog of the mean curvature of the level curve of a function defined on a continuous domain of $\mathbb{R}^N$:

$$\kappa_w = \frac{1}{2} \sum_{(x,y) \in E} w(x, y)(\frac{1}{\|\nabla u(x)\|} + \frac{1}{\|\nabla u(y)\|})(u(x) - u(y)).$$

Note that in the case of unweighted mesh graph, $\kappa_w$ becomes a numerical discretization of mean curvature. This curvature, $\kappa_w$, is also used in [30] as a regularizer in a graph adaptation of the Chan-Vese method. In their work in progress [104], Van Gennip et al. propose a different definition of mean curvature on graphs and prove convergence of the MBO scheme on graphs.

### Previous Work Using Graphs

Graph-based formulations have been used extensively for image processing applications [10, 26, 27, 36, 56, 57, 59, 74]. Interesting connections between these different algorithms, as well as between continuous and discrete optimizations, have been established in the literature. Grady has proposed a random walk algorithm [57] that performs interactive image segmentation using the solution to a combinatorial Dirichlet problem. Elmoataz et al. have developed generalizations of the graph Laplacian [36] for image denoising and manifold smoothing.

Couprie et al. in [26] define a conveniently parameterized graph-based energy function that is able to unify graph cuts, random walker, shortest paths and watershed optimizations. There, the authors test different seeded image segmentation algorithms, and discuss possibilities to optimize more general models with applications beyond image segmentation. In [27], alternative graph-based formulations of the continuous max-flow problem are compared, and it is shown that not
all the properties satisfied in the continuous setting carry over to the discrete graph representation. For general data segmentation, Bresson et al. in [12], present rigorous convergence results for two algorithms that solve the relaxed Cheeger cut minimization, and show a formula that gives the correspondence between the global minimizers of the relaxed problem and the global minimizers of the combinatorial problem.

2.2 Graphical Framework, Extended

For the MBO method, we only need to define the Laplace operator in a more general graphical framework, since this is the only operator encountered in the procedure. For each of the versions of the method developed in Chapter 4, however, we need to consider more operators, and thus we outline the graphical framework in more detail here, giving more general definitions for other operators. We define operators on graphs in a similar fashion as done in [62, 103], where the justification for these choices is shown.

Assume $m$ is the number of vertices in the graph and let $\mathcal{V} \cong \mathbb{R}^m$ and $\mathcal{E} \cong \mathbb{R}^{m(m-1)/2}$ be Hilbert spaces (associated with the set of vertices and edges, respectively) defined via the following inner products:

$$
\langle u, \gamma \rangle_{\mathcal{V}} = \sum_x u(x)\gamma(x)d(x)^r,
$$

$$
\langle \psi, \phi \rangle_{\mathcal{E}} = \frac{1}{2} \sum_{x,y} \psi(x,y)\phi(x,y)w(x,y)^{2q-1}
$$

for some $r \in [0, 1]$ and $q \in [\frac{1}{2}, 1]$. Let us also define the following norms:

$$
\|u\|_{\mathcal{V}} = \sqrt{\langle u, u \rangle_{\mathcal{V}}} = \sqrt{\sum_x u(x)^2d(x)^r},
$$

$$
\|\phi\|_{\mathcal{E}} = \sqrt{\langle \phi, \phi \rangle_{\mathcal{E}}} = \sqrt{\frac{1}{2} \sum_{x,y} \phi(x,y)^2w(x,y)^{2q-1}},
$$

$$
\|\phi\|_{\mathcal{E},\infty} = \max_{x,y} |\phi(x,y)|.
$$

The gradient operator $\nabla : \mathcal{V} \rightarrow \mathcal{E}$ is then defined as:

$$
(\nabla u)_w(x,y) = w(x,y)^{1-q}(u(y) - u(x)).
$$

The Dirichlet energy does not depend on $r$ or $q$:

$$
\frac{1}{2} \|\nabla u\|_{\mathcal{E}}^2 = \frac{1}{4} \sum_{x,y} w(x,y)(u(x) - u(y))^2.
$$
The divergence $\text{div} : \mathcal{E} \rightarrow \mathcal{V}$ is defined as the adjoint of the gradient:

$$(\text{div}_w \phi)(x) = \frac{1}{2d(x)^r} \sum_y w(x, y)^q(\phi(x, y) - \phi(y, x)),$$  \hspace{1cm} (4)$$

where we define the adjoint using the following definition: $\langle \nabla u, \phi \rangle_{\mathcal{E}} = -\langle u, \text{div}_w \phi \rangle_{\mathcal{V}}$.

We now have a family of graph Laplacians $\triangle_r = \text{div}_w \hat{\nabla} : \mathcal{V} \rightarrow \mathcal{V}$:

$$(\triangle_w u)(x) = \sum_y w(x, y) d(x)^r (u(y) - u(x)).$$  \hspace{1cm} (5)$$

Viewing $u$ as a vector in $\mathbb{R}^m$, we can write

$$-\triangle_w u = (D^{1-r} - D^{-r}W)u.$$

The case with $r = 0$ is the unnormalized Laplacian

$$L = D - W.$$

However, the matrix $L$ is usually scaled to guarantee convergence to the continuum differential operator in the limit of large sample size [9]. Although several versions exist, we consider two popular versions of the symmetric Laplacian $L_s = D^{-\frac{1}{2}}LD^{-\frac{1}{2}} = I - D^{-\frac{1}{2}}WD^{-\frac{1}{2}}$ and the random walk Laplacian ($r = 1$)

$$L_{rw} = D^{-1}L = I - D^{-1}W.$$

The advantage of the former formulation is its symmetric property which allows for more efficient implementations.

A family of anisotropic total variations $TV_w : \mathcal{V} \rightarrow \mathbb{R}$ can now be defined:

$$TV_w(u) = \max \left\{ \langle \text{div}_w \phi, u \rangle_{\mathcal{V}} : \phi \in \mathcal{E}, \|\phi\|_{\mathcal{E}, \infty} \leq 1 \right\} = \frac{1}{2} \sum_{x,y} w(x, y)^q |u(x) - u(y)|.$$  \hspace{1cm} (6)$$

Lastly, in this section, we consider the following graph-based Ginzburg Landau functional:

$$GL_\epsilon(u) = \|\nabla u\|^2_{\mathcal{E}} + \frac{1}{\epsilon} \sum_x W(u(x)).$$

**Remark.** It is noted in [103] that although the first term in the continuous Ginzburg-Landau functional

$$\epsilon \int |\nabla u|^2 dx + \frac{1}{\epsilon} \int W(u) dx$$
is scaled by $\epsilon$, the first term of $GL_\epsilon$ contains no $\epsilon$. This occurs because the Dirichlet energy in the continuous Ginzburg-Landau functional is unbounded for functions of bounded variation and taking on two values of the minima of the double-well potential (almost everywhere). However, the difference terms of $GL_\epsilon$ are finite even in the case of binary functions, and no rescaling of the first term is necessary.

It remains to choose the parameters $q$ and $r$. We choose $q = 1$ as in [103], where it is shown that for any $r$, $TV_w$ is the $\Gamma$-limit (Gamma convergence) of a sequence of graph-based Ginzburg-Landau (GL)-type functionals:

**Theorem 1.** $GL_\epsilon \xrightarrow{\Gamma} GL_0$ as $\epsilon \to 0$, where

$$GL_\epsilon(u) = \|\nabla u\|^2_\epsilon + \frac{1}{\epsilon} \sum_x W(u(x)) = \frac{1}{2} \sum_{x,y} w(x,y)(u(x) - u(y))^2 + \frac{1}{\epsilon} \sum_x W(u(x)),$$

$$GL_0(u) = \begin{cases} 
TV_w(u)\text{with } q=1 & \text{for } u \text{ s.t. } u(x) \in \{0, 1\} \\
\infty & \text{otherwise}
\end{cases}$$

**Proof** See Theorem 3.1 of [103]. ■

It is also shown in the paper (specifically Theorem 3.6) that the addition of a fidelity term is compatible with $\Gamma$-convergence. Since one of the algorithms we compare our methods to involves the Ginzburg-Landau functional, to be consistent, we use the above definitions with $q = 1$ in our formulations.

We choose $r = 1$ because it results in a normalized random walk Laplacian and the eigenvectors as well as the corresponding eigenvalues of the matrix can be efficiently calculated. Although the random walk Laplacian matrix itself is not symmetric, spectral graph theory described in [24] shows that the eigenvectors of the random walk Laplacian can be directly computed from knowing the diagonal matrix $D$ and the eigenvectors of the symmetric graph Laplacian (which is a symmetric matrix) $L_s$. In particular, $\lambda$ is an eigenvalue of $L_{rw}$ with eigenvector $u$ if and only if $\lambda$ is an eigenvalue of $L_s$ with eigenvector $w = D^{\frac{1}{2}}u$. This is proved by multiplying the eigenvalue equation $L_{rw}u = \lambda u$ by $D^{\frac{1}{2}}$ from the left and then substituting $w = D^{\frac{1}{2}}u$, obtaining $L_s w = \lambda w$.

We take advantage of this property by calculating the eigenvalues and eigenvectors of the symmetric graph Laplacian (since symmetric matrices allow for more efficient implementations) and then using this information to calculate the same for the random walk Laplacian.

To summarize, we use the above operator definitions with $q = 1$ and $r = 1$. 
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Therefore, we use

\[
TV_w(u) = \max \{ \langle \text{div}_w \phi, u \rangle_V : \phi \in \mathcal{E}, \| \phi \|_{\mathcal{E}, \infty} \leq 1 \} = \frac{1}{2} \sum_{x,y} w(x,y)|u(x) - u(y)|. \tag{7}
\]

In this section, we use the notation \( u(x) \) to denote the value of \( u \) at node \( x \in V \) that provides information about the class membership of the node. Specifically, we use \( u(x) = 0 \) to denote the fact that node \( x \) belongs to class 1, and \( u(x) = 1 \) to denote that it belongs to class 2.

\section{2.3 Optimization}

\textbf{Constrained and Unconstrained Minima}

This section will focus on the connection between constrained and unconstrained minima. Consider the problem of

\[
\min_x f(x)
\]

under the constraint

\[
g(x) = 0.
\]

Suppose that this minimum is achieved at \( x_0 \). By the theory of Lagrange multipliers, there exists a multiplier \( \lambda \) such that, if \( G = f + \lambda g \),

\[
G'(x_0) = 0, \quad g(x_0) = 0,
\]

\[
G''(x_0, h) = \sum_{i,j=1}^{m} \left( \frac{\partial^2 G}{\partial x^i \partial x^j} \right) h^i h^j \geq 0
\]

for all \( h \neq 0 \) such that

\[
g'(x_0, h) = g'(x_0) \cdot h = 0.
\]

A point \( y \) is considered non-singular if

\[
\begin{vmatrix}
\frac{\partial^2 G}{\partial x^i \partial x^j} & \frac{\partial g}{\partial x^i} \\
\frac{\partial g}{\partial x^j} & 0
\end{vmatrix}
\]

is \( \neq 0 \) at \( y \).

If \( x_0 \) is a nonsingular minimum point for \( f \) subject to \( g = 0 \), we see that \( G''(x_0, h) = 0 \) if and only if \( h = 0 \), and otherwise it is positive. Therefore, there exists a positive number \( c \) such that

\[
G''(x_0, h) + c(g'(x_0, h))^2 > 0
\]
for all \( h \neq 0 \). Let
\[
F = f + \lambda g + \frac{1}{2}cg^2 = G + \frac{1}{2}cg^2.
\]
Then we have the following equations:
\[
F'(x_0) = G'(x_0) = 0,
\]
\[
F''(x_0, h) = G''(x_0, h) + c(g'(x_0, h))^2 > 0, h \neq 0.
\]
Therefore, we have the following observation:

**Note:** If \( x_0 \) is a nonsingular minimum of \( f \) subject to the constraint \( g = 0 \), there exists a multiplier \( \lambda \) and a constant \( c \) such that \( x_0 \) is an unconstrained local minimum of the function
\[
F = f + \lambda g + \frac{1}{2}cg^2.
\]
We also have a converse statement: if \( g(x_0) = 0 \) and \( x_0 \) is a minimum of such \( F \), then \( x_0 \) is a minimum of \( f \) subject to the constraint \( g = 0 \).

This idea is used in the augmented Lagrangian method, to be discussed shortly.

**Penalty Methods**

A popular method to find a constrained minimum of a function is the method of penalty functions. Suppose one seeks the minimum of function \( f \)
\[
\min_x f(x)
\]
under the constraint \( g(x) = 0 \). The penalty method is an iterative procedure that, at iteration \( n \), seeks the minimum point \( x_n \) of the function
\[
F_n(x) = f(x) + \frac{1}{2}ng^2(x).
\]
The limit of the sequence \( x_n \), if it exists, is the constrained minimum of function \( f \). Note also that
\[
0 = F_n'(x_n) = f'(x_n) + ng(x_n)g'(x_n).
\]
Considering the above, \( \lambda^n = ng(x_n) \) converges to a Lagrange multiplier \( \lambda \) (see previous section) for the constrained minimum of \( f \). However, this method has a disadvantage as it becomes sensitive to round-off errors due to the \( ng^2(x) \) term since it is difficult to obtain an accurate representation of \( x_n \) for large values of \( n \). To circumvent this difficulty, we present the augmented Lagrangian method.
Augmented Lagrangian Method

Consider the problem of finding the minimum point of $f$ subject to the constraint $g(x) = 0$. One version of the augmented Lagrangian method is an iterative procedure that, at iteration $n$, seeks the minimum point $x_n$ of the function

$$F_n(x) = f(x) + \lambda^n g(x) + \frac{1}{2}cg^2(x).$$

The limit of the sequence $x_n$, if it exists, is the constrained minimum of the function $f$. To derive the update equation for $\lambda$, consider the following equation:

$$F'(x_n) = f'(x_n) + (\lambda^n + cg(x_n))g'(x_n) = 0.$$

So, one can consider selecting

$$\lambda^{n+1} = \lambda^n + cg(x_n).$$

In our case, we keep $c$ constant. However, that does not have to be the case, and one can certainly derive a procedure for which $c$ is updated at each step.

Translating this problem to the multi-constraint case, consider the problem of finding the minimum of $f$ subject to constraints $g_i(x) = 0$ for $i = 1 : N$. Similar theory can be formulated using

$$F(x, \lambda) = f(x) + \sum_i \lambda_i g_i(x) + \frac{1}{2}c \sum_i g_i^2(x)$$

with the $\lambda_i$ being calculated in the following manner:

$$\lambda_i^{n+1} = \lambda_i^n + cg_i(x_n).$$

Therefore, we have the following augmented Lagrangian method:

**Augmented Lagrangian Method:** Consider the problem of finding the minimum of $f$ subject to constraints $g_i(x) = 0$ for $i = 1 : N$. Let

$$F(x, \lambda) = f(x) + \sum_i \lambda_i g_i(x) + \frac{1}{2}c \sum_i g_i^2(x).$$

Starting with an initial guess $\lambda_i^1$ for $i = 1 : N$, having obtained $\lambda_i^n$, let $x^n$ be the minimum of $F_n = F(x, \lambda^n)$. We update $\lambda$ by

$$\lambda_i^{n+1} = \lambda_i^n + cg_i(x_n).$$
As $n$ increases, $x^n$ converges the actual minima of $f$ subject to the constraints.

If the problem is to find the maximum of $f$ instead, we update $\lambda$ by the following:

$$\lambda_i^{n+1} = \lambda_i^n - cg_i(x_n).$$

This can be easily derived from the previously stated theory, since we now use the function

$$F(x, \lambda) = f(x) + \sum_i \lambda_i g_i(x) - \frac{1}{2} c \sum_i g^2_i(x).$$

The derivation is very similar to the one already shown. Suppose that this maximum is achieved at $x_0$. By the theory of Lagrange multipliers, there exists a multiplier $\lambda$ such that, if $G = f + \lambda g$,

$$G'(x_0) = 0, \quad g(x_0) = 0,$$

$$G''(x_0, h) = \sum_{i,j=1}^m (\frac{\partial^2 G}{\partial x^i \partial x^j}) h^i h^j \leq 0$$

for all $h \neq 0$ such that

$$g'(x_0, h) = g'(x_0) \cdot h = 0.$$

There also exists a positive number $c$ such that

$$G''(x_0, h) + c(g'(x_0, h))^2 < 0.$$

This justifies the use of $F$.

The advantage of this method is that unlike the penalty method, the function $F_n$ doesn’t contain a large constant in front of the $g^2$ term, in which case it would be difficult to obtain a good numerical approximation of the minimum for large $n$. Instead, the two terms allow the multipliers to stay a relatively small size. However, a disadvantage of the augmented Lagrangian method is that one needs to have an initial estimate of the multipliers, which is not the case with the penalty methods.

**Convex Optimization and Lagrange Duality**

Consider the following problem:

$$\min_x f(x)$$

subject to

$$h_i(x) \leq 0, \quad g_i(x) = 0$$

for $i = 1 : N$. This is the primal problem. Let $p^*$ denote the optimal value given by $x^*$:

$$p^* = \min_x f(x).$$
Now let
\[
L(x, \lambda, \mu) = f(x) + \sum_i \lambda_i h_i(x) + \sum_i \mu_i g_i(x), \lambda_i \geq 0
\]
and
\[
k(\lambda, \mu) = \min_x L(x, \lambda, \mu), \quad \lambda \geq 0, \mu.
\]
We have the following inequality:
\[
k(\lambda, \mu) \leq p^*.
\]
This is because \(k(\lambda, \mu) \leq L(x, \lambda, \mu) \leq f(x)\) for all \(x\) such that satisfy the constraints (8).

Now we introduce the dual problem
\[
d^* = \max_{\lambda \geq 0, \mu} k(\lambda, \mu),
\]
so \(d^*\) is the optimal value.

Since \(k(\lambda, \mu) \leq p^*\), we have
\[
d^* \leq p^*.
\]
This is called the notion of weak duality and it always holds. The notion of strong duality occurs when \(d^* = p^*\). Strong duality does not always occur, but it is true in the case when convexity is mixed with certain conditions, such as Slater condition or the KKT condition.

Now suppose we don’t include the equality constraints. We can write the primal problem as
\[
p^* = \min_x \max_{\lambda \geq 0} L(x, \lambda),
\]
since maximizing \(L(x, \lambda)\) in the variable \(\lambda\) gives the original function in this case. By definition, the dual problem is
\[
d^* = \max_{\lambda \geq 0} \min_x L(x, \lambda).
\]
So the principle of weak duality states that
\[
\max_{\lambda \geq 0} \min_x L(x, \lambda) \leq \min_x \max_{\lambda \geq 0} L(x, \lambda).
\]
We thus have some form of the max-min inequality. The principle of strong duality states that
\[
\max_{\lambda \geq 0} \min_x L(x, \lambda) = \min_x \max_{\lambda \geq 0} L(x, \lambda).
\]
In further sections, we include algorithms that deal directly with the primal problem, but also some that solve the dual problem.
2.4 Clustering

Considering the problem of finding the minimum cut (1) as way to cluster a set into two parts. As mentioned earlier, in order to avoid an undesired classification of an isolated vertex, one often needs to use some normalization. In particular, we mention the ratio cut and the normalized cut.

**Ratio Cut**

One way to modify the problem is to find a subset $S$ of $V$ such that

$$
\text{RatioCut}(S, \bar{S}) = \text{cut}(S, \bar{S}) \left( \frac{1}{|S|} + \frac{1}{|\bar{S}|} \right)
$$

is minimized. This is a NP hard discrete problem [105]. One way to simplify it would be to allow the solution to take arbitrary values in $\mathbb{R}$. This leads to the following relaxed RatioCut problem:

$$
\min_{u \in \mathbb{R}^n} \langle u, Lu \rangle, \quad u \perp 1, \quad ||u||^2 = n.
$$

The fact that the above problem obtains a real-valued solution instead of a discrete-valued solution is emphasized. To solve the above problem, one can apply the Raleigh-Ritz theorem, and the solution is given by the second eigenvector of the Laplacian. To obtain a binary solution, one can use several methods, the simplest of which is thresholding.

**Normalized Cut**

If we let $\text{vol}(S) = \sum_{x \in S} d(x)$, where $d(x)$ represents the degree of vertex $x$, another way to modify the problem is to find a subset $S$ of $V$ such that

$$
\text{Ncut}(S, \bar{S}) = \text{cut}(S, \bar{S}) \left( \frac{1}{\text{vol}(S)} + \frac{1}{\text{vol}(\bar{S})} \right)
$$

is minimized. This is yet again a NP hard discrete problem [105]. We simplify it by allowing the solution to take arbitrary values in $\mathbb{R}$. This leads to the following relaxed Ncut problem:

$$
\min_{u \in \mathbb{R}^n} \langle u, Lu \rangle, \quad Du \perp 1, \quad \langle u, Du \rangle = \text{vol}(Y).
$$

To solve the above problem, one can apply the Raleigh-Ritz theorem, and the solution is given by the second eigenvector of the random walk Laplacian. Thresholding can be used to obtain a binary solution.
Other Normalizations

Two other possible normalizations are

\[ N_1 = \frac{\text{cut}(S, \bar{S})}{\min(\text{vol}(S), \text{vol}(\bar{S}))}, \]

\[ N_2 = \frac{\text{cut}(S, \bar{S})}{\min(|S|, |\bar{S}|)}. \]

Spectral Clustering

We have seen that the ratio cut and the normalized cut problems can be formulated in a continuous setting, with solutions given by the second eigenvectors of the Laplacian \((L = D - W)\) and the random walk Laplacian \((L_{rw} = D^{-1}L)\), respectively. For binary problems, one can simply find the solution by thresholding the second eigenvector of an appropriate Laplacian. Now, suppose there are \(k\) clusters. The method of spectral clustering computes the \(k\) clusters in the following manner:

1. Formulate the data set in a graph setting.
2. Compute either the Laplacian \((L = D - W)\) and the random walk Laplacian \((L_{rw} = D^{-1}L)\)
3. Compute the first \(k\) eigenvectors \((v_1, v_2, \ldots, v_k)\) of the Laplacian (or the random walk Laplacian)
4. Let \(U\) be the matrix containing the vectors \(v_1, v_2, \ldots, v_k\) as columns.
5. Cluster the rows of the matrix \(U\) with the \(k\)-means algorithm into \(k\) clusters.

The \(k\)-means algorithm for \(k\) clusters proceeds iteratively by first choosing \(k\) means and then assigning each point to the cluster whose mean is the “closest” to the point. The mean of each cluster is then recalculated. The iterations continue until there is little change from one iteration to the next.
CHAPTER 3

MBO Method

3.1 Derivation of the Method

We consider the general problem for data classification and image processing:

$$\min_u \{ E(u) = R(u) + F(u) \},$$

where $R(u)$ is the regularization functional and $F(u)$ is the fidelity term. Here $u$ is a function defined on the space of the data set and describes the appropriate characteristic. For example, in the case of the problem of classification, $u$ indicates the class number. In the case of image inpainting, $u$ indicates intensity value of a pixel. Some common $R(u)$ regularization term examples are

$$R(u) = \int |\nabla u| dx, \quad R(u) = \int |\nabla u|^2 dx.$$  

Some common $F(u)$ fidelity term examples are

$$F(u) = \int \lambda(x) |u - u_0| dx, \quad F(u) = \int \lambda(x) |u - u_0|^2 dx.$$  

The $\lambda$ term regulates the fidelity region. It equal to 0 on the non-fidelity region and to a constant on the fidelity region. For example, in the case of image inpainting, the fidelity region is everything but the damaged region. In the case of classification, the fidelity would be all the points with known classification values. The resulting functional is a tradeoff between accuracy in the classification of given labels and function smoothness. It is also desirable to choose $R$ to preserve the sharp discontinuities that may arise in the boundaries between classes.

To formulate the MBO method for classification and image processing, we introduce another example of the regularization term $R(u) =$ Ginzburg-Landau functional:

$$GL_\epsilon(u) = \frac{\epsilon}{2} \int |\nabla u|^2 dx + \frac{1}{\epsilon} \int W(u) dx,$$  

(9)

where $W(u) = (u^2 - 1)^2$. We use this regularization term for the MBO method. We also use the $L^2$ fidelity term.
The classical Ginzburg-Landau (GL) functional was originally proposed to describe physical phenomena such as liquid-gas transitions and superconductivity [97]. Here, $u$ is a scalar field defined over a space of arbitrary dimensionality and representing the state of the phases in the system, $\nabla$ denotes the spatial gradient operator, $W(u)$ is a double-well potential, such as $W(u) = \frac{1}{4}(u^2 - 1)^2$ and $\epsilon$ is a positive constant.

The functional (9) is composed of two terms: a smoothing term that measures the differences in the components of the field, and a potential term that measures how far each component is from a specific value ($\pm 1$ in the example above). Consequently, the minimization of the first term leads to smoother regions, while the minimization of the second penalizes variations from the minima of the double-well potential. Given initial conditions with states $+1$ and states $-1$ distributed randomly in the domain, the minimization of the GL functional entails an inherent conflict between the two terms in the functional, leading to the generation of a transition region: the diffuse interface. The smoothness of this diffuse interface is regulated by the parameter $\epsilon$. For small $\epsilon$, the state minimizing the functional contains sharp transitions between the minima of the double-well potential, while a large $\epsilon$ gives more weight to the smoothing term so that the transitions are more gradual.

It is shown in [70] that the $\epsilon \to 0$ limit of the GL functional, in the sense of $\Gamma$-convergence, is the Total Variation (TV) semi-norm, so one can write:

$$GL_\epsilon(u) \to_{\Gamma} ||u||_{TV},$$

where

$$||u||_{TV} = \int_{\Omega} |\nabla u|dx.$$

Therefore, the justification for using the justification for using the Ginzburg-Landau functional comes from the fact that it is related to the total variation seminorm, which has been used successfully in many image processing applications. It has also been applied to numerical analysis of differential equations [60]. The graph version of this result was shown in [103].

This convergence allows the two functionals to be interchanged in some cases. One might prefer to use the GL functional instead of the TV semi-norm since its highest order term is purely quadratic which allows for efficient minimization procedures. It also allows us to use spectral methods for minimization. In contrast, minimization of the TV semi-norm leads to a nonlinear...
curvature term, making it less trivial to solve numerically. However, recent advances, such as the split Bregman method described in [55], have made progress in such problems.

An analogous convergence property has recently been shown in the case of graphs as well, for binary segmentations [103]. Since TV is an $L^1$-based metric, TV-minimization leads to sparse solutions, namely indicator functions that closely resemble the discrete solution of the original NP-hard combinatorial segmentation problem [100]. Thus, the GL functional actually becomes an $L^1$ metric in the small $\epsilon$ limit, and leads to sharp transitions between classes. Intuitively, the convergence of GL to TV holds because in the limit of a vanishing interface, the potential takes precedence and the graph nodes are forced towards the minima of the potential, achieving a configuration of minimal length of transition. This is contrast to more traditional spectral clustering approaches, which can be understood as $L^2$-based methods and do not favor sparse solutions. Furthermore, while the smoothness of the transition in the GL functional is regulated by $\epsilon$, in practice the value of $\epsilon$ does not have to be decreased all the way to zero to obtain sharp transitions. This capability of modeling the separation of a domain into regions or phases with a controlled smoothness transition between them makes the diffuse interface description attractive for segmentation problems, and distinguishes it from more traditional graph-based spectral partitioning methods.

The diffuse interface description, with its controlled smoothness transition between phases, is attractive for segmentation problems due to its straightforward way of modeling the separation of a domain into regions or phases. It has been used successfully in image impainting [8,32] and image segmentation [39].

**Derivation**

By using the Ginzburg-Landau functional for the regularization term and the $L^2$ fidelity term, we obtain the following minimization problem:

$$
\min_u \{ E(u) = \frac{\epsilon}{2} \int |\nabla u|^2 dx + \frac{1}{\epsilon} \int W(u) dx + \int \lambda(x)|u - u_0|^2 dx \}.
$$  \hspace{1cm} (10)

The energy can be minimized in the $L^2$ sense using gradient descent. This leads to the following dynamic equation ([modified Allen-Cahn equation](11)):

$$
\frac{\partial u}{\partial t} = -\frac{\delta GL}{\delta u} - \mu \frac{\delta F}{\delta u} = \epsilon \Delta u - \frac{1}{\epsilon} W'(u) - \mu \frac{\delta F}{\delta u},
$$  \hspace{1cm} (11)

where $\Delta$ represents the Laplacian operator. A local minimizer of the energy is obtained by evolving this expression to steady state. Note that $E$ is not convex, and may have multiple local minima.
In their work [9], Bertozzi and Flenner propose a segmentation algorithm for solving (5.1) in a graph setting. The functional is minimized using the method of gradient descent and convex splitting. The main purpose of this MBO method is to develop a more efficient and simple method for minimizing (5.1) in the small $\epsilon$ limit. An answer comes from the relation between the Allen-Cahn equation and the motion by mean curvature.

Let us start by reviewing this connection in the continuous setting. In [81], Merriman, Bence and Osher propose an algorithm to approximate motion by mean curvature, or motion in which normal velocity equals mean curvature, using threshold dynamics. The authors note that if one applies the heat equation to an interface, then the diffusion blunts the sharp points of the boundary, but has very little effect on the flatter regions. Therefore, one can imagine that diffusion creates some sort of motion by mean curvature, providing that we specify the boundaries of the moving set.

Given a phase field $u(x, t)$, consider the basic (unmodified) Allen-Cahn equation, namely equation (11) without the fidelity term:

$$\frac{\partial u}{\partial t} = \epsilon \Delta u - \frac{1}{\epsilon} W'(u).$$

For small values of $\epsilon$, the following time-splitting scheme can be used numerically to evolve the Allen-Cahn equation:

1. The first step is propagation using:
   $$\frac{\partial u}{\partial t} = \epsilon \Delta u.$$

2. The second step is propagation using:
   $$\frac{\partial u}{\partial t} = -\frac{1}{\epsilon} W'(u).$$

Note, however, that in the $\epsilon \to 0$ limit, the second step is simply thresholding [81]. Thus, as $\epsilon \to 0$, the time splitting scheme above consists of alternating between diffusion and thresholding steps.

It has been shown [92] that in the limit $\epsilon \to 0$, the rescaled solutions $u_\epsilon(z, t/\epsilon)$ of (12) yield motion by mean curvature of the interface between the two phases of the solutions. This motivates the two sequential steps of the MBO scheme:

1. **Diffusion.** Let $u^{n+\frac{1}{2}} = S(\delta t)u^n$ where $S(\delta t)$ is the propagator (by time $\delta t$) of the standard heat equation:
   $$\frac{\partial u}{\partial t} = \Delta u.$$
2. **Thresholding.** Let

\[ u^{n+1} = \begin{cases} 
1 & \text{if } u^{n+\frac{1}{2}} \geq 0, \\
-1 & \text{if } u^{n+\frac{1}{2}} < 0.
\end{cases} \]

Barles [5] and Evans [40] have proven rigorously that this scheme approximates motion by mean curvature.

Multiple extensions, adaptations and applications of the MBO scheme are present in literature. We find the modification of the MBO scheme for solving the inhomogeneous Allen-Cahn equation proposed in [39] particularly interesting. To create a fast image segmentation algorithm, Esedoglu and Tsai propose a thresholding scheme for minimizing a diffuse interface version of the piecewise constant Mumford-Shah functional

\[
MS_\varepsilon(u, c_1, c_2) = \int_D \varepsilon |\nabla u|^2 + \frac{1}{\varepsilon} W(u) + \lambda \{u^2(c_1 - f)^2 + (1 - u)^2(c_2 - f)^2\} \, dx,
\]

where \( f \) is the image. The first variation of the model (13) yields the following gradient descent equation:

\[
u_t = 2\varepsilon \Delta u - \frac{1}{\varepsilon} W'(u) + 2\lambda \{u(c_1 - f)^2 + (1 - u)(c_2 - f)^2\}
\]

and the adaptation of the MBO scheme is used to solve it. Esedoglu and Tsai propose the following scheme (similar to the MBO scheme where the propagation step based on the heat equation is combined with thresholding):

* **Step 1** Let \( v(x) = S(\delta t)u_n(x) \) where \( S(\delta t) \) is a propagator by time \( \delta t \) of the equation:

\[
w_t = \Delta w - 2\tilde{\lambda} \{w(c_1 - f)^2 + (1 - w)(c_2 - f)^2\}
\]

with appropriate boundary conditions.

* **Step 2** Set

\[
u_{n+1}(x) = \begin{cases}
0 & \text{if } v(x) \in (-\infty, \frac{1}{2}], \\
1 & \text{if } v(x) \in (\frac{1}{2}, \infty).
\end{cases}
\]

Some other extensions of the MBO scheme appeared in [37, 38, 83]. An efficient algorithm for motion by mean curvature using adaptive grids was proposed in [93].

The motion by mean curvature of the MBO scheme can be generalized to the case of functions on a graph in much the same way as the procedure followed for the modified Allen-Cahn equation (11). We now use the same ideas and apply a two-step time splitting scheme to (11) so that the
second step is the same as the one in the original MBO scheme. The idea is then to replace all
the operators with a more general graph term, since we are considering the graphical framework.
The only operator to deal with here, is the \( \Delta \) operator, and we can replace it by several different
versions of the graph Laplacian. In the graphical framework, we have the following three versions
that are related to the differential \( \Delta \) operator:

\begin{itemize}
  \item \( L = D - W \), unnormalized Laplacian
  \item \( L_s = D^{-\frac{1}{2}}LD^{-\frac{1}{2}} \), symmetric Laplacian
  \item \( L_{rw} = D^{-1}L \), random walk Laplacian
\end{itemize}

Since \( L_s \) is a symmetric matrix, we use the symmetric Laplacian, and thus replace \( \Delta u \) by
\(- L_s u \). This connection is to be explained in Section 10.

The discretized version of the algorithm is:

\[
\text{Binary MBO Algorithm:}
\]

Initialize \( u \). Until convergence, alternate between the following two steps:

1. Heat equation with forcing term:

\[
\frac{u^{n+\frac{1}{2}} - u^n}{dt} = -L_s u^n - \mu (u^n - \hat{u}).
\] (14)

2. Thresholding:

\[
 u^{n+1}_i = \begin{cases} 
 1, & \text{if } u^{n+\frac{1}{2}}_i > 0, \\
 -1, & \text{if } u^{n+\frac{1}{2}}_i < 0. 
\end{cases}
\]

Here, after the second step, \( u^n_i \) can take only two values of 1 or \(-1\); thus, this method is appro-
priate for binary segmentation. Note that the fidelity term scaling can be different from the one in
(11).

The first part of the two step scheme is solved using the spectral decomposition of the symmetric
graph Laplacian. Let \( u^n = \sum_k a^n_k \phi_k(x) \) and \( C_1 \lambda (u^n - u_0) = \sum_k d^n_k \phi_k(x) \), where \( \phi(x) \) are the
eigenfunctions of the symmetric Laplacian. Using the obtained representations and equation (30),
we obtain

\[
a^{n+1}_k = \frac{a^n_k - dt d^n_k}{1 + dt \lambda_k},
\]
where $\lambda_k$ are the eigenvalues of the symmetric graph Laplacian.

In practice, it can be productive to repeat the diffusion step a number of times before thresholding. In order to keep the convention that one iteration of the diffusion-thresholding procedure corresponds to one time step, we divide $d t$ by the number of diffusion steps per iteration, which we denote $N_S$.

To compute the eigenvalues and eigenvectors of the graph Laplacian, we use two methods. One of them is the Raleigh-Chebyshev procedure of [1] and the second one is the Nyström extension [9, 44, 45]. See the Appendix for a brief description of the latter method.

### 3.2 MBO Method Procedure

Here are the steps of the MBO method in finding a binary minimizer $u$.

* Create a graph from the data, choose a weight function and then calculate the symmetric graph Laplacian.
* Calculate the eigenvectors and eigenvalues of the symmetric graph Laplacian.
* Initialize $u$.
* Find or set the fidelity region.
* Apply the two-step scheme described earlier until a stopping criterion is satisfied.

The final $u$ will be binary. Changes for multiclass case will be discussed in the next section.

### 3.3 Extension to the Multiclass Case

Given $N_D$ data points, we generalize the label vector $u$ to a label matrix $U = (u_1, \ldots, u_{N_D})^T$. Rather than node $i$ adopting a single state $u_i \in \mathbb{R}$, it now adopts a composition of states expressed by a vector $u_i \in \mathbb{R}^K$ where the $k$th component of $u_i$ is the strength with which it takes on class $k$. The matrix $U$ has dimensions $N_D \times K$, where $K$ is the total number of possible classes.

For each node $i$, we require the vector $u_i$ to be an element of the Gibbs simplex $\Sigma^K$, defined as

$$\Sigma^K := \left\{ (x_1, \ldots, x_K) \in [0, 1]^K \mid \sum_{k=1}^{K} x_k = 1 \right\}.$$  

Vertex $k$ of the simplex is given by the unit vector $e_k$, whose $k$th component equals 1 and all other components vanish. These vertices correspond to pure phases, where the node belongs exclusively
to class $k$. Note that the simplex formulation has a straightforward probabilistic interpretation, with $u_i$ representing the probability distribution over the $K$ classes. In other segmentation algorithms, such as spectral clustering, these real-valued variables can have different interpretations that are exploited for specific applications, as discussed in [59, 74].

### 3.3.1 Version 1: The MBO Method Extension (Multiclass MBO)

Using the standard Gibbs-simplex $\Sigma^K$ just defined, the multiclass extension of the algorithm in [80] is straightforward. The notation is the same as in the previous section: we use a matrix $U$ to represent the phase composition of nodes. The second step of the algorithm is modified, however, so that the thresholding is converted to the displacement of the vector field variable towards the closest vertex in the Gibbs simplex. In other words, now in the second step the row vector $u_i^{n+\frac{1}{2}}$ of step 1 is projected back to the simplex (using the approach outlined in [23] as before) and then a pure phase given by the vertex in the $\Sigma^K$ simplex closest to $u_i^{n+\frac{1}{2}}$ is assigned to be the new phase composition of node $i$.

In summary, the new algorithm consists of alternating between the following two steps to obtain approximate solutions $U^n$ at discrete times:

1. Heat equation with forcing term:
   \[
   \frac{U^{n+\frac{1}{2}} - U^n}{dt} = -L_s U^n - \mu(U^n - \hat{U}).
   \]  
   \(15\)

2. Thresholding:
   \[
   u_i^{n+1} = e_k,
   \]

   where vertex $e_k$ is the vertex in the simplex closest to $\text{projectToSimplex}(u_i^{n+\frac{1}{2}})$.

As for the multiclass GL algorithm, when a label is known, it is represented by the corresponding vertex in the $\Sigma^K$ simplex. The final classification is achieved by assigning node $i$ to class $k$ if the $k$th component of $u_i$ is one. Again, as in the binary case, the diffusion step can be repeated a number of times before thresholding and when that happens, $dt$ is divided by the number of diffusion iterations $N_S$.

As in the previous section, we use an implicit numerical scheme. For the MBO algorithm, the procedure involves modifying (19) to apply $L_s$ to $U^{n+\frac{1}{2}}$ instead of to $U^n$. This gives the diffusion step

\[
U^{n+\frac{1}{2}} = B^{-1}\left[U^n - dt\mu(U^n - \hat{U})\right],
\]
where

$$B = I + dtL_s.$$  

As before, we use the eigendecomposition $L_s = X\Lambda X^T$ to write

$$B = X(I + dt\Lambda)X^T,$$

which we approximate using the first $N_e$ eigenfunctions.

For initialization, the phase compositions of the fidelity points are set to the vertices of the simplex corresponding to the known labels, while the phase compositions of the rest of the points are set randomly.

The energy minimization proceeds until a steady state condition is reached. Once the change of the norm of the vector field in subsequent iterations falls below a threshold, the system is no longer evolving and the energy decrement is negligible. Consequently, the calculation is stopped when

$$\max_i \frac{\|u_{i}^{n+1} - u_i^n\|^2}{\max_i \|u_{i}^{n+1}\|^2} < \eta,$$

where $\eta$ represents a given small positive constant. The final classes are obtained by assigning class $k$ to node $i$ if $u_i$ is closest to vertex $e_k$ on the Gibbs simplex.

The multiclass MBO algorithm is summarized in Figure 1. Its complexity is $O(N_DK N_e N_S)$ operations for the main loop, $O(N_D K \log K)$ operations for the projection to the simplex and $O(N_D K)$ operations for thresholding. As for the multiclass GL algorithm, $N_e \ll N_D$ and $K \ll N_D$. Furthermore $N_S$ needs to be set to three, and due to the thresholding step, we find that extremely few iterations (e.g., 6) are needed to reach steady state. Thus, in practice, the complexity of this algorithm is linear as well, and typical runtimes are very rapid as shown in Table III.

Note that graph analogues of continuum operators, such as gradient and Laplacian, can be constructed using tools of nonlocal discrete calculus. Hence, it is possible to express notions of graph curvature for arbitrary graphs, even with no geometric embedding, but this is not straightforward. For a more detailed discussion about the MBO scheme and motion by mean curvature on graphs, we refer the reader to [104].

### 3.3.2 Version 2: A Ginzburg-Landau Multiclass Extension (Multiclass GL)

Here we provide a different version of the multiclass extension that does not use the MBO scheme.
**Figure 1: Multiclass MBO Algorithm**

**Require:** \( dt, N_D, N_e, N_S, K, \mu, \hat{U}, \Lambda, X \)

**Ensure:** \( \text{out} = U^\text{end} \)

\[
Y \leftarrow \left( I + \frac{dt}{NS} \Lambda \right)^{-1} X^T
\]

for \( i = 1 \rightarrow N_D \) do

\[
U_{ik}^0 \leftarrow \text{rand}((0, 1)), \ u_{ik}^0 \leftarrow \text{projectToSimplex}(u_{ik}^0).
\]

If \( \mu_i > 0 \), \( U_{ik}^0 \leftarrow \hat{U}_{ik}^0 \)

end for

\( n \leftarrow 1 \)

while Stop criterion not satisfied do

for \( s = 1 \rightarrow N_S \) do

\[
Z \leftarrow Y \left[ U^n - \frac{dt}{NS} \mu(U^n - \hat{U}) \right]
\]

\( U^{n+1} \leftarrow XZ \)

end for

for \( i = 1 \rightarrow N_D \) do

\( u_{i}^{n+1} \leftarrow \text{projectToSimplex}(u_{i}^{n+1}) \)

\( u_{i}^{n+1} \leftarrow e_k, \text{ where } k \text{ is closest simplex vertex to } u_{i}^{n+1} \)

end for

\( n \leftarrow n + 1 \)

end while

The multiclass GL energy functional for the phase field approach on graphs is written as:

\[
E(U) = \frac{\epsilon}{2} \langle U, L_s U \rangle + \frac{1}{2\epsilon} \sum_{i \in V} \left( \prod_{k=1}^{K} \frac{1}{4} \| u_i - e_k \|_{L_1}^2 \right)
+ \sum_{i \in V} \frac{\mu_i}{2} \| u_i - \hat{u}_i \|^2, \tag{16}
\]

where

\[
\langle U, L_s U \rangle = \text{trace}(U^T L_s U),
\]

and \( \hat{u}_i \) is a vector indicating prior class knowledge of sample \( i \). We set \( \hat{u}_i = e_k \) if node \( i \) is known to be in class \( k \).

As mentioned before, the first (smoothing) term in the GL functional (16) measures variations in the vector field. The simplex representation has the advantage that, like in Potts-based models
but unlike in some other multiclass methods, the penalty assigned to differently labeled neighbors is independent of the integer ordering of the labels. The second (potential) term drives the system closer to the vertices of the simplex, with the use of an $L_1$ norm preventing the emergence of an undesirable minimum at the center of the simplex, as would happen with an $L_2$ norm for large $K$. This potential aims to provide a clear way to calculate class memberships, as the phase composition is purer near the vertices of the simplex. The compromise between the smoothing and potential terms is established through the constant $\epsilon$. The third (fidelity) term enables the encoding of a priori information.

Note that one can obtain meaningful results without fidelity information (unsupervised), but the methods for doing so are not as straightforward. One example is a new TV-based modularity optimization method [66] that makes no assumption as to the number of classes and can be recast as GL minimization. Also, while $\Gamma$-convergence to TV in the graph setting has been proven for the binary segmentation problem [103], no similar convergence property has yet been proven for the multiclass case. We leave this as an open conjecture.

Following [9], we use a convex splitting scheme to minimize the GL functional in the phase field approach. The energy functional (16) is decomposed into convex and concave parts:

\[
E(U) = E_{\text{convex}}(U) + E_{\text{concave}}(U),
\]

\[
E_{\text{convex}}(U) = \frac{\epsilon}{2} \langle U, L_s U \rangle + \frac{C}{2} \langle U, U \rangle,
\]

\[
E_{\text{concave}}(U) = \frac{1}{2\epsilon} \sum_{i \in V} \prod_{k=1}^{K} \frac{1}{4} \| u_i - e_k \|_{L_1}^2 + \sum_{i \in V} \frac{\mu_i}{2} \| u_i - \hat{u}_i \|_{L_2}^2 - \frac{C}{2} \langle U, U \rangle
\]

with $C \in \mathbb{R}$ denoting a constant that is chosen to guarantee the convexity/concavity of the energy terms. Evaluating the second derivative of the partitions, and simplifying terms, yields:

\[
C \geq \mu + \frac{1}{\epsilon}.
\]  

The convex splitting scheme results in an unconditionally stable time-discretization scheme using a gradient descent implicit in the convex partition and explicit in the concave partition, as given by the form [39, 41, 110]

\[
U_{ik}^{n+1} + dt \frac{\delta E_{\text{convex}}}{\delta U_{ik}}(U_{ik}^{n+1}) = U_{ik}^n - dt \frac{\delta E_{\text{concave}}}{\delta U_{ik}}(U_{ik}^n).
\]
We write this equation in matrix form as

$$\mathbf{U}^{n+1} + dt \left( \epsilon \mathbf{L}_s \mathbf{U}^{n+1} + C \mathbf{U}^{n+1} \right)$$

$$= \mathbf{U}^n - dt \left( \frac{1}{2 \epsilon} \mathbf{T}^n + \mathbf{\mu} (\mathbf{U}^n - \hat{\mathbf{U}}) - C \mathbf{U}^n \right),$$

where

$$T_{ik} = \sum_{l=1}^{K} \frac{1}{2} (1 - 2 \delta_{kl}) \| \mathbf{u}_i - e_l \|_{L_1} \prod_{m=1, m \neq l}^{K} \frac{1}{4} \| \mathbf{u}_i - e_m \|_{L_1}^2,$$

$$\mathbf{\mu}$$ is a diagonal matrix with elements $$\mu_i$$, and $$\hat{\mathbf{U}} = (\hat{u}_1, \ldots, \hat{u}_{ND})^T.$$

Solving (18) for $$\mathbf{U}^{n+1}$$ gives the iteration equation

$$\mathbf{U}^{n+1} = \mathbf{B}^{-1} \left[ (1 + C \, dt) \mathbf{U}^n - \frac{dt}{2 \epsilon} \mathbf{T}^n - dt \, \mathbf{\mu} (\mathbf{U}^n - \hat{\mathbf{U}}) \right],$$

where

$$\mathbf{B} = (1 + C \, dt) \mathbf{I} + \epsilon \, dt \, \mathbf{L}_s.$$

This implicit scheme allows the evolution of $$\mathbf{U}$$ to be numerically stable regardless of the time step $$dt$$, in spite of the numerical “stiffness” of the underlying differential equations which could otherwise force $$dt$$ to be impractically small.

In general, after the update, the phase field is no longer on the $$\Sigma^K$$ simplex. Consequently, we use the procedure in [23] to project back to the simplex.

Computationally, the scheme’s numerical efficiency is increased by using a low-dimensional subspace spanned by only a small number of eigenfunctions. Let $$\mathbf{X}$$ be the matrix of eigenvectors of $$\mathbf{L}_s$$ and $$\mathbf{\Lambda}$$ be the diagonal matrix of corresponding eigenvalues. We now write $$\mathbf{L}_s$$ as its eigendecomposition $$\mathbf{L}_s = \mathbf{X} \mathbf{\Lambda} \mathbf{X}^T$$, and set

$$\mathbf{B} = \mathbf{X} \left[ (1 + C \, dt) \mathbf{I} + \epsilon \, dt \, \mathbf{\Lambda} \right] \mathbf{X}^T,$$

but we approximate $$\mathbf{X}$$ by a truncated matrix retaining only $$N_e$$ eigenvectors ($$N_e \ll N_D$$), to form a matrix of dimension $$N_D \times N_e$$. The term in brackets is simply a diagonal $$N_e \times N_e$$ matrix. This allows $$\mathbf{B}$$ to be calculated rapidly, but more importantly it allows the update step (3.3.2) to be decomposed into two significantly faster matrix multiplications (as discussed below), while sacrificing little accuracy in practice.

For initialization, the phase compositions of the fidelity points are set to the vertices of the simplex corresponding to the known labels, while the phase compositions of the rest of the points are set randomly.
Figure 2: Multiclass GL Algorithm

Require: $\epsilon, dt, N_D, N_e, K, \mu, \hat{U}, \Lambda, X$

Ensure: out = $U^\text{end}$

$C \leftarrow \mu + \frac{1}{\epsilon}$

$Y \leftarrow [(1 + C dt)I + \epsilon dt \Lambda]^{-1} X^T$

for $i = 1 \rightarrow N_D$ do

$U_{ik}^0 \leftarrow \text{rand}(0, 1))$, $U_{ik}^0 \leftarrow \text{projectToSimplex}(u_{ik}^0)$. If $\mu_i > 0$, $U_{ik}^0 \leftarrow \hat{U}_{ik}^0$

end for

$n \leftarrow 1$

while Stop criterion not satisfied do

for $i = 1 \rightarrow N_D$, $k = 1 \rightarrow K$ do

$T_{ik}^n \leftarrow \sum_{l=1}^K \frac{1}{2} (1 - 2\delta_{kl}) \|u_{ik}^n - e_l\|_{L_1} \prod_{m=1, m \neq l}^K \frac{1}{2} \|u_{ik}^n - e_m\|_{L_1}$

end for

$Z \leftarrow Y \left[ (1 + C dt) U^n - \frac{dt}{2\epsilon} T^n - dt \mu(U^n - \hat{U}) \right]$

$U^{n+1} \leftarrow XZ$

for $i = 1 \rightarrow N_D$ do

$u_{i}^{n+1} \leftarrow \text{projectToSimplex}(u_{i}^{n+1})$

end for

$n \leftarrow n + 1$

end while

The energy minimization proceeds until a steady state condition is reached. The final classes are obtained by assigning class $k$ to node $i$ if $u_i$ is closest to vertex $e_k$ on the Gibbs simplex. Consequently, the calculation is stopped when

$$\frac{\max_i \|u_i^{n+1} - u_i^n\|^2}{\max_i \|u_i^{n+1}\|^2} < \eta,$$

where $\eta$ represents a given small positive constant.

The algorithm is outlined in Figure 2. While other operator splitting methods have been studied for minimization problems (e.g. \cite{73}), ours has the following advantages: (i) it is direct (i.e. it does not require the solution of further minimization problems), (ii) the resolution can be adjusted by increasing the number of eigenvectors $N_e$ used in the representation of the phase field, and (iii) it has low complexity. To see this final point, observe that each iteration of the multiclass
GL algorithm has only $O(N_D K N_e)$ operations for the main loop, since matrix $Z$ in Figure 2 only has dimensions $N_e \times K$, and then $O(N_D K \log K)$ operations for the projection to the simplex. Usually, $N_e \ll N_D$ and $K \ll N_D$, so the dominant factor is simply the size of the data set $N_D$. In addition, it is generally the case that the number of iterations required for convergence is moderate (around 50 iterations). Thus, practically speaking, the complexity of the algorithm is linear.

**Note on Previous Work on Multiclass Classification**

Not all the methods deal directly with the multiple classes in the data set. A different approach is to reduce the multiclass case to a series of two-class problems and to combine the sequence of resulting sub-classifications. Strategies employed include recursive partitioning, hierarchical classification and binary encodings, among others. For example, Dietterich and Bakiri use a binary approach to encode the class labels [31]. In [61], a pairwise coupling is described, in which each two-class problem is solved and then a class decision is made combining the decisions of all the subproblems. Szlam and Bresson present a method involving Cheeger cuts and split Bregman iteration [55] to build a recursive partitioning scheme in which the data set is repeatedly divided until the desired number of classes is reached. The latter scheme has been extended to mutliclass versions. In [15], a multiclass algorithm for the transductive learning problem in high-dimensional data classification, based on $\ell^1$ relaxation of the Cheeger cut and the piecewise constant Mumford-Shah or Potts models, is described.

Our methods, on the other hand, have roots in the continuous setting as they are derived via a variational formulation. Alternative variational principles have also been used for image segmentation. In [73], a multiclass labeling for image analysis is carried out by a multidimensional total variation formulation involving a simplex-constrained convex optimization. In that work, a discretization of the resulting PDEs is used to solve numerically the minimization of the energy. A convex relaxation procedure is proposed and applied to image segmentation. In these cases, the discretization corresponds to a uniform grid embedded in the Euclidean space where the domain resides. Similarly, diffuse interface methods have been used successfully in image inpainting [8,32] and image segmentation [39].

While our algorithms are inspired by continuous processes, they can be written directly in a discrete combinatorial setting defined by the graph Laplacian. This has the advantage, noted by Grady [57], of avoiding errors that could arise from a discretization process. We represent the
data as nodes in a weighted graph, with each edge assigned a measure of similarity between the vertices it is connecting. The edges between nodes in the graph are not the result of a regular grid embedded in an Euclidean space. Therefore, a nonlocal calculus formulation [52] is the tool used to generalize the continuous formulation to a (nonlocal) discrete setting given by functions on graphs. Other nonlocal formulations for weighted graphs are included in [36], while [58] constitutes a comprehensive reference about techniques to cast continuous PDEs in graph form. The approach of defining functions with domains corresponding to nodes in a graph has successfully been used in areas, such as spectral graph theory [24, 84].

As pointed out in [9], there are interesting connections between the GL functional on graphs and normalized graph cuts. Shi and Malik [96] pose the problem of image segmentation as the solution of a generalized eigensystem generated from a graph Laplacian. In [10], graph cuts are used to efficiently find local minima of a wide class of energies with various smoothness constraints for multiclass image restoration. Also, as mentioned earlier, the method in [100] is a recursive graph-based partition scheme. A multiclass algorithm for the transductive learning problem in high-dimensional data classification, described in [15], is based on $\ell^1$ relaxation of the Cheeger cut and the piecewise constant Mumford-Shah or Potts models. In [12], rigorous convergence results are presented for two algorithms that solve the relaxed Cheeger cut minimization used for unsupervised data clustering are presented. Our proposed methods are related to some of these approaches, but use the graph Ginzburg-Landau functional framework.

In the continuous setting, it can be shown that the GL is a diffuse interface approximation to the total variational functional [33, 70], and analogous results have recently been proved in the graph setting as well [103]. This function is a natural framework for producing smooth labels everywhere while preserving sharp discontinuities, with the sharpness controlled by a diffuse interface parameter. The advantage of the diffuse interface model is that the energy functional is more tractable, and can be minimized by simpler numerical methods.

### 3.4 Application to Image Processing

Below, we show the image processing results. To embed an image into a graphical framework, we consider each pixel as a vertex.
Application to Image Labeling

We applied our algorithm to segment objects in images of cows from the Microsoft image database. The goal was image labeling, where two images are inputted into the algorithm, one of which has been hand-segmented (partially or completely) into classes. The algorithm segments the second image based on the segmentation of the first.

**Binary Image Labeling**  A fully connected graph is constructed, and the entries in the weight matrix are calculated using feature vectors. Every pixel in the image is assigned a feature vector consisting of intensity values of pixels in its neighborhood, which was of size $7 \times 7$ in our tests. We use the formula $w(x, y) = e^{-\frac{d(x, y)^2}{\sigma^2}}$, where $d(x, y)$ is the weighted 2-norm of the difference of the feature vectors of pixels $x$ and $y$, and we add along the three RGB channels of the image. The weighted 2-norm modifies the components of the entered vector by giving more weight to the pixels close to the original pixel. We use a linearly decreasing kernel. This construction can be used to segment different types of objects using, for example, their color and texture features. Note that the weight function can be modified according to the image. For example, a weight function calculated using the spectral angle may be more effective in the segmentation of hyperspectral images.

To obtain eigenvalues and eigenvectors of $L_s$, the Nyström extension method is used, since the size of the graph is large. For the problem, the fidelity term is the hand-labeled image, and we initialize $u$ to be the class number if it’s known and a middle value otherwise.

The results are displayed in Figure 3, where it is shown that our algorithm is robust to mislabeling in the hand labeled image. To transfer the label for the grass, cows and sky, our method needed about 29, 29, 27 seconds, respectively. The number of iterations in the minimization procedure (step 4 of the algorithm) and minimization time as compared to the method in [9] are displayed in Table 1. The calculations show that our method significantly reduces both.

**Multiclass Image Labeling**  We also conducted the image labeling task using multiple classes. The results are shown in Figure 4. The weight matrix is constructed similarly to the way of the previous section, with the neighborhood of size $5 \times 5$. However, here we use the weight function (2) and create a sparse graph. A local scaling graph with $M = 30$ is constructed. For the fidelity term, 2.6% of labeled pixels are used.

The multiclass Ginzburg-Landau method used the following parameters: 30 eigenvectors, $\varepsilon =$
1, $dt = 0.1$, $\mu = 50$ and $\eta = 10^{-7}$. The average time for segmentation using different fidelity sets was 19.9 s. The multiclass MBO method used the following parameters: 30 eigenvectors, $dt = 0.1$, $\mu = 50$, $\eta = 10^{-7}$. The average time for segmentation over 10 runs was around 1.2 s.

Application to Image Segmentation

Grayscale Image Segmentation We tested our algorithms on the image of figures shown in Figure 5a. This is a $191 \times 196$ pixel grayscale image, to be divided into five classes. To construct the weight matrix, we use feature vectors corresponding to a pixel’s $x$-coordinate, $y$-coordinate, and intensity. A local scaling graph with $M = 30$ is constructed. For the fidelity term, 1,500 or 4% of the points were randomly chosen.

The original image as well as the segmentation results are included in Figure 5. In each segmentation, the white regions correspond to the identified class. The multiclass Ginzburg-Landau method used the following parameters: 10 eigenvectors, $\epsilon = 1$, $dt = 0.5$, $\mu = 50$ and $\eta = 10^{-7}$. It was able to segment the classes perfectly, with an average time of 4.1 s. The multiclass MBO method used the following parameters: 10 eigenvectors, $dt = 0.5$, $\mu = 50$, $\eta = 10^{-7}$. The algorithm was able to segment all the points correctly in 2 iterations and 0.232 s.

We compare our result to the method of Li and Kim [76], which also segments the image perfectly. However, their method requires additional information, such as the densities of each class, that we do not need in our method.

Multiclass Image Segmentation We then tested our algorithms on the color image of cows
shown in Figure 6a. This is a $213 \times 320$ color image, to be divided into four classes: sky, grass, black cow and red cow. The graph is constructed in the same way as in the multiclass image labeling example. For the fidelity term, 2.6% of labeled pixels are used.

The multiclass GL method used the following parameters: 30 eigenvectors, $\epsilon = 1$, $dt = 0.1$, $\mu = 50$ and $\eta = 10^{-7}$. The average time for segmentation using different fidelity sets was 19.9 s. The multiclass MBO method used the following parameters: 30 eigenvectors, $dt = 0.1$, $\mu = 50$, $\eta = 10^{-7}$. The average time for segmentation was around 1.2 s, and there were 11 iterations.

One of the results of each of our two methods (using the same fidelity set) is depicted in Figure 6. It can be seen that both methods are able to identify all the classes.
Application to Image Inpainting

The problem of fitting information in the missing pixels of an image is an important inverse problem in image processing with various applications. Obviously, the goal is to produce a modified image that will look natural to an observer. The problem of inpainting may also be seen as the problem of removing occlusive objects from an image. Sparse reconstruction refers to the problem of recovering randomly distributed missing pixels.

There are numerous approaches to solve these problems in the current literature. Local TV
methods became state-of-the-art techniques for image inpainting. However, since they do not perform well on images with high texture, methods that decompose images into cartoon and texture and simultaneously inpaint both are developed [7, 94]. The problem is also solved with nonlocal inpainting methods. We are particularly interested in the nonlocal inpainting algorithm from [51] as we develop a computationally efficient nonlocal method. Some very successful nonlocal methods
for inpainting and sparse reconstruction are given in [3] and [42]. Recently, the class of methods that use dictionaries of small patches that commonly appear in natural images became increasingly popular. Those methods, besides inpainting, are also successful in denoising as shown in [78]. In addition, a method for image inpainting using Navier-Stokes fluid dynamics is proposed in [9]. The authors use Navier-Stokes dynamics to propagate isophotes into the inpainting region, thus simulating the way painting restoration is done. Wavelets and framelets are also successfully applied to solve inpainting problems [19, 32].

We modify our segmentation algorithm slightly for the purpose of image inpainting.

**Binary Image Inpainting** Although the key steps of the segmentation algorithm remain the same when it is modified for image inpainting, there are differences to be noted. For example, if a damaged image is used to construct the adjacency matrix $W$, the results might not be accurate, so we first apply a fast and simple $H^1$ inpainting algorithm on the image and then use the result to create $W$. The $H^1$ inpainting algorithm we apply is just the local minimization problem:

$$
\min_u \int |\nabla u|^2 dx + \int \lambda(x)(u - u_0)^2 dx.
$$

The latter term in the sum is the fidelity term, and, of course, we are not limited to this formulation of it. Although the latter algorithm is fast, it does not perform well on images with high textures and repetitive structures nor does it preserve edges [46], something that we achieve.

The matrix $W$ is built by using a window of a certain size around each pixel. We set $W(x, y) = 0$ for all pixels $j$ that are not in the window of pixel $i$. Inside the window, $W(x, y) = w(x, y)$, where the weight function is calculated in the same way as for binary image labeling. No updating of the matrix $W$ is necessary. The Rayleigh-Chebyshev procedure is used to calculate the eigenvectors and eigenvalues of the graph Laplacian for binary inpainting. The fidelity region is the non-damaged region. We initialize $u$ to be the middle value for the non-fidelity points.

**Grayscale Image Inpainting** To generalize to grayscale inpainting, we split the signal bit-wise into channels, as in [32]:

$$
u(x) = \sum_{m=0}^{K-1} u_m(x)2^m,$$

where $u_m$ denotes the $m^{th}$ digit in the binary representation of the signal, and $u_m \in \{0, 1\}$ for $\forall x$.

A fully connected graph is created in the same way as in the binary inpainting case. The Nyström extension method is used to calculate the eigenvalues and corresponding eigenvectors since the size of the graph is very large. The fidelity region and initialization is the same as in the
binary inpainting case.

Updating the weight matrix is often necessary for grayscale inpainting, since the adjacency matrix formed from the damaged image is usually not good enough to restore texture and complex patterns, as it contains “bad” regions whose values lie far from the true value. In our tests, every few iterations, the matrix is updated using the result from the last iteration as the “new image”.

**Binary Image Inpainting Results**  The binary image inpainting results and their PSNR are displayed in Figure 7. In both cases, the algorithm was able to recover the texture and repetitive structure present in the image.

**Grayscale Image Inpainting Results**  The grayscale inpainting results along with their PSNR are displayed in Figures 8-13. In all cases, repetitive structure and texture were recovered.

We compare our results to local and nonlocal TV inpainting. Local TV inpainting fails to recover texture and repetitive structure. While the results of nonlocal TV inpainting are comparable to those of our method, our method is more efficient. Timing results are displayed in Table 2, and we see that our method is several times faster. We also show our method and nonlocal TV inpainting at certain iterations in Figure 14. To implement the nonlocal TV inpainting algorithm, we used the Bregmanized version detailed in [112] and modified it for inpainting. The stopping condition was the same as in our inpainting algorithm, and a quick $H^1$ inpainting algorithm was run on the image before the weights were calculated.

<table>
<thead>
<tr>
<th></th>
<th>Total time for nonlocal TV</th>
<th>Total time for our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>chessboard-like pattern</td>
<td>266 s</td>
<td>48 s</td>
</tr>
<tr>
<td>text inpainting</td>
<td>410 s</td>
<td>67 s</td>
</tr>
<tr>
<td>small rectangle inpainting</td>
<td>1882 s</td>
<td>443 s</td>
</tr>
<tr>
<td>large rectangle inpainting</td>
<td>3397 s</td>
<td>832 s</td>
</tr>
<tr>
<td>50% inpainting</td>
<td>1402 s</td>
<td>333 s</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Runtime of the MBO method and that of Nonlocal TV
Figure 7: Binary Inpainting Example. For the Barbara image, the simulation took 113 seconds, and there were 6 iterations in the two-step scheme. We used $C_1 = 700$, $dt = 0.003$, $\sigma = 45$, $31 \times 31$ neighborhood for feature vector calculation, $21 \times 21$ window and calculated 400 eigenvectors. For the image of stripes, the simulation took 66 seconds, and there were 4 iterations in the two-step scheme. We used $C_1 = 700$, $dt = 0.002$, $\sigma = 45$, $17 \times 17$ neighborhood for feature vector calculation, $21 \times 21$ window and calculated 200 eigenvectors.
Figure 8: Grayscale Inpainting Example. The simulation took 48 seconds, and there were 2 iterations in the two-step scheme. We used $C_1 = 700$, $dt = 0.005$, $\sigma = 20$, $41 \times 41$ neighborhood for feature vector calculation, and calculated 600 eigenvectors. No updating of $W$ was necessary. The nonlocal inpainting took 266 seconds.
Figure 9: Text Inpainting Example. The simulation took 67 seconds, and there were 4 iterations in the two-step scheme. We used $C_1 = 700$, $dt = 0.005$, $\sigma = 5$, $21 \times 21$ neighborhood for feature vector calculation, and calculated 500 eigenvectors. We update $W$ every other iteration. The nonlocal inpainting took 410 seconds.
Figure 10: Region Inpainting Example 1. The simulation took 443 seconds, and there were 13 iterations in the two-step scheme. We used $C_1 = 700$, $dt = 0.01$, $\sigma = 4$, $31 \times 31$ neighborhood for feature vector calculation, and calculated 500 eigenvectors. We update $W$ every iteration. The nonlocal TV inpainting took 1882 seconds.
Figure 11: Region Inpainting Example 2. The simulation took 832 seconds, and there were 13 iterations in the two-step scheme. We used $C_1 = 700$, $dt = 0.014$, $\sigma = 4$, $45 \times 45$ neighborhood for feature vector calculation, and calculated 500 eigenvectors. We update $W$ every iteration. The nonlocal inpainting took 3397 seconds.
Figure 12: 50% Reconstruction Example. The simulation took 333 seconds, and there were 50 iterations in the two-step scheme. We used $C_1 = 700$, $dt = 0.005$, $\sigma = 4$, $7 \times 7$ neighborhood for feature vector calculation, and calculated 400 eigenvectors. We update $W$ every iteration. The nonlocal inpainting took 1402 seconds.
Figure 13: 65% Reconstruction Example

Figure 14: Visualization of Inpainting at Different Iterations
3.5 Application to Classification

We have applied our algorithm to both the binary and multiclass classification problem and tested it on benchmark data sets.

Application to Binary Classification

Two Moons Data Set  This data set was used in [18] in relation to spectral clustering. It is constructed from the following two half circles in $\mathbb{R}^2$ with radius one. The first half circle is centered at the origin and is in the upper half plane. The second half circle is formed by taking the lower half of the circle centered at $(1, 0.5)$. A thousand points are chosen uniformly from each of the two half circles. The two thousand points are then embedded in $\mathbb{R}^{100}$, and i.d.d. Gaussian noise with standard deviation 0.02 is added to each coordinate. The goal is to segment those two half circles.

To create the graph, we used the weight function (2), and thus created a sparse graph. To calculate the eigenvectors, the Rayleigh-Chebyshev procedure [1] is used. There is no fidelity term, but we use a zero mass constraint due to the equal size of the classes. For initialization of $u$, we use the sign of the second eigenvector of the symmetric Laplacian after the mean constraint has been applied to it (see Section 15.4).

We compared our results to the method of Bertozzi and Flenner in [9] by running simulations on 35 different randomly generated two moons data sets. The average accuracy was 96.0520% and 96.0460% for our method and the method in [9], respectively. However, 40 iterations in the minimization procedure were used, compared to 300 needed using the method in [9]. Therefore, our method resulted in a significant decrease in the number of iterations.

We also compared our results to a spectral clustering method of thresholding the second eigenvector of $L_s$. The results are displayed in Figure 15. Clearly, clustering using the second eigenvector does not result in an accurate segmentation.

House Voting Records Data Set  We applied our algorithm to the US House of Representatives voting records data set, which consists of 16 different votes from each of the 435 individuals. The goal was to assign each individual to either the Republican or the Democrat party using the prior knowledge of the party affiliation of only five individuals, two Democrats and three Republicans. The votes were taken in 1984 from the 98th United States Congress, 2nd session.
Figure 15: Two Moons Data Set Results. Segmentation by thresholding the second eigenvector and our method, respectively. The four parameters $s$ (in step IV of our algorithm), number of eigenvectors, $dt$, and $M$ (parameter in the Zelnik-Manor and Perona weight function) are set to 3, 25, 0.725 and 13, respectively.

A weight matrix is constructed using calculations involving feature vectors. A 16-dimensional feature vector is assigned to each individual consisting of his/her 16 votes. A “yes” vote is set to 1, a “no” vote is set to −1, while a “did not vote” recording is set to 0. The weight function used is (1). The graph is made sparse by setting $W(x, y)$ equal to zero if point $y$ is not among the $M^{th}$ closest points to point $x$. To calculate the eigenvectors, a SVD solver is used. We initialize $u$ to the middle value for non-fidelity points. The fidelity term consisted of two Democrats and three Republicans. The three Republicans were chosen to be the first, second and eighth person in the list. The Democrats were chosen to be the third and fourth person in the list. The parameters $C_1$ (fidelity term parameter), $s$ (in step IV of our algorithm), number of eigenvectors, $dt$, $\sigma$ and $M$ are set to 9.25, 3, 45, 4.675, $\sqrt{5}$ and 10, respectively.

We obtained an accuracy of 94.023%. Only 5 iterations in the minimization procedure were needed compared to 450 iterations needed by the method in [9]. Some of the votes predicted the party affiliation very well, i.e. above 85%. We investigated the accuracy of our algorithm when these votes were removed. With top two, top six and top eight most predictive votes removed, our method obtained an accuracy of 90.1149%, 88.34448% and 81.1494%, resp.. The order of the top eight predictive votes from the most predictive to least predictive is vote 4, 14, 1, 2, 15, 6, 3 and 8.
**Application to Multiclass Classification**

For multiclass classification, we have tested our algorithms on several benchmark data sets. In all cases, we compute the graph by (2), and make it sparse by only connecting vertices that are near enough to each other.

All the results and comparisons with other published methods are summarized in Tables 14 and 4. Due to the arbitrary selection of the fidelity points, our reported values correspond to averages obtained over 10 runs with different random selections. The timing results and number of iterations of the two methods are shown in Tables 5 and 6, respectively. The methods are labeled as “multiclass GL” and “multiclass MBO”. These comparisons show that our methods exhibit a performance that is competitive with or better than the current state-of-the-art segmentation algorithms.

Parameters are chosen to be compatible between the methods. For the multiclass GL method, the convexity constant used is: \( C = \mu + \frac{1}{\epsilon} \). This is the minimum constant that guarantees the convexity and concavity of the terms in the energy partition of the convex splitting strategy employed. For the multiclass MBO method, as discussed in the previous section, the diffusion step can be repeated a number of times before thresholding. In all of our results, we run the diffusion step three times before any thresholding is done (\( N_S = 3 \)). To compute the eigenvectors and eigenvalues of the symmetric graph Laplacian, we use fast numerical solvers. We use the Rayleigh-Chebyshev procedure of [1] for computing all the eigendecompositions.

All the results reported point out that both multiclass GL and multiclass MBO perform well in terms of data segmentation accuracy. While the ability to tune multiclass GL can be an advantage, multiclass MBO is simpler and, in our examples, displays even better performance in terms of its greater accuracy and tiny number of iterations required. The relative strength and speed of multiclass MBO may not always hold, but the avoidance of a nonconvex functional minimization that takes place in multiclass GL may explain the accuracy and speed increase. Exploring the underlying connections of the energy evolution of these methods and the energy landscape for the relaxed Cheeger cut minimization recently established in [12] are to be explored in future work.

**Synthetic Data** The synthetic data set we used is the three moons data set. It is constructed by generating three half circles in \( \mathbb{R}^2 \). The two half top circles are unit circles with centers at \((0, 0)\) and \((3, 0)\). The bottom half circle has radius 1.5 and the center at \((1.5, 0.4)\). Five hundred points from each of those three half circles are sampled and embedded in \( \mathbb{R}^{100} \) by adding Gaussian noise.
with standard deviation of 0.14 to each of the 100 components of each point. The dimensionality of the data set and the noise makes segmentation a significant challenge.

The weight matrix of the graph edges was calculated using local scaling based on the 17th closest point ($M = 17$). The fidelity term was constructed by labeling 25 points per class, 75 points in total, corresponding to only 5% of the points in the data set. The multiclass GL method used the following parameters: 20 eigenvectors, $\epsilon = 1$, $dt = 0.1$, $\mu = 30$, $\eta = 10^{-7}$. The method was able to produce an average of 98.4% of correct classification, with a corresponding computation time of 0.16 s per run on a 2.4 GHz Intel Core i2 Quad without any parallel processing. The multiclass MBO method used the following parameters: 20 eigenvectors, $dt = 0.1$, $\mu = 30$, $\eta = 10^{-7}$. It was able to segment an average of 99.12% of the points correctly over 10 runs with only 3 iterations and about 0.01 s of computation time. One of the results obtained is shown in Figure 16.

Table 14 gives published results from other related methods, for comparison. Note that the results for p-Laplacians [18], Cheeger cuts [100] and binary GL are for the simpler binary problem of two moons (also embedded in $\mathbb{R}^{100}$). While, strictly speaking, these are unsupervised methods, they all incorporate prior knowledge such as a mass balance constraint. We therefore consider them comparable to our SSL approach. The “tree GL” method [47] uses a scalar multiclass GL approach with a tree metric. It can be seen that our methods achieve the highest accuracy on this test problem.

![Three Moons Data Set Result](image)

Figure 16: Three Moons Data Set Result. Segmentation of three moons using multiclass MBO (98.4667% correct).

**MNIST Data Set** The MNIST data set [72] is composed of 70,000 $28 \times 28$ images of handwritten digits 0 through 9. Examples of entries can be found in Figure 17. The task is to classify each of the images into the corresponding digit. The images include digits from 0 to 9; thus, this is a 10 class segmentation problem.

To construct the weight matrix, we used the local scaling based on the 8th closest neighbor
(\(M = 8\)). Note that we perform no preprocessing, i.e. the graph is constructed using the \(28 \times 28\) images. For the fidelity term, 250 images per class (2500 images corresponding to 3.6\% of the data) are chosen randomly. The multiclass GL method used the following parameters: 300 eigenvectors, \(\epsilon = 1\), \(dt = 0.15\), \(\mu = 50\) and \(\eta = 10^{-7}\). The complete set of 70,000 images was segmented with an average accuracy of 96.8\% of the digits classified correctly in an average time of 811 s. The averages are obtained over 10 runs. The confusion matrix for the best result obtained is included in Table 7. Most of the mistakes were in distinguishing digits 4 and 9, and digits 5 and 8. The multiclass MBO method used the following parameters: 300 eigenvectors, \(dt = 0.15\), \(\mu = 50\), \(\eta = 10^{-7}\). The algorithm was able to segment an average of 96.91\% of the digits correctly over 10 runs in only 4 iterations and 15.382 s. We display the confusion matrix in Table 8. Note that most of the mistakes were in distinguishing digits 4 and 9, and digits 2 and 7.

Table 14 compares our results with those from other methods in the literature. As with the three moon problem, some of these are based on unsupervised methods but incorporate enough prior information that they can fairly be compared with SSL methods. The methods of linear/nonlinear classifiers, \(k\)-nearest neighbors, boosted stumps, neural and convolutional nets and SVM are all supervised learning approaches, taking 60,000 of the digits as a training set and 10,000 digits as a testing set [72], in comparison to our SSL approaches where we take only 3.6\% of the points for the fidelity term. Our algorithms are nevertheless competitive with, and in most cases outperform, these supervised methods. Moreover, we perform no preprocessing or initial feature extraction on the image data, unlike most of the other methods we compare with (we did exclude from the comparison, however, methods that explicitly deskewed the image). While there is a computational price to be paid in forming the graph when data points use all 784 pixels as features (see graph calculation time in Table 5), this is a one-time operation that conceptually simplifies our approach.

Table 14 compares our results with those from other methods in the literature. As with the three moon problem, some of these are based on unsupervised methods but incorporate enough prior information that they can fairly be compared with SSL methods. The methods of linear/nonlinear classifiers, \(k\)-nearest neighbors, boosted stumps, neural and convolutional nets and SVM are all supervised learning approaches, taking 60,000 of the digits as a training set and 10,000 digits as a testing set [72], in comparison to our SSL approaches where we take only 3.6\% of the points for the fidelity term. Our algorithms are nevertheless competitive with, and in most cases outperform, these supervised methods. Moreover, we perform no preprocessing or initial feature extraction on the image data, unlike most of the other methods we compare with (we did exclude from the comparison, however, methods that explicitly deskewed the image). While there is a computational price to be paid in forming the graph when data points use all 784 pixels as features (see graph calculation time in Table 5), this is a one-time operation that conceptually simplifies our approach.

Table 14 compares our results with those from other methods in the literature. As with the three moon problem, some of these are based on unsupervised methods but incorporate enough prior information that they can fairly be compared with SSL methods. The methods of linear/nonlinear classifiers, \(k\)-nearest neighbors, boosted stumps, neural and convolutional nets and SVM are all supervised learning approaches, taking 60,000 of the digits as a training set and 10,000 digits as a testing set [72], in comparison to our SSL approaches where we take only 3.6\% of the points for the fidelity term. Our algorithms are nevertheless competitive with, and in most cases outperform, these supervised methods. Moreover, we perform no preprocessing or initial feature extraction on the image data, unlike most of the other methods we compare with (we did exclude from the comparison, however, methods that explicitly deskewed the image). While there is a computational price to be paid in forming the graph when data points use all 784 pixels as features (see graph calculation time in Table 5), this is a one-time operation that conceptually simplifies our approach.

Table 14 compares our results with those from other methods in the literature. As with the three moon problem, some of these are based on unsupervised methods but incorporate enough prior information that they can fairly be compared with SSL methods. The methods of linear/nonlinear classifiers, \(k\)-nearest neighbors, boosted stumps, neural and convolutional nets and SVM are all supervised learning approaches, taking 60,000 of the digits as a training set and 10,000 digits as a testing set [72], in comparison to our SSL approaches where we take only 3.6\% of the points for the fidelity term. Our algorithms are nevertheless competitive with, and in most cases outperform, these supervised methods. Moreover, we perform no preprocessing or initial feature extraction on the image data, unlike most of the other methods we compare with (we did exclude from the comparison, however, methods that explicitly deskewed the image). While there is a computational price to be paid in forming the graph when data points use all 784 pixels as features (see graph calculation time in Table 5), this is a one-time operation that conceptually simplifies our approach.

**COIL Data Set** We evaluated our performance on the benchmark COIL data set [22, 88]. This is a set of color \(128 \times 128\) images of 100 objects, taken at different angles. The red channel of
each image was then downsampled to $16 \times 16$ pixels by averaging over blocks of $8 \times 8$ pixels. Then 24 of the objects were randomly selected and partitioned into six classes. Discarding 38 images from each class leaves 250 per class, giving a data set of 1500 data points.

To construct the weight matrix, we used a local scaling based on the $4^{th}$ closest neighbor ($M = 4$). The fidelity term was constructed by labeling 10% of the points, selected at random. For multiclass GL, the parameters were: 50 eigenvectors, $\epsilon = 1$, $dt = 0.2$, $\mu = 100$ and $\eta = 10^{-7}$. This resulted in 91.4% of the points classified correctly (average) in 2.3 s. For multiclass MBO, the parameters were: 50 eigenvectors, $dt = 0.2$, $\mu = 100$, $\eta = 10^{-7}$. We obtained an accuracy of 91.46%, averaged over 10 runs. The procedure took 6 iterations and 0.03 s.

Comparative results reported in [98] are shown in Table 14. These are all SSL methods (with the exception of $k$-nearest neighbors which is supervised), using 10% fidelity just as we do. Our results are of comparable or greater accuracy.

**WebKB Data Set**  We tested our methods on the task of text classification on the WebKB data set [28]. This is a collection of 4199 webpages from Cornell, Texas, Washington and Wisconsin universities, as well as other miscellaneous pages from other universities. The webpages are to be divided into 4 classes: project, course, faculty and student. The data set is preprocessed as in [20].

To construct the weight matrix, we used 575 nearest neighbors. Tfidf term weighting [20] is used to represent the website feature vectors. They were then normalized to unitary length. The weight matrix points are calculated using cosine similarity. For the multiclass GL method, the parameters were: 250 eigenvectors, $\epsilon = 1$, $dt = 1$, $\mu = 50$ and $\eta = 10^{-7}$. The average accuracies obtained are: 81.5%, 84.2%, 85.4%, 86.7% and 87.3% over fidelity sets of 10%, 15%, 20%, 25% and 30% of the points, respectively. The average computation time is 6.97 s. For the multiclass MBO method, the parameters were: 250 eigenvectors, $dt = 1$, $\mu = 4$, $\eta = 10^{-7}$. We obtained average accuracies of: 83.71%, 85.75%, 86.81%, 87.74% and 88.48% over fidelity sets of 10%, 15%, 20%, 25% and 30% of the points, resp.. The procedure took 0.05 s and 7 iterations.

We compare our results with those of several supervised learning methods reported in [20], shown in Table 14. For these methods, two thirds of the data was used for training, and one third for testing. Our SSL methods obtain higher accuracy, using only 20% fidelity (for multiclass MBO). Note also that a larger sample of points for the fidelity term reduces the error in the classification results, as shown in Table 4. Nevertheless, the accuracy is high even for the smallest fidelity sets. Therefore, the methods appear quite adequate for the SSL setting where only a few labeled data
points are known beforehand.

**Swiss Roll Data Set**  The Swiss roll data set, pictured in Figure 18a, contains 1600 3D points arranged in spirals. To calculate the weight matrix, we used the weight function in [90] with 10 nearest neighbors. To calculate the eigenvectors, we used the procedure in [1]. The parameters used were: 50 eigenvectors, $C = 51$, $\epsilon = 1$, $dt = 0.1$, $\mu = 50$ and $\eta = 10^{-7}$ with 80 fidelity points (5%).

Averaged over 100 runs, the average accuracies obtained were 94.1% and 91.8% for the multiclass GL and MBO methods, respectively. The visual result of the latter method is included in Figure 18c. We compare this result to the one obtained using spectral clustering (Figure 18b): average accuracy was only 49.75% over 100 runs, with the graph being the same as for multiclass GL and MBO case. Calculations were done with 4 eigenvectors.

![Figure 18: MBO Method Swiss Roll Data Set Results](image)

**Landsat Satellite Data Set**  This database contains multi-spectral values of pixels in 3 × 3 neighborhoods in a satellite image, and the classification associated with the central pixel in the neighborhood. The goal is to predict this classification, using the multi-spectral values. The data set consists of 6435 nodes, each representing a neighborhood of a 82 × 100 satellite image.

To calculate the weight matrix, we used the weight function in [90] with 30 nearest neighbors. To calculate the eigenvectors, we used the procedure in [1]. The parameters used were: 200 eigenvectors, $C = 51$, $\epsilon = 1$, $dt = 0.1$, $\mu = 50$ and $\eta = 10^{-7}$ with 350 fidelity points (5.44%).

Averaged over 30 runs, the average accuracies obtained were 87.05% and 87.25% for the multiclass GL and MBO methods, respectively. We compare these results to several supervised learning methods listed in [86]. These algorithms were performed using 80% training and 20% validation. The results were: 65.15% using SC-SVM, 75.43% using SH-SVM, 65.88% using S-LS, 86.65% using simplex boosting, and 90.15% using S-LS rbf. We outperform all but the last algorithm using
only 5% fidelity, while these algorithms use 80% for training.

**Human Activity Data Set** This data set from the UCI Machine Learning Repository contains information about experiments carried out with volunteers. Each person performed one of six actions: walking, walking upstairs, walking downstairs, sitting, standing and laying while wearing a smartphone on the waist. The smartphone recorded their linear acceleration and 3-axial angular velocity. The goal is to segment the people into 6 classes according to activity using the information obtained from the phone. The data set has 10229 nodes. We used the weight function in [90] with 59 nearest neighbors. The parameters used were: 50 eigenvectors, $C = 160$, $dt = 0.31$, $\mu = 159$ and $\eta = 10^{-7}$ with 5% of points being fidelity points.

The average accuracy was 89.7% for the multiclass MBO method, while being 88.7% for the GL method. We compare this to the results of [2], where the methods MC-SVM and MC-HF-SVM have accuracies of 89.3% and 89.0%, respectively. It is important to note that the results of the paper were obtained using supervised learning methods where 70% of the data was used for training and the rest for testing. We obtain higher accuracy (with multiclass MBO) using only 5% fidelity.

### 3.6 Application to Hyperspectral Imagery

We consider the challenge of detection of chemical plumes in hyperspectral image data. Segmentation of gas is difficult due to the diffusive nature of the cloud. The use of hyperspectral imagery provides non-visual data for this problem, allowing for the utilization of a richer array of sensing information. We now present a method to track and classify objects in hyperspectral videos. The method involves the application of a new algorithm recently developed for high dimensional data. It is made efficient by the application of spectral methods and the Nyström extension to calculate the eigenvalues/eigenvectors of the graph Laplacian. Results are shown on plume detection in LWIR standoff detection.

Detecting chemical plumes in the atmosphere is a problem that can be applied to many areas, such as defense, security and environmental protection. If the airborne toxins are identified accurately, one can combat the use of chemical gases as weapons, prevent fatalities due to accidental leakage of toxic gases and avoid contamination of the atmosphere. Identification of harmful gases with high fidelity is needed to provide warnings in threatening situations. In these grave scenarios,
it is crucial to accurately track the diffusion of dangerous plumes into the atmosphere. Laboratory measured signatures of toxic chemicals are available to assist in chemical plume identification. However, testing and training data is not readily available due to the inherent danger of these real world situations. Instead, open air testing with surrogate chemicals is conducted to study the diffusion of chemical plumes. The developed plume detection methods must meet strict requirements to ensure the fidelity of a detector.

We propose applying the method outlined in [48] to hyperspectral data, in particular, to track and classify chemical plumes, recorded in a hyperspectral video sequence. The pixels of the images in the video are considered as vertices in a graph, and we minimize the total variation with fidelity to known data. The Nyström extension method is used to efficiently calculate eigenfunctions of the graph Laplacian. They are then used both for operator assisted assignment of fidelity values and in the actual total variation minimization algorithm itself. The paper is organized as follows: section 2 reviews the graph representation of the data as well as the Nyström extension method, section 3 presents the method and the results, and the section 4 contains the conclusions.

We consider the data set, described in more detail in [16], composed of video sequences recording the release of chemical plumes at the Dugway Proving Ground. The data was provided by the Applied Physics Laboratory at Johns Hopkins University. The images are of dimension $128 \times 320 \times 129$, where the last dimension indicates the number of channels, each depicting a particular frequency from 7,820 nm to 11,700 nm, spaced 30 nm apart. The sets of images were taken from videos captured by three long wave infrared (LWIR) spectrometers, each placed at a different location about 2 km away from the release of plume at an elevation of around 1300 feet. One hyperspectral image is captured every five seconds. This data set has been studied in other works such as [49], [102], [99]. Prior work on hyper spectral plume detection using other sensors includes [65] (MWIR) and [79] (HYDICE). This paper is the first example of the new graphical MBO scheme applied to standoff detection data. The results are excellent compared to prior work in this area.

There are many challenges to be faced when tracking chemical plumes. One obstacle faced by the authors of [49] is the significant preprocessing needed to accurately detect the plume. Due to the noisy structure of the data set, principal component analysis reduced the data to three main features used to produce a false color video sequence of the plume release, followed by midway equalization to smooth the flicker between frames. Similar preprocessing is used in [102], which
outlines a novel plume detection method involving a binary partition tree. The advantage of our method is that it does not require any preprocessing of the hyperspectral data; we use the raw data organized in a graph setting. Moreover, as pointed out in [102], the ground truth data is nonexistent, since surrogate chemicals, instead of the toxic ones, are used in testing. This makes the assessment of the results somewhat difficult. The authors of [49] dealt with this problem by using an adaptive matched subspace detector (AMSD) described in [79] to benchmark their spectral clustering results. AMSD is a probabilistic detection scheme that uses a generalized likelihood ratio test to choose between two hypotheses: target present or absent.

We represent the data as nodes in a weighted graph. Since we wish to form a graph that utilizes information inherent in the data over time, so a method of utilizing data from multiple time steps was implemented. This method of performing multiframe analysis is done by selecting $k$ different video frames and then concatenating the data points, allowing for data to be associated over these
The computation of the graph Laplacian for all of these pixels results in a very large matrix. As an example, the Dugway Proving Ground hyperspectral data is of size $128 \times 320$ pixels with 129 spectral bands. For 7 frames, the full graph Laplacian is an $N \times N$ matrix with $N = 286,720$. Thus, a method for quickly computing eigenfunctions of the graph Laplacian is desired. Utilizing the Nyström method, we are able to quickly compute an accurate approximation to the eigenfunctions.

Figure 19 shows a sampling of four different eigenvectors. Note that each eigenvector highlights a different aspect of the image; for example, the third eigenvector outlines the plume. In addition, the background is maintained through the seven different frames. The total run-time for the Nyström extension with 100 eigenvectors is less than one minute on a 2.8 GHz Intel Core 2 Duo. Below we use these eigenvectors for two parts of our multi-class clustering algorithm.

In [48], an algorithm is developed to efficiently solve the multiclass assignment problem for graph-based data sets. It is semi-supervised and thus needs “ground truth” assignements for part of the data set. Since we lack real ground truth, we perform operator assisted spectral clustering to obtain partial ground truth. This is performed by identifying the relevant eigenfunctions and thresholding at some level to identify a subset of pixels that are highly likely to be part of the chosen class. For this segmentation we choose four classes: plume, sky, foreground, and mountain.
Algorithm

We denote the class label vector as the matrix $u$. The node $i$ adopts a composition of states $u_i \in \mathbb{R}^K$. Here $K = 4$ for four class segmentation. The $k^{th}$ component of $u_i$ is the probability the node belongs to class $k$. For each node $i$, we require the vector $u_i$ to be an element of the Gibbs simplex $\Sigma^K$, defined as

$$\Sigma^K := \left\{ (x_1, \ldots, x_K) \in [0,1]^K \mid \sum_{k=1}^{K} x_k = 1 \right\}.$$  

Vertex $k$ of the simplex is given by the unit vector $e_k$.

It is shown in [48] that alternating between the following two steps results in an efficient classification algorithm:

1. Heat equation with forcing term:

$$\frac{u_i^{n+\frac{1}{2}} - u_i^n}{dt} = -L_s u_i^{n+\frac{1}{2}} - \mu_i (u_i^n - \hat{u}_i).$$  

2. Thresholding:

$$u_i^{n+1} = e_k,$$

where $e_k$ is the vertex in the simplex closest to the projection of $u_i^{n+\frac{1}{2}}$ onto the simplex using [23].

Here $\mu_i$ is a positive constant $\mu$ if node $i$'s label is known beforehand (fidelity point) and 0 otherwise, and $\hat{u}_i$ is a vector indicating prior class knowledge of sample $i$. Also, note that in the second step the row vector $u_i^{n+\frac{1}{2}}$ of step 1 is projected back to the simplex before any thresholding takes place. This is done because the result of step 1 is not necessary an element of the Gibbs simplex.
Scheme (19) is solved using the eigenvalue/eigenvector decomposition of the symmetric graph Laplacian. The Laplacian term is treated implicitly. The first part of the algorithm can be rewritten as

\[ u^{n+\frac{1}{2}} = (I + dt L_s)^{-1}(u^n - dt\mu(u^n - \hat{u})). \]  

(20)

We use the eigendecomposition \( L_s = X\Lambda X^T \) to write

\[ I + dt L_s = X(I + dt \Lambda)X^T, \]  

(21)

but we approximate \( X \) by a truncated matrix retaining only \( N_e \) eigenvectors \( (N_e \ll N_D) \), to form a matrix of dimension \( N_D \times N_e \). The term in the parenthesis in (21) is a diagonal \( N_e \times N_e \) matrix. This allows one to calculate \( u^{n+\frac{1}{2}} \) rapidly. In particular, we write, for the \( n^{th} \) iteration, \( u^n = Xa^n \) and \( \mu(u^n - \hat{u}) = Xd^n \), where \( a \) and \( d \) are matrices of dimension \( N_e \times K \), where \( K \) is the number of classes. Denote \( E \) to be the diagonal matrix containing the eigenvalues of the symmetric graph Laplacian, then \( L_s u^n = X E a^n \). Also denote by \( a_k \) and \( d_k \) the \( k^{th} \) row of \( a \) and \( d \), respectively. Plugging all the known expressions into (19), we obtain an equation for \( a_k^{n+1} \) that effectively replaces (19):

\[ a_k^{n+1} = \frac{a_k^n - dt d_k^n}{1 + dt \lambda_k}, \]

where \( \lambda_k \) is the \( k^{th} \) eigenvalue of the symmetric graph Laplacian. The remaining step is simple thresholding.

We tested our method on seven video frames, using four classes, to segment the plume, sky, foreground and mountain. The fidelity region is shown in the first row of figure 20. The initialization for the MBO scheme is displayed in the second row. The final segmentation results, after 17 iterations, are shown in figure 21, using first four frames.

The fidelity region is calculated differently from [48], where the fidelity points were chosen randomly from known ground truth data. Without the ground truth, we use an operator assisted method involving spectral clustering. In particular, by thresholding appropriately the values of eigenvectors, one obtains information about a particular class. For example, as shown in Figure 19, the third eigenvector provides information about the plume. By thresholding its values, one can find the pixels that are most likely part of the plume. We used the fifth eigenvector to obtain fidelity for the mountain, and the second one for both the sky and the foreground. This process resulted in 36% points of the overall points from all the frames identified as as good fidelity points.
For the MBO scheme, we start with an initialization of randomly chosen phase classes for non-fidelity points and the “ground truth” value for the fidelity points. The MBO iteration was performed 17 times using a stopping criterion for convergence, with \( dt = 0.1 \) and \( \mu = 100 \). We compared results with 10 to 100 eigenvectors; they deteriorated with less than 10 eigenvectors but were similar with more than 10 eigenvectors. In all tests we used the same operator assisted fidelity points. The MBO iteration took around 11 seconds (for 100 eigenvectors) on a 2.4 GHz Intel Core i2 Quad, after obtaining the eigenvectors from the Nyström scheme.

We thus presented an application of a recent multiclass classification algorithm [48] to hyperspectral video data. We use the Nyström extension method to efficiently calculate the needed eigenvectors. This implementation of the algorithm requires an operator assisted spectral clustering preprocessing step to identify a subset of pixels denoted as “ground truth” for the four classes. The resulting classification of chemical plumes and background pixels are excellent. Only a small number of eigenvectors, ten in particular, is needed to achieve a good result and no preprocessing is necessary. The entire process took about a minute on desktop PCs.
Table 3: Multiclass MBO and GL Method Classification Results

### Two/Three moons

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>spectral clustering [47]</td>
<td>80%</td>
</tr>
<tr>
<td>p-Laplacian [18]</td>
<td>94%</td>
</tr>
<tr>
<td>Cheeger cuts [100]</td>
<td>95.4%</td>
</tr>
<tr>
<td>tree GL [47]</td>
<td>97.4%</td>
</tr>
<tr>
<td>binary GL [9]</td>
<td>97.7%</td>
</tr>
<tr>
<td>multiclass GL</td>
<td>98.4%</td>
</tr>
<tr>
<td>multiclass MBO</td>
<td>99.12%</td>
</tr>
</tbody>
</table>

### MNIST

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-Laplacian [18]</td>
<td>87.1%</td>
</tr>
<tr>
<td>multicut normalized 1-cut [64]</td>
<td>87.64%</td>
</tr>
<tr>
<td>linear classifiers [71, 72]</td>
<td>88%</td>
</tr>
<tr>
<td>Cheeger cuts [100]</td>
<td>88.2%</td>
</tr>
<tr>
<td>boosted stumps [68, 72]</td>
<td>92.3-98.74%</td>
</tr>
<tr>
<td>transductive classification [101]</td>
<td>92.6%</td>
</tr>
<tr>
<td>tree GL [47]</td>
<td>93.0%</td>
</tr>
<tr>
<td>k-nearest neighbors [71, 72]</td>
<td>95.0-97.17%</td>
</tr>
<tr>
<td>neural/convolutional nets [25, 71, 72]</td>
<td>95.3-99.65%</td>
</tr>
<tr>
<td>nonlinear classifiers [71, 72]</td>
<td>96.4-96.7%</td>
</tr>
<tr>
<td>multiclass GL</td>
<td>96.8%</td>
</tr>
<tr>
<td>multiclass MBO</td>
<td>96.91%</td>
</tr>
<tr>
<td>SVM [29, 71]</td>
<td>98.6-99.32%</td>
</tr>
</tbody>
</table>

### COIL

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-nearest neighbors [98]</td>
<td>83.5%</td>
</tr>
<tr>
<td>LapRLS [6, 98]</td>
<td>87.8%</td>
</tr>
<tr>
<td>sGT [67, 98]</td>
<td>89.9%</td>
</tr>
<tr>
<td>SQ-Loss-I [98]</td>
<td>90.9%</td>
</tr>
<tr>
<td>MP [98]</td>
<td>91.1%</td>
</tr>
<tr>
<td>multiclass GL</td>
<td>91.4%</td>
</tr>
<tr>
<td>multiclass MBO</td>
<td>91.46%</td>
</tr>
</tbody>
</table>

### WebKB

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>vector method [20]</td>
<td>64.47%</td>
</tr>
<tr>
<td>k-nearest neighbors (k = 10) [20]</td>
<td>72.56%</td>
</tr>
<tr>
<td>centroid (normalized sum) [20]</td>
<td>82.66%</td>
</tr>
<tr>
<td>naive Bayes [20]</td>
<td>83.52%</td>
</tr>
<tr>
<td>SVM (linear kernel) [20]</td>
<td>85.82%</td>
</tr>
<tr>
<td>multiclass GL</td>
<td>87.3%</td>
</tr>
<tr>
<td>multiclass MBO</td>
<td>88.48%</td>
</tr>
</tbody>
</table>

### Other Data Sets

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>multiclass MBO</td>
<td>91.8%</td>
</tr>
<tr>
<td>multiclass GL</td>
<td>94.1%</td>
</tr>
<tr>
<td>swissroll data set</td>
<td>87.25%</td>
</tr>
<tr>
<td>Landsat satellite data set</td>
<td>87.05%</td>
</tr>
<tr>
<td>human activity data set</td>
<td>89.7%</td>
</tr>
<tr>
<td></td>
<td>88.7%</td>
</tr>
</tbody>
</table>
Table 4: MBO Method WebKB Results

<table>
<thead>
<tr>
<th>Method</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
<th>30%</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebKB results for Multiclass GL (% correct)</td>
<td>81.5%</td>
<td>84.2%</td>
<td>85.4%</td>
<td>86.7%</td>
<td>87.3%</td>
</tr>
<tr>
<td>WebKB results for Multiclass MBO (% correct)</td>
<td>83.71%</td>
<td>85.75%</td>
<td>86.81%</td>
<td>87.74%</td>
<td>88.48%</td>
</tr>
</tbody>
</table>

Table 5: Runtime (in Seconds) of the MBO Method

<table>
<thead>
<tr>
<th>Data set</th>
<th>three moons</th>
<th>grayscale image</th>
<th>color image</th>
<th>MNIST</th>
<th>COIL</th>
<th>WebKB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph Calculation</td>
<td>0.771</td>
<td>19.96</td>
<td>645.34</td>
<td>6183.1</td>
<td>0.95</td>
<td>399.35</td>
</tr>
<tr>
<td>Eigenvector Calculation</td>
<td>0.331</td>
<td>210.10</td>
<td>190.93</td>
<td>1683.5</td>
<td>0.19</td>
<td>64.78</td>
</tr>
<tr>
<td>Multiclass GL</td>
<td>0.163</td>
<td>4.08</td>
<td>19.92</td>
<td>811.5</td>
<td>2.31</td>
<td>6.97</td>
</tr>
<tr>
<td>Multiclass MBO</td>
<td>0.013</td>
<td>0.23</td>
<td>1.20</td>
<td>15.4</td>
<td>0.03</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 6: Number of Iterations of the MBO Method

<table>
<thead>
<tr>
<th>Data set</th>
<th>three moons</th>
<th>grayscale image</th>
<th>color image</th>
<th>MNIST</th>
<th>COIL</th>
<th>WebKB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiclass GL</td>
<td>140</td>
<td>90</td>
<td>200</td>
<td>460</td>
<td>700</td>
<td>275</td>
</tr>
<tr>
<td>Multiclass MBO</td>
<td>3</td>
<td>2</td>
<td>11</td>
<td>7</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>
Table 7: Confusion Matrix for the MNIST Data Set - Multiclass GL

<table>
<thead>
<tr>
<th>Obtained/True</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6844</td>
<td>1</td>
<td>43</td>
<td>4</td>
<td>3</td>
<td>16</td>
<td>21</td>
<td>2</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>7809</td>
<td>36</td>
<td>8</td>
<td>35</td>
<td>2</td>
<td>14</td>
<td>62</td>
<td>58</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>22</td>
<td>6733</td>
<td>45</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>27</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>20</td>
<td>6882</td>
<td>1</td>
<td>91</td>
<td>0</td>
<td>1</td>
<td>89</td>
<td>92</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>16</td>
<td>6</td>
<td>2</td>
<td>6626</td>
<td>4</td>
<td>7</td>
<td>15</td>
<td>28</td>
<td>75</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>0</td>
<td>3</td>
<td>75</td>
<td>0</td>
<td>6072</td>
<td>28</td>
<td>2</td>
<td>125</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>31</td>
<td>5</td>
<td>11</td>
<td>3</td>
<td>23</td>
<td>65</td>
<td>6802</td>
<td>0</td>
<td>31</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>16</td>
<td>108</td>
<td>45</td>
<td>11</td>
<td>7</td>
<td>0</td>
<td>7078</td>
<td>19</td>
<td>110</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>2</td>
<td>22</td>
<td>42</td>
<td>4</td>
<td>15</td>
<td>3</td>
<td>2</td>
<td>6365</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>35</td>
<td>119</td>
<td>37</td>
<td>0</td>
<td>104</td>
<td>72</td>
<td>6602</td>
</tr>
</tbody>
</table>

Table 8: Confusion Matrix for the MNIST Data Set - Multiclass MBO

<table>
<thead>
<tr>
<th>Obtained/True</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6844</td>
<td>20</td>
<td>41</td>
<td>3</td>
<td>3</td>
<td>15</td>
<td>21</td>
<td>1</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>7789</td>
<td>32</td>
<td>8</td>
<td>34</td>
<td>1</td>
<td>14</td>
<td>63</td>
<td>51</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>22</td>
<td>6731</td>
<td>42</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>23</td>
<td>19</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>20</td>
<td>6890</td>
<td>1</td>
<td>86</td>
<td>0</td>
<td>81</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>17</td>
<td>6</td>
<td>2</td>
<td>6625</td>
<td>3</td>
<td>7</td>
<td>12</td>
<td>28</td>
<td>67</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>0</td>
<td>3</td>
<td>70</td>
<td>0</td>
<td>6077</td>
<td>28</td>
<td>2</td>
<td>109</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>31</td>
<td>5</td>
<td>11</td>
<td>3</td>
<td>22</td>
<td>69</td>
<td>6800</td>
<td>0</td>
<td>29</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>16</td>
<td>117</td>
<td>44</td>
<td>12</td>
<td>9</td>
<td>0</td>
<td>7093</td>
<td>20</td>
<td>101</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>21</td>
<td>46</td>
<td>4</td>
<td>17</td>
<td>5</td>
<td>2</td>
<td>6398</td>
<td>22</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>33</td>
<td>121</td>
<td>32</td>
<td>0</td>
<td>96</td>
<td>70</td>
<td>6620</td>
</tr>
</tbody>
</table>
CHAPTER 4

Convex Method

In this section, several versions of a convex binary classification method are developed. We are interested in solving partition problems of the form

$$\min_{S \subset V} \sum_{(x,y) \in E : x \in S, y \in V \setminus S} w(x, y),$$

which is the formulation of the minimum cut problem, under supervised constraints

$$S \supseteq V^f, \quad V \setminus S \supseteq V^b$$

and an optional volume constraint

$$|S| = a|V|,$$

where $0 < a < 1$. $V^f \subset V$ is a set of nodes that are known a priori to belong to the region $S$ and $V^b \subset V$ is a set of nodes that are known to belong to region $V \setminus S$. Variations of this problem have been vastly explored in literature. For example, in [14], the authors describe an algorithm which minimizes a normalized version of the cut, specifically the balanced cut. A multiclass version of this method is introduced in [13].

By defining a binary function

$$u(x) = \begin{cases} 
1, & x \in S \\
0, & x \in V \setminus S,
\end{cases}$$

the supervised minimum cut problem can be regarded as

$$\min_{u \in \mathcal{B}} E^P(u) = TV_w(u) + \sum_{x \in V} f(u(x), x),$$

where

$$TV_w(u) = \frac{1}{2} \sum_{x,y} w(x, y) |u(x) - u(y)|$$

as defined earlier (with $q = 1$) and

$$\mathcal{B} = \{u : V \mapsto \{0, 1\}\}$$
is the set of binary functions indicating the partition. Here, \( f(u(x), x) \) is a fidelity term which incorporates the supervised constraints (23). It typically takes the form of

\[
f(u(x), x) = \eta(x) |u(x) - u^0(x)|^2,
\]

(27)

where \( u^0 \) is a binary function taking value 1 in \( V^f \) and 0 in \( V^b \), and \( \eta(x) \) is a function that takes on a large constant value \( \eta \) on fidelity points \( V^f \cup V^b \) and zero elsewhere. If \( \eta \) is chosen sufficiently large, it can be guaranteed that the solution \( u \) satisfies the supervised constraints. In [75], the authors propose solving a similar minimization problem by introducing nonlocal global minimizers of active contour models on graphs.

In addition, when the size of the two classes is known, the volume of the regions may be enforced to satisfy a constraint of the form

\[
\sum_{x \in V} u(x) = a|V|,
\]

(28)

where \( a \) is the fraction of the nodes belonging to class 2, e.g. \( a = \frac{1}{2} \) enforces partitions of equal volume. The goal of this is to create an algorithm that requires a much smaller fidelity set (to produce an accurate classification) than otherwise, because we also have the information about class size.

In previous work [9], the problem (25) was formulated as the minimization of a Ginzburg-Landau (GL) functional on graphs with a fidelity term

\[
GL_\epsilon(u) = \|\nabla u\|_E^2 + \frac{1}{\epsilon} \sum_x W(u(x)) + f(u(x), x),
\]

(29)

where

\[
\|\nabla u\|_E^2 = \frac{1}{2} \sum_{x,y} w(x, y)(u(x) - u(y))^2
\]

as defined before. Note that as \( \epsilon \to 0 \), in the limit of gamma convergence, the sum of first two terms of the energy converge to the total variation term, making the energy exactly the same as one in (25). The problem is solved using gradient descent and an efficient convex splitting scheme. This method will be referred to as “binary GL” in the paper, and we compare it to our work.

In [80], (29) is solved numerically by a variation of the MBO scheme [81], a method to approximate motion by mean curvature. To make everything consistent with the notation and theorems stated in the paper, we include an extra scaling in our implementation of the method in [80], and the justification is described shortly. We note that this change in the method did not exacerbate the
results as compared to those of the original method; in fact, it produced very little change in any simulation. This algorithm will be referred to as “binary MBO” in the paper, and we compare it to our new algorithms. The discretized version of the algorithm is the following:

Starting with some initial classification \( u \in \{0, 1\} \), alternate between the following two steps until the stopping criterion is satisfied:

1. Heat equation with forcing term:
   \[
   \frac{u^{n+\frac{1}{2}} - u^n}{dt} = 2\Delta_w u^{n+1} - \frac{1}{d(x)^r} \frac{\partial f(u(x), x)}{\partial u}.
   \] (30)

2. Thresholding:
   \[
   u^{n+1}(x) = \begin{cases} 
   1, & \text{if } u^{n+\frac{1}{2}}(x) \geq 0.5, \\
   0, & \text{if } u^{n+\frac{1}{2}}(x) < 0.5.
   \end{cases}
   \]

Here, after the second step, \( u^{n+1}(x) \) can take only two values of 1 or 0; thus, this method is appropriate for binary segmentation.

Following [80], (30) is solved by a semi-implicit scheme, where the Laplacian term is calculated implicitly, and the terms are considered as a linear combination of the eigenvectors of the random walk Laplacian.

To show the general idea of the derivation, we start with the Ginzburg-Landau (GL) functional on graphs (29). One can rewrite it using inner product notation:

\[
GL(\epsilon) = \|\nabla u\|_V^2 + \frac{1}{\epsilon} \langle D^{-r}W(u(x)), 1 \rangle_V + \langle D^{-r}f(u(x), x), 1 \rangle_V,
\]

where \( (D^{-r}W(u))(x) = d(x)^{-r}W(u(x)) \). The factor \( d(x)^{-r} \) is needed to cancel the factor \( d(x)^r \) in the \( V \)-inner product.

The modified Allen-Cahn equation can then be derived using the \( V \)-gradient flow associated with \( GL(\epsilon) \). We have

\[
\frac{d}{dt} GL(\epsilon + t\gamma)|_{t=0} = -2\langle \Delta_w u, \gamma \rangle_V + \frac{1}{\epsilon} \langle D^{-r}W'(u(x)), \gamma \rangle_V + \langle D^{-r}f(u(x), x), \gamma \rangle_V.
\]

The modified Allen-Cahn equation is then

\[
\dot{u}(x) = 2\Delta_w u - \frac{1}{ed(x)^r} W'(u(x)) - \frac{1}{d(x)^r} \frac{\partial f(u(x), x)}{\partial u}.
\]

The above equation can be solved using a time-splitting scheme, where the splitting occurs so that the double-well potential term is separated. The first step is

\[
\dot{u}(x) = 2\Delta_w u - \frac{1}{d(x)^r} \frac{\partial f(u(x), x)}{\partial u}.
\]
and the second step (with the double-well potential) is just thresholding in the $\epsilon \to 0$ limit. By alternating between these two steps, one can form an approximate solution of the modified Allen-Cahn equation (4).

Such approaches (binary GL and binary MBO methods) converge to the nearest local minimizer from a given initialization. In general, one cannot guarantee that the desired global minimizer is obtained. The subject of this work is to develop a convex optimization framework for minimizing (25) which is guaranteed to obtain the global minimizer. Various algorithms are developed for solving the convex problems.

The problem (25) is non-convex because the binary side constraints (26) are non-convex. We show that the binary constraints can be replaced by their convex hull $[0, 1]$ to obtain an exact convex formulation as was shown in [21] for images. Define first the functions

$$C_s(x) = f(0, x), \quad C_t(x) = f(1, x), \quad \forall x \in V,$$

$$g(\phi(x), x) = C_t(x)\phi(x) + C_s(x)(1 - \phi(x)), \quad \forall x \in V. \quad (31)$$

The problem

$$\min_{u \in B} E(u) = TV_w(u) + \sum_{x \in V} g(u(x), x) \quad (32)$$

is equivalent to the formulation (25). The proof is obvious as $g(\phi(x), x) = f(\phi(x), x)$ for all binary $\phi$.

The convex relaxed problem is formulated as follows:

$$\min_{u \in B'} E(u) = TV_w(u) + \sum_{x \in V} g(u(x), x), \quad (33)$$

where

$$B' = \{ u : V \mapsto [0, 1] \}. \quad (34)$$

This is the problem we will be concerned with in this section about the convex method.

The following theorem, which is a generalization of theorem 1 in [21] from images to graphs, shows that the minimizer of the convex problem can be thresholded to yield a binary global minimizer of the original problem.

**Theorem 2.** Let $u^*$ be a minimizer of (33). Denote by $u^\ell : V \mapsto \{0, 1\}$ the binary function

$$u^\ell(x) = \begin{cases} 1, & \text{if } u^*(x) \geq \ell, \\ 0, & \text{if } u^*(x) < \ell. \end{cases}$$
Then for almost every $\ell \in (0, 1]$, $u^\ell$ is a global minimizer of the non-convex problem (32).

**Proof:** For any function $u \in B'$ and for any $x \in V$, if $u(x) \in [0, 1]$, then $\int_0^1 u^\ell(x) \, d\ell = u(x)$.

Therefore, for each $x \in V$,

$$\int_0^1 g(u^\ell(x), x) \, d\ell = \int_0^1 u^\ell(x)C_t(x) + (1-u^\ell(x))C_s(x) \, d\ell = u(x)C_t(x) + (1-u(x))C_s(x) = g(u(x), x).$$

By the coarea formula, we have that

$$\int_0^1 TV_w(u^\ell) \, d\ell = TV_w(u).$$

This can be easily shown using the definition of $TV_w$. In particular, we see that

$$\int_0^1 TV_w(u^\ell) \, d\ell = \int_0^1 \frac{1}{2} \sum_{x,y} w(x, y)|u^\ell(x) - u^\ell(y)| \, dx = \frac{1}{2} \sum_{x,y} w(x, y) \int_0^1 |u^\ell(x) - u^\ell(y)| \, dx = \frac{1}{2} \sum_{x,y} w(x, y)|u(x) - u(y)| = TV_w(u).$$

The above can be seen using the fact that (assuming that $u(x) < u(y)$ without loss of generality)

$$|u^\ell(x) - u^\ell(y)| = \begin{cases} 0 & \text{if } \ell \leq x, \\ 1 & \text{if } u(x) < \ell < u(y), \\ 0 & \text{if } \ell \geq y. \end{cases}$$

so that $\int_0^1 |u^\ell(x) - u^\ell(y)| \, dx = |u(x) - u(y)|$.

For a proof of the coarea formula in the continuous case, see Appendix B of [104].

Combining the above properties, we obtain that for any $u \in B'$,

$$\int_0^1 E^P(u^\ell) \, d\ell = \sum_{x \in V} \int_0^1 (TV_w(u^\ell) + g(u^\ell(x), x)) \, d\ell = \sum_{x \in V} TV_w(u) + g(u(x), x) = E^P(u).$$

For a $u$ that minimizes the energy, clearly $E^P(u) \leq E^P(u^\ell)$ for any $\ell \in (0, 1]$. However, equality (4) can then only be true provided $E^P(u) = E^P(u^\ell)$ for almost every $\ell \in (0, 1]$. In other words, $u^\ell$ also minimizes the energy for almost every $\ell \in (0, 1]$. ■

In order to solve (33), we consider two main algorithms. The first is based on solving an equivalent formulation of the problem, which can be identified as a maximum-flow problem, by convex optimization techniques. It will be referred to as the “max-flow” method in this paper.

We present three versions of this algorithm: one without hard supervised constraints (Convex Method: Version 1), one with hard supervised constraints (Convex Method: Version 1s), and one
with balancing constraints (Convex Method: Version 1b). The second algorithm (Convex Method: Version 2) solves the original problem by the augmented Lagrangian technique, and will be denoted the “primal augmented Lagrangian” method in this section.

4.1 Convex Method (Versions 1 and 1s): Max-flow Without Balancing Constraints

In this subsection, we introduce the first version of solving (33), which consists of formulating the problem in an equivalent max-flow setting using a graphical framework.

We have discussed earlier the general graph framework where one considers a set of vertices \( V \) and the set of edges \( E \) between them. We now extend it further by adding two “special” vertices, the source and the sink, to which the regular vertices are connected. Let us now view this problem in a more physical setting by considering a flow that passes from the source to the sink through the vertices in between. Let the weight defined on each edge represent the upper bound on the amount of flow that is allowed to pass through the edge. Of course, that capacity does not need to be reached, this is just the upper bound.

The max-flow problem \([43]\) aims to maximize the flow coming from the source node \( s \) to a sink node \( t \). We let \( p_s, p_t : V \mapsto \mathbb{R} \) denote the amount of flow on the edges that connect a source or sink edge, respectively, to a regular vertex of the graph. For example, \( p_s(x) \) denotes how much flow is passing from the source to vertex \( x \). Analogously, \( p_t(x) \) denotes how much flow is passing from vertex \( x \) to the sink. Now let \( p : E \mapsto \mathbb{R} \) represent the amount of flow on edges between pairwise points in \( V \), where \( E \subset V \times V \). For example, \( p(x, y) \) denotes the amount of flow passing from vertex \( x \) to vertex \( y \). The upper capacities on the source edges are denoted by \( C_s \) and on sink edges by \( C_t \), and there is no lower bound on the capacities. Therefore,

\[
p_s(x) \leq C_s(x) \quad \forall x
\]

and

\[
p_t(x) \leq C_s(x) \quad \forall x.
\]

The flows \( p(x, y) \) on the edges \((x, y)\) are bounded by \(|p(x, y)| \leq C\). In this section, we choose \( C \) to be 1. However, one does not have to use a constant bound here; one can consider a general function \( C(x, y) \). The amount of flow in the graph can be expressed as the amount of flow on the source edges, which we want to maximize under flow capacity and flow conservation constraints.
In this section, we describe two max-flow problems. The first is equivalent to the problem (25) with fidelity term, and consequently solves the original problem (22) provided the penalty parameter $\eta$ is high enough. The second max-flow problem incorporates the supervised constraints directly without the need for a very large penalty term. The following derivations extend the continuous max-flow problem [108, 109] from images to general graphs. All the operators are written in graph form.

4.1.1 Max-flow Formulation with Supervised Constraints as Fidelity Term

In this subsection, we show that the following primal formulation (that can be interpreted as a max-flow problem over the graph) is equivalent to the convex partition problem (33):

$$\max_{p_s,p_t,p} \left\{ P(p_s,p_t,p) = \sum_{x \in V} p_s(x) \right\}$$

subject to

$$|p(x,y)| \leq C, \quad (x,y) \in E;$$

$$p_s(x) \leq C_s(x), \quad \forall x \in V;$$

$$p_t(x) \leq C_t(x), \quad \forall x \in V;$$

$$\text{div}_wp(x) - p_s(x) + p_t(x) = 0, \quad \forall x \in V.$$

where (38) is the flow capacity constraint on edges between pairwise nodes, (39) and (40) are flow capacities on the source and sink edges, and (41) is the flow conservation constraint. Note that we use the divergence operator to evaluate the net flow locally around vertex $x$. The method of solving the formulation is outlined as “Convex Method: Version 1”, but will also be referred to as the max-flow algorithm.

The objective function (37) measures the total amount of flow on the graph. Due to constraint (39), the maximization problem (37) is bounded above by $\int_{\Omega} C_s(x)$, which is finite provided $f(\phi(x), x)$ is bounded (true for the data terms considered in this work).

It is well known that the value of the maximum flow of the maximum flow problem is equivalent to the value of the minimum cut (where one sums the weights on the edges between vertices of different classes). In classical max-flow min-cut theory, to obtain the final classification by solving the maximum-flow problem, one can use the information of the flow on the source and sink edges.
If for $x \in V$, there is a non-saturated path between $s$ and $x$, then $x$ is in class 1. If there is a non-saturated path between $x$ and $t$, then $x$ is in class 2.

In this paper, we instead solve the max-flow problem (37) by continuous optimization. Introducing such a Lagrange multiplier (see background section on optimizing function) for the flow conservation constraint (41) leads to the the primal—dual formulation of (37):

$$\min_{\lambda} \max_{p_s, p_t, p} \left\{ E(p_s, p_t, p; \lambda) = \sum_{x \in V} p_s(x) + \sum_{x \in V} \lambda(x) \left( \text{div} \, w p - p_s + p_t \right) \right\}$$

subject to

$$\begin{align*}
|p(x, y)| &\leq C, \quad (x, y) \in E; \\
p_s(x) &\leq C_s(x), \quad \forall x \in V; \\
p_t(x) &\leq C_t(x), \quad \forall x \in V.
\end{align*}$$

Rearranging the terms, we obtain

$$\min_{\lambda} \max_{p_s, p_t, p} \left\{ E(p_s, p_t, p; \lambda) = \sum_{x \in V} \left\{ (1 - \lambda) p_s + \lambda p_t + \lambda \text{div} \, w p \right\} \right\}$$

subject to (43), (44) and (45).

By maximizing the above problem for $p_s, p_t$ and $p$, in the continuous (or in the graph) case, we obtain the closed form expression (33) subject to the constraint (34). If the constraint (34) was not met, the energy could become arbitrarily large by choosing $p_s$ or $p_t$ arbitrarily low, contradicting boundedness from above.

In order to optimize the problem (46), let us first consider a continuous setting and the problem

$$f(q) = \max_{p \leq C} p \cdot q.$$  

When $q < 0$, we can choose $p$ to be negative infinity to maximize $p \cdot q$, which gives $f(q) = +\infty$. Also, if $q = 0$, then $p \leq C$ and $f(q)$ reaches maximum at 0. If $q > 0$, then $p = C$ and $f(q)$ reaches maximum at $q \cdot C$. Therefore,

$$f(q) = \begin{cases} 
\infty & \text{if } q < 0, \\
q \cdot C & \text{otherwise.}
\end{cases}$$

Define

$$f_s(x) = \max_{p_s(x) \leq C_s(x)} (1 - \lambda(x)) \cdot p_s(x),$$
\( f_t(x) = \max_{p_t(x) \leq C_t(x)} \lambda(x) \cdot p_t(x). \) 

Then we have the following:

\[
    f_s(x) = \begin{cases} 
        (1 - \lambda(x)) \cdot C_s(x) & \text{if } (1 - \lambda(x)) \geq 0, \\
        \infty, & \text{otherwise}
    \end{cases}
\]

(51)

and

\[
    f_t(x) = \begin{cases} 
        \lambda(x) \cdot C_s(x) & \text{if } \lambda(x) \geq 0, \\
        \infty, & \text{otherwise}
    \end{cases}
\]

(52)

By [53], it is known that

\[
    \max_{p(x) \leq C} \int \Omega \lambda \text{div } p dx = \int \Omega K |\nabla \lambda| dx,
\]

(53)

where \( K \) is a constant. Here, we write \( p(x) \) because this is a continuous setting, defined on a plane.

We can also derive an equivalent of this equation in a graph setting. We have

\[
    \langle \lambda, \text{div}_w p \rangle_V = \sum_x \frac{1}{2} \lambda(x) \left\{ \sum_y w(x, y)(p(x, y) - p(y, x)) \right\} = \\
    \sum_{x, y} \lambda(x) \frac{1}{2} w(x, y)p(x, y) - \sum_{x, y} \frac{1}{2} \lambda(x)w(x, y)p(y, x) = \sum_{x, y} \frac{1}{2} (\lambda(x) - \lambda(y))w(x, y)p(x, y).
\]

Since

\[
    \max_{p(x, y) \leq C} \sum_{x, y} \frac{1}{2} (\lambda(x) - \lambda(y))w(x, y)p(x, y) = \frac{1}{2} \sum_{x, y} w(x, y)|\lambda(x) - \lambda(y)|,
\]

we see that

\[
    \max_{p(x, y) \leq C} \langle \lambda, \text{div}_w p \rangle_V = K \cdot TV_w(\lambda),
\]

(54)

where \( K \) is a constant.

By (51),(52) and (54), in a continuous setting, maximization of (46) over flows \( p_s, p_t \) and \( p \) leads to the equivalent dual model (33) subject to the constraint (34). We thus have the following **equivalent** formulations:

**Primal Formulation**

\[
    \max_{p_s, p_t, p} \left\{ P(p_s, p_t, p) = \sum_{x \in V} p_s(x) \right\}
\]

subject to (38)-(41).

**Primal-Dual Formulation**

\[
    \min_{\lambda} \max_{p_s, p_t, p} \left\{ E(p_s, p_t, p; \lambda) = \sum_{x \in V} p_s(x) + \sum_{x \in V} \lambda(x) \left( \text{div}_w p - p_s + p_t \right) \right\}
\]
subject to (38)- (40).

**Dual Formulation**

$$\min_{\{\lambda: V \to [0,1]\}} E(u) = TV_w(\lambda) + \sum_{x \in V} g(\lambda(x), x).$$

Existence of dual and primal-dual solutions follows by the minimax theorem, Prop. 2.4 of [35] Chapter VI. In more detail, the constraints of the flows are convex, and the function is linear in all the variables, and thus convex l.s.c. for a fixed $\lambda$ and concave u.s.c. for fixed $p_s, p_t$ and $p$. Therefore, we have the existence of at least one saddle point. Also, the min and max operators of the primal model can be exchanged:

$$\min_{\lambda} \max_{p_s, p_t, p} \{E(p_s, p_t, p; \lambda) = \max_{p_s, p_t, p} \min_{\lambda} \{E(p_s, p_t, p; \lambda)\}. \tag{55}$$

When we maximize the primal-dual problem over $\lambda$, we obtain the primal model:

$$P(p_s, p_t, p) = \min_{\lambda} \{E(p_s, p_t, p; \lambda)\}. \tag{56}$$

**Note: Connection between variables**

Solving the primal problem, how can one obtain $\lambda$ or the solution to the min-cut problem? Let $(\lambda^*(x), p^*_s, p^*_t, p)$ be the optimal primal-dual pair of (46). Now observe that if $p_s(x) < C_s(x)$ (flow is unsaturated), we have $1 - \lambda^*(x) = 0$, i.e.

$$p^*_s(x) < C_s(x) \implies \lambda^*(x) = 1. \tag{57}$$

Therefore, we class vertex $x$ as being of class 2. Moreover, $f_s(x) = (1 - \lambda^*(x))p^*_s(x) = 0$, so that $p^*_t(x) = C_t(x)$. Thus, that flow is saturated.

Similarly, in the case that $p^*_t(x) < C_t(x)$ (flow is unsaturated), we have $\lambda^*(x) = 0$, i.e.

$$p^*_t(x) < C_t(x) \implies \lambda^*(x) = 0. \tag{58}$$

Therefore, we class vertex $x$ as being of class 1. Moreover, $f_t(x) = \lambda^*(x)p^*_s(x) = 0$, so that $p^*_s(x) = C_s(x)$. Thus, the flow from the source is saturated.

One can also obtain the solution to the min-cut problem using the primal-dual problem by the Lagrange multiplier or $\lambda$.

Therefore, the remarks above show an elegant relationship between $\lambda$ and the three variables of the primal problem.
4.1.2 Max-flow Formulation with Hard Supervised Constraints

We also describe another formulation of the problem, which avoids using a fidelity term that is forced to take on a very large value of $\eta$ to enforce that the supervised constraints are satisfied. Define first the binary functions

$$v^f(x) = \begin{cases} 1, & x \in V^f \\ 0, & \text{otherwise} \end{cases}, \quad v^b(x) = \begin{cases} 0, & x \in V^b \\ 1, & \text{otherwise} \end{cases},$$

and consider the following modification of the max-flow problem (37)

$$\max_{p_s, p_t, p} \left\{ P(p_s, p_t, p) = \sum_{x \in V} (v^b p_s(x) - v^f p_t(x)) \right\}$$

subject to

$$|p(x, y)| \leq C, \quad (x, y) \in E;$$

$$p_s(x) \leq 0, \quad \forall x \in V;$$

$$p_t(x) \leq 0, \quad \forall x \in V;$$

$$\text{div}_w p(x) - p_s(x) + p_t(x) = 0, \quad \forall x \in V.$$ (63)

Introducing the Lagrange multiplier $\lambda$ for constraint (63), we obtain the following Lagrangian formulation after rearrangement of the terms:

$$\min_{\lambda} \max_{p_s, p_t, p} \left\{ E(p_s, p_t, p; \lambda) = \sum_{x \in V} \left\{ (v^b - \lambda) p_s(x) + (\lambda - v^f) p_t(x) + \lambda \text{div}_w p(x) \right\} \right\}. \quad (64)$$

As there are no lower bounds on $p_s$ and $p_t$, it can be observed that optimal solutions $\lambda$ must satisfy the constraints

$$v^f \leq \lambda \leq v^b,$$ (65)

otherwise the energy could be made arbitrarily large. Note that, by maximizing for the flows $p_s, p_t$ and $p$ in continuous space, we therefore obtain the primal problem

$$\min_{\lambda \in B'} TV_w(\lambda)$$

subject to (65). See previous section for the ideas of the derivation.

Also, if $\lambda^*$ is a solution to (66) subject to supervised constraints, then $\lambda^*$ is obviously also a solution to (33) provided the penalty parameter $\eta$ in the fidelity term of (33) is chosen sufficiently high.

The method of solving the formulation is outlined as “Convex Method Version 1s.”
The dual problems (37) or (59) are solved by the augmented Lagrangian method as in [108,109]. To solve (37), construct first the augmented Lagrangian function corresponding to (37):

$$L_{c}(p_{s}, p_{t}, p, \lambda) = \sum_{x \in V} \left\{ p_{s} + \lambda(\text{div}_{w} p - p_{s} + p_{t}) \right\} - \frac{c}{2} \| \text{div}_{w} p - p_{s} + p_{t} \|^2,$$

where $$\|s\|^2 = \sum_{x \in V} |s(x)|^2$$.

The goal is to solve

$$\max_{p_{s}, p_{t}, p} \left\{ P(p_{s}, p_{t}, p) = \sum_{x \in V} p_{s}(x) \right\}$$

under constraints (38) - (41) by solving

$$\min_{\lambda} \max_{p_{s}, p_{t}, p} L_{c}(p_{s}, p_{t}, p, \lambda).$$

An augmented Lagrangian method can be applied to solve this problem by alternatively maximizing $$L_{c}$$ for the dual variables $$p_{s}, p_{t}$$ and $$p$$ with constraints (43)-(45) and updating the Lagrange multiplier $$\lambda$$ as follows:

**Convex Method (Version 1) Max-flow Algorithm**

Initialize $$p_{s}^{1}, p_{t}^{1}, p^{1}$$ and $$\lambda^{1}$$. For $$k = 1, \ldots$$ until convergence:

- **Optimize p flow**
  
  $$p_{s}^{k+1} = \arg \max_{p(e) \leq C \forall e \in E} - \frac{c}{2} \| \text{div}_{w} p - F_{k} \|^2,$$

  where $$F_{k} = p_{s}^{k} - p_{t}^{k} + \frac{\lambda^{k}}{c}$$ is fixed.

- **Optimize source flow $$p_{s}$$**
  
  $$p_{s}^{k+1} = \arg \max_{p_{s}(x) \leq C_{s}(x) \forall x \in V} \sum_{x \in V} p_{s} - \frac{c}{2} \| p_{s} - G_{k} \|^2,$$

  where $$G_{k} = p_{t}^{k} + \text{div}_{w} p_{k+1} - \frac{\lambda^{k}}{c}$$ is fixed.

- **Optimize sink flow $$p_{t}$$**
  
  $$p_{t}^{k+1} = \arg \max_{p_{t}(x) \leq C_{t}(x) \forall x \in V} - \frac{c}{2} \| p_{t} - H_{k} \|^2,$$

  where $$H_{k} = p_{s}^{k+1} - \text{div}_{w} p_{k+1} + \frac{\lambda^{k}}{c}$$ is fixed.
• Update $\lambda$

$$\lambda^{k+1} = \lambda^k - c \left( \text{div}_w p^{k+1} - p_s^{k+1} + p_t^{k+1} \right).$$

To solve (59), construct the augmented Lagrangian function:

$$L_c(p_s, p_t, p, \lambda) = \sum_{x \in V} \left\{ v^b p_s - v^f p_t + \lambda(\text{div}_w p - p_s + p_t) \right\} - \frac{c}{2} \| \text{div}_w p - p_s + p_t \|^2_2.$$  

The goal is to solve

$$\max_{p_s, p_t, p} \sum_{x \in V} (v^b p_s - v^f p_t)$$

under constraints (38) - (41) by solving

$$\min_{\lambda} \max_{p_s, p_t, p} L_c(p_s, p_t, p, \lambda).$$

An augmented Lagrangian method can be applied to solve this problem by alternatively maximizing $L_c$ for the dual variables $p_s, p_t$ and $p$ with constraints (60)-(62) and updating the Lagrange multiplier $\lambda$. The augmented Lagrangian method for (59) thus becomes:

**Convex Method (Version 1s) Supervised Max-flow Algorithm**

Initialize $p_s^1, p_t^1, p^1$ and $\lambda^1$. For $k = 1, \ldots$ until convergence:

• Optimize $p$ flow

$$p^{k+1} = \arg \max_{|p(e)| \leq C} - \frac{c}{2} \| \text{div}_w p - F^k \|_2^2, \quad (70)$$

where $F^k = p_s^k - p_t^k + \frac{\lambda^k}{c}$ is fixed.

• Optimize source flow $p_s$

$$p_s^{k+1} = \arg \max_{p_s(x) \leq 0 \ \forall x \in V} \sum_{x \in V} v^b p_s - \frac{c}{2} \| p_s - G^k \|_2^2, \quad (71)$$

where $G^k = p_t^k + \text{div}_w p^{k+1} - \frac{\lambda^k}{c}$ is fixed.

• Optimize sink flow $p_t$

$$p_t^{k+1} = \arg \max_{p_t(x) \leq 0 \ \forall x \in V} - \sum_{x \in V} v^f p_t - \frac{c}{2} \| p_t - H^k \|_2^2, \quad (72)$$

where $H^k = p_s^{k+1} - \text{div}_w p^{k+1} + \frac{\lambda^k}{c}$ is fixed.
• Update $\lambda$

$$\lambda^{k+1} = \lambda^k - c (\text{div}_w p_{s}^{k+1} - p_{s}^{k+1} + p_{t}^{k+1}).$$

Due to the relation between problem (64) and problem (33), the output $\lambda$ at convergence will be a solution to (33). Similarly, if $\eta$ is chosen sufficiently high in (33), then solution $\lambda$ to (46) will also be a solution to (33).

By Theorem 1, one can obtain a partition which solves (32) by the thresholding procedure described in (2).

The subproblems (67) and (70) for updating $p$ are solved by one step of the following procedure:

$$p^{k+1} = \Pi_W \left( p^k + c\nabla_w (\text{div}_w p^k - F^k) \right).$$

Above, $\Pi_W$ is a projection operator which is defined as

$$\Pi_W(p(x, y)) = \begin{cases} 
p(x, y) & \text{if } |p(x, y)| \leq 1, \\
\text{sgn}(p(x, y)) & \text{if } |p(x, y)| > 1, 
\end{cases} \quad (73)$$

where sgn is the sign function.

The subproblems (68) and (69) can be solved by

$$p_s(x) = \min(G^k(x) + \frac{1}{c}, C_s(x));$$

$$p_t(x) = \min(H^k(x), C_t(x)).$$

The subproblems (71) and (72) can be solved by

$$p_s(x) = \min(G^k(x) + \frac{v^b}{c}, C_s(x));$$

$$p_t(x) = \min(H^k(x) - \frac{v^f}{c}, C_t(x)).$$

Note that the gradient and divergence operators in the algorithm are constructed using the graphical framework, as shown by equations (3) and (4).

### 4.2 Convex Method (Version 1b): Max-flow With Balancing Constraints
This section demonstrates how to incorporate balancing constraints of the form (28), which take into account the size of the classes. This lets the user take advantage of any prior knowledge of the size of the two classes. Volume constraints have been incorporated into image segmentation models in a convex framework in [69, 85]. We propose an efficient algorithm for incorporating the hard volume constraint (28) on graphs by slightly modifying the dual max-flow problem using a new variable $\rho : V \rightarrow \mathbb{R}$ as follows:

$$\max_{p_s, p_t, p, \rho} \left\{ P(p_s, p_t, p) = \sum_{x \in V} (p_s(x) - a\rho) \right\}$$

subject to

$$|p(x, y)| \leq C, \quad (x, y) \in E;$$

$$p_s(x) \leq C_s(x), \quad \forall x \in V;$$

$$p_t(x) \leq C_t(x), \quad \forall x \in V;$$

$$\text{div}_w p(x) - p_s(x) + p_t(x) + \rho = 0, \quad \forall x \in V;$$

$\rho$ is a constant function. (79)

Introducing a Lagrange multiplier $\lambda$ for the constraint (78) yields the primal-dual model

$$\min_{\lambda} \max_{p_s, p_t, p, \rho} \left\{ E(p_s, p_t, p, \rho; \lambda) = \sum_{x \in V} (p_s(x) - a\rho) + \sum_{x \in V} \lambda(x) \left( \text{div}_w p - p_s + p_t + \rho \right) \right\}$$

subject to

$$|p(x, y)| \leq C, \quad (x, y) \in E;$$

$$p_s(x) \leq C_s(x), \quad \forall x \in V;$$

$$p_t(x) \leq C_t(x), \quad \forall x \in V;$$

$\rho$ is a constant function. (84)

Rearranging the terms, we obtain

$$\min_{\lambda} \max_{p_s, p_t, p, \rho} \left\{ E(p_s, p_t, p, \rho; \lambda) = \sum_{x \in V} \left\{ (1 - \lambda)p_s + \lambda p_t + \rho(\lambda - a) + \lambda \text{div}_w p \right\} \right\}$$

subject to (81) - (77) and (79).

The intuition of having the above model lies in the following. We observe that if $\lambda \notin \mathbb{B}'$, the energy can be arbitrarily large by choosing $p_s$ or $p_t$ arbitrarily small, contradicting boundedness.
from above. From the second to last term, it follows that if the balancing constraint (28) is not satisfied, the energy can be made arbitrarily large by choosing $\rho$ arbitrarily high or low. Therefore, by maximizing for $p_s, p_t, p$ and $\rho$, we obtain the closed form expression (33) subject to the constraints (34) and the balancing constraint (28). The derivation is very similar to the one in Section 12.3.1.

In contrast to the case with the model without balancing constraints, it cannot be guaranteed in advance that a global minimizer is obtained by the thresholding procedure described in Theorem 2. If the solution is binary, it must also be a global minimizer of the binary constrained problem, since the convex set $\mathbb{B}'$ contains the binary set $\mathbb{B}$. In the experiments, the solution tends to be binary or very close to binary, indicating that a global minimizer, or close approximation, can be obtained.

We again construct the augmented Lagrangian functional

$$L_c(p_s, p_t, p, \lambda) = \sum_{x \in V} -a\rho + p_s + \lambda(\text{div}_w p - p_s + p_t + \rho) - \frac{c}{2} \|\text{div}_w p - p_s + p_t + \rho\|_2^2,$$

which is exactly (4.1.2) if $\rho$ is zero.

The goal is to solve

$$\max_{p_s, p_t, p, \rho} \left\{ P(p_s, p_t, p) = \sum_{x \in V} (p_s(x) - a\rho) \right\}$$

under constraints (81) - (79) by solving

$$\min_\lambda \max_{p_s, p_t, p, \lambda} L_c(p_s, p_t, p, \lambda).$$

An augmented Lagrangian method can be applied to solve this problem by alternatively maximizing $L_c$ for the dual variables $p_s, p_t$ and $p$ with constraints (81)-(79) and updating the Lagrange multiplier $\lambda$. The augmented Lagrangian method for (59) thus becomes:

---

**Convex Method (Version 1b) Balancing Constraints**

Initialize $p_s^1, p_t^1, p^1$ and $\lambda^1$. For $k = 1, \ldots$ until convergence:

- Optimize $p$ flow

$$p^{k+1} = \arg \max_{\|p(e)\| \leq C \ \forall e \in E} -\frac{c}{2} \|\text{div}_w p - F^k\|_2^2,$$

where $F^k = p_s^k - p_t^k + \frac{\lambda^k}{c} - \rho^k$ is fixed.
• Optimize source flow $p_s$

$$p^{k+1}_s = \arg \max_{p_s(x) \leq C_s(x) \forall x \in V} \sum_{x \in V} p_s - \frac{c}{2} \| p_s - G^k \|_2^2,$$

(87)

where $G^k = p^k_t + \text{div}_w p^{k+1} - \frac{\lambda^k}{c} + \rho^k$ is fixed.

• Optimize sink flow $p_t$

$$p^{k+1}_t = \arg \max_{p_t(x) \leq C_t(x) \forall x \in V} - \frac{c}{2} \| p_t - H^k \|_2^2,$$

(88)

where $H^k = p^{k+1}_s - \text{div}_w p^{k+1} + \frac{\lambda^k}{c} - \rho^k$ is fixed.

• Optimize $\rho$

$$\rho^{k+1} = \arg \max_{\rho} \sum_{x \in V} a \rho - \frac{c}{2} \| \rho - J^k \|_2^2,$$

(89)

where $J^k = -p^{k+1}_s - \text{div}_w p^{k+1} + \frac{\lambda^k}{c} + p^{k+1}_s$ is fixed.

• Update $\lambda$

$$\lambda^{k+1} = \lambda^k - c (\text{div}_w p^{k+1} - p^{k+1}_s + p^{k+1}_t + \rho^{k+1}).$$

The optimization problem (86) for $p$ can be solved by one step of the projected gradient method as follows:

$$p^{k+1} = \Pi_W(p + c \nabla_w (\text{div}_w p^k - F^k)),$$

where $\Pi_W$ is the projection defined in (73).

The subproblems (87) and (88) can be solved by

$$p_s(x) = \min(G^k(x) + \frac{1}{c}, C_s(x));$$

$$p_t(x) = \min(H^k(x), C_t(x)).$$

We solve (89) using

$$\rho^{k+1} = \text{mean}(-p^{k+1}_s + p^{k+1}_t + \text{div}_w p^{k+1} + \rho^k - \frac{\lambda^k}{c} - \frac{\alpha}{c}).$$

(90)

In step (90), the constraint that $\rho$ should be constant is imposed exactly by computing the average of the pointwise unconstrained maximizers $\rho(x)$ for $x \in V$, and then the average value is assigned to $\rho(x) \forall x \in V$.

Just like in the previous cases, the final classification is obtained by thresholding $\lambda$. 
4.3 Convex Method (Version 2): Extension of Primal Augmented Lagrangian Method to Graphs

In this section, we describe another algorithm for solving the convex problem (32), by extending the Split-Bregman algorithm [55] for geometric problems [54] to general graphs. It has recently been shown [95, 107] that the Split-Bregman algorithm is equivalent to solving a specialized decomposition of total variation regularized problems by the augmented Lagrangian method. We use the augmented Lagrangian notation when describing the algorithm, since this notation has already been introduced in Section 4.1 when deriving the max-flow algorithms.

Consider the general minimization problem

\[
\min_u \ TV_w(u) + \sum_{x \in V} g(u(x), x). \tag{91}
\]

In our case, we wish to choose \( g \) according to (31) and impose the constraint \( u \in B' \). The idea is to solve (91) by writing this unconstrained problem as a constrained one by addition an extra variable. This results in the problem

\[
\min_{u,q} \|q\|_1 + \sum_{x \in V} g(u(x), x) \tag{92}
\]

s.t. \( q = \nabla_w u \), \hspace{1cm} \tag{93}

where \( \|s\|_1 = \sum_{x \in V} |s(x)| \).

The idea is to solve this by the augmented Lagrangian method. We introduce a Lagrange multiplier \( \phi \) for the constraint (93). This results in the augmented Lagrangian functional

\[
L_c(u, q, \phi) = \|q\|_1 + \sum_{x \in V} \left\{ g(u(x), x) + \phi \cdot (q - \nabla_w u) \right\} + \frac{c}{2} \|q - \nabla_w u\|_2^2, \tag{94}
\]

where \( c \) is a constant and \( \|s\|_2^2 = \sum_{x \in V} |s(x)|^2 \).

The idea is to solve (92) with constraint (93) by finding a saddle point of (94) over \( u, q \) and \( \phi \):

\[
\max_{\phi} \min_{u,q} L_c(u, q, \phi).
\]

This one can achieve by alternating between minimizing for \( u \) and \( q \)

\[
(u^k, q^k) = \arg \min_{u,q} L_c(u, q, \lambda^k) \tag{95}
\]
and updating the Lagrange multiplier by one step of gradient ascent:

\[ \lambda^{k+1} = \lambda^k + c(q^{k+1} - \nabla u^{k+1}). \]

The minimization problem (95) can be separated into two subproblems:

\[
\min_u \sum_{x \in V} \left\{ g(u(x), x) - \lambda^k \cdot \nabla_w u \right\} + \frac{c}{2} \| q - \nabla_w u \|^2_2;
\]

\[
\min_q \| q \|_1 + \sum_{x \in V} \lambda^k \cdot q + \frac{c}{2} \| q - \nabla_w u \|^2_2.
\]

Therefore, the algorithm is the following (it will be referred to in the text as version 2 of the convex method or the primal augmented Lagrangian algorithm):

---

**Convex Method (Version 2) Primal Augmented Lagrangian Algorithm**

Initialize \( \lambda^1, q^1 \) and \( u^1 \). For \( k = 1, \ldots \) until convergence:

- **Optimize \( \lambda \)**

\[
\frac{d}{dt} u^{k+1} = \min_u \sum_{x \in V} \left\{ g(u(x), x) - \lambda^k \cdot \nabla_w u \right\} + \frac{c}{2} \| q^k - \nabla_w u \|^2_2. \tag{96}
\]

- **Optimize \( q \)**

\[
\frac{d}{dt} q^{k+1} = \min_q \| q \|_1 + \sum_{x \in V} u^k \cdot q + \frac{c}{2} \| q - \nabla_w u^{k+1} \|^2_2. \tag{97}
\]

- **Update Lagrange multipliers**

\[
\lambda^{k+1} = \lambda^k + c(q^{k+1} - \nabla u^{k+1}). \tag{98}
\]

The final binary classification is obtained by thresholding \( u \) to either 0 or 1.

The subproblem (96) gives the Euler-Lagrange equation:

\[
\frac{\partial g}{\partial u} + c \text{div}_w(q^k - \nabla_w u) + \text{div}_w(\lambda^k) = 0,
\]

where in this case \( \frac{\partial g}{\partial u} = C_t - C_s \).

We solve the above subproblem using one step of forward Euler:

\[
\frac{d}{dt} \frac{u^{k+1} - u^k}{dt} = -(C_t - C_s + c \text{div}_w(q^k - \nabla_w u^k) + \text{div}_w(\lambda^k)).
\]
This becomes
\[
\frac{u^{k+1} - u^k}{dt} = -(C_t - C_s + c \text{div}_w(q^k) - c \Delta_w u^k) + \text{div}_w(\lambda^k)).
\]

All the operators, as was stated before, are formulated in a graph setting, as shown in section 10.

We solve subproblem (97) in the same way as it is done in [107]:
\[
q^{k+1} = \begin{cases} 
\frac{1}{c}(1 - \frac{1}{|b(x,y)|})b(x,y), & \text{if } |b(x,y)| > 1, \\
0, & \text{if } |b(x,y)| \leq 1,
\end{cases}
\]

where \(b = |c\nabla_w u - \lambda^k|\).

We have tried solving the subproblem (96) above in another way. A similar scheme is used, except the Laplace operator is calculated implicitly, and we proceed further by considering its terms as a linear combination of the eigenvectors of the random walk Laplacian, in a similar way as in [9] and [80]. Only a small fraction of the eigenvectors are used. This way of solving the subproblem turns out to be several times faster than the one previously discussed, but because it does not perform well in the case of non-random fidelity, we did not use it. A disadvantage of this method is that it only uses a small fraction of the eigenvectors, which might not contain enough information to result in an accurate classification, as was the case with experiments with non-random fidelity. However, it also has some advantages, which are discussed in the next section.

**Avoiding trivial global minimizers**

If the number of supervised points \(V^f \cup V^b\) are very low, the global minimizer of (22) may just be the trivial solution \(S = V^f\) or \(S = V^b\). This was the case for a small number of our experiments. In order to avoid this problem, the cost of these trivial solutions can be increased by increasing the number of edges incident to the supervised points \(V^f \cup V^b\), which amounts to adding nonlocal behavior. Non-supervised points in the graph are connected by edges to their \(M\) nearest neighbors. Supervised points can instead be connected to their \(K\) nearest neighbors, where \(K > M\), thereby increasing the cost of the partitions \(S = V^f\) and \(S = V^b\).

An interesting observation is that if the subproblem (96) in the primal max-flow algorithm is solved via the approximate eigendecomposition, the algorithm does not result in the trivial solution \(S = V^f\) and \(S = V^b\), even when the number of supervised points are very low. The reason for this seems to be that the approximation resulting from not using all the eigenfunctions erases the
unwanted trivial global minimizers from the energy landscape.

Note that the second eigenvector of the Laplacian already provides a solution to a cut using a spectral clustering approximation approach. Although we experiment with using that approximation as an initialization, the methods work just as well when random initialization is used.

4.4 Results

The results for several data sets are summarized in Table 10, with those of the best method highlighted. In all experiments, we have constructed the graph using the $M$ nearest neighbors and approximated the eigendecomposition of the Laplacian using only the $M$ largest eigenvalues. By “random fidelity”, we mean choosing supervised points randomly. By “corner fidelity”, we mean choosing supervised points in a certain portion of the data set only, in this case in the “corner” portion of the eigenvector graph. The technique described in Section 4.3 for avoiding trivial global minimizers, was used on the two moons data set in Fig.22 in case of less than $3.25\%$ supervised points. The results were computed on a 2.4 GHz Intel Core i7 Quad.

In the case when we need to compute the eigenvectors and eigenvalues of the random walk graph Laplacian, we first use a fast numerical solver called the Rayleigh-Chebyshev procedure [1] to compute those of the symmetric graph Laplacian. One can then use the previously described relationship between the eigendecomposition of the symmetric graph Laplacian and that of the random walk graph Laplacian. The Rayleigh-Chebyshev procedure itself is a modification of an inverse subspace iteration method using adaptively determined Chebyshev polynomials. It is also a robust method that converges rapidly and that can handle cases when there are eigenvalues of multiplicity greater than one. The calculations are made even more efficient by the fact that only a small portion of the eigenvectors need to be calculated, as the most significant nodes contain enough information to produce accurate results. To have a fair comparison, we use the same number of eigenvectors per data set for all methods.

We have used

$$f(\lambda(x), x) = \eta(x)|\lambda(x) - \lambda_0(x)|^2$$

(99) for all our computations. Here, $\lambda_0$ is the initial value of $\lambda$, and $\eta(x)$ is a function that takes on a value of a constant $\eta$ on fidelity points and zero elsewhere.

Below, we provide more detail on the results for each of the benchmark data sets, as well as a description of the data set itself. In addition, we provide a comparison of the results to those of
some of the best methods, including the binary MBO and GL algorithms. The binary GL algorithm is the multiclass GL algorithm with the number of classes equal to 2.

**MNIST Data Set**

The MNIST digits data set [72], available at [http://yann.lecun.com/exdb/mnist/](http://yann.lecun.com/exdb/mnist/), is a data set of 70000 28 × 28 images of handwritten digits from 0 – 9. However, since our method is only binary, we obtained a subset of this set to classify, in particular, digits 4 and 9 (since these digits are sometimes hard to distinguish, if handwritten). This created a set of 13782 digits, each either 4 or 9. Starting from some initial classification of the points and using only a small fraction of the set as fidelity, the goal is to classify each image into being either a 4 or 9. We used $M = 10$.

Using random initialization and random fidelity, the max-flow method obtained an accuracy of 98.48% averaged over 100 runs with different fidelity sets of 500 randomly chosen points (or only 3.62% of the set). The primal augmented Lagrangian method’s accuracy was around 98.44%. The accuracy of binary MBO graph method from [80] and the binary GL graph method from [9] was slightly lower than that of our methods; the algorithms were able to achieve an average accuracy of 98.37% and 98.29%, respectively. Table 10 summarizes the above and also shows results in the case when the initialization is constructed using the thresholded second eigenvector of the Laplacian or when the fidelity region is chosen nonrandomly by only considering points that give values in the corners of the leftmost image in Figure 24a. More detail on the latter information will be given in Section 4.4. The parameters for Convex Method (Version 1) were: $c = 0.5$, $\eta = 50$. For Convex Method (Version 2), they were: $c = 0.008$, $\eta = 400$, $dt = 0.032$.

To compare with other methods, we note a recent result by Hu et al. [66], which is an unsupervised method. The authors of the paper also tested only digits 4 and 9 and obtained a purity score (measures the fraction of the nodes that have been assigned to the correct community) of 0.977. The GenLouvain algorithm obtained a purity score of 0.975. In addition, many other algorithms have used the full MNIST data set with all 10 digits. For example, Cheeger cuts [100], boosted stumps [68, 72], and transductive classification [101] have obtained accuracies of 88.2%, 92.3%-98.74%, and 92.6%, respectively. Also, papers on $k$-nearest neighbors [71, 72], neural or convolutional nets [25, 71, 72], nonlinear classifiers [71, 72] and SVM [29, 71] report accuracies of 95.0%-97.17%, 95.3%-99.65%, 96.4%-96.7%, and 98.6%-99.32%, respectively. The aforementioned approaches are supervised learning methods using 60,000 out of 70,000 digits (or about
85.71% of the whole data set) as a training set. Moreover, we compare our method with [13], which obtains 98.05% accuracy by knowing 10% of the labels, 97.78% by knowing 5% of the labels, and 97.72% by knowing 2.5% of the labels. Our algorithms, taking only 3.6% of the data as fidelity, obtain around 98.5% accuracy, and thus are competitive with or outperform, these methods. Moreover, we have not performed any preprocessing or initial feature extraction on the data set, unlike most of the mentioned algorithms.

**Banknote Authentication Data Set**

The banknote authentication data set, from the UCI machine learning repository [4], is a data set of 1372 features extracted from images (400 × 400 pixels) of genuine and forged banknotes. Wavelet transform was used to extract the features from the images. The goal is to segment the banknotes into being either genuine or forged. We used $M = 15$.

The results are shown in Table 10. With the max-flow method, for a 5.1% fidelity set, we were able to obtain an average accuracy (over 100 different fidelity sets) of around 99.09%, while the primal augmented Lagrangian method achieved a similar accuracy of 98.75%. The results did not deteriorate much for a smaller fidelity set of 3.6%, with the two methods achieving an accuracy of 98.83% and 98.29%, respectively. The parameters for Algorithm 1 were: $c = 0.15$, $\eta = 250$. For Algorithm 2, they were: $c = 0.08$, $\eta = 50$, $dt = 0.5$.

We compare this result to the binary MBO algorithm, which achieved a lower accuracy of 95.43% and 93.48% for 5.1% and 3.6% fidelity sets, respectively. For the binary GL method, the results were also not as good- 97.76% and 96.10%, for 5.1% and 3.6% fidelity sets, respectively.

**Two Moons Data Set**

![Two moons example with max-flow method](image)

Figure 22: Two moons example with max-flow method

This way the data set is constructed was described in Part 1. We used $M = 10$. 
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For the max-flow method, in the case of 65 or lower number of fidelity points (3.25 %), we increased the number of edges of supervised points to others to avoid the trivial global minimizer where all points but the supervised ones are classified as one class.

Using random initialization and random fidelity, for the max-flow method, we obtained an average accuracy of 97.10% and 97.05% in the case of 100 and 50 fidelity points, resp. An example of a solution is shown in Figure 22, with the two classes colored in red and blue. The primal augmented Lagrangian method achieved an accuracy of around 97.07% for 100 fidelity points and around 96.78% for 50 fidelity points. The parameters for Convex Method (Version 1) were: $c = 0.5, \eta = 50$. For Version 2, they were: $c = 0.32, \eta = 100, dt = 0.008$.

To compare this with binary MBO, the method obtained 98.41% and 97.53% accuracy for 100 and 50 fidelity points, resp., which is very similar to the results of the binary GL graph method.

**Rods Data Set**

We have also tested this algorithm on two other synthetic data sets created using the rods pictured in Figure 23. Around 2000 uniformly chosen points were sampled from each image, and then embedded in $\mathbb{R}^{100}$. Finally, noise was added to each of the points. We used $M = 25$.

In the case of random fidelity region, we obtained accuracy in the $98^{th}$ or $99^{th}$ percentile, no matter what initialization. In the case of fidelity region in the corner, we obtained interesting global minimizers for the two data sets. The comparison of our results with the binary MBO and GL method is detailed in the next section. The parameters for Algorithm 1 were: $c = 0.01, \eta = 50$. For Algorithm 2, they were: $c = 0.016, \eta = 500, dt = 0.512$.

**Comparison of Convex Method Versions 1 and 1b**

We tested our balancing constraints max-flow method on several data sets using random initialization and fidelity, and compared it to the regular max-flow method. It handles the case of a small fidelity region better than the original max-flow method (Algorithm 1) and gives higher accuracy everywhere. We used the same $M$ as described in the previous section. The results are displayed in Table 9, and those of the best method (compared to Algorithm 1) are highlighted. In general, the solution is very close to binary, with some small differences that may be explained by the finite stopping criterion of the algorithm, indicating that close approximations to global minimizers are obtained. To measure how close the solution $\lambda$ is to binary, we have computed the norm
Table 9: Comparison of Convex Method Versions 1 and 1b

<table>
<thead>
<tr>
<th>Number of fidelity points</th>
<th>Two moons- Max-flow method (regular)</th>
<th>Two moons- Max-flow method (balancing constraints)</th>
<th>MNIST- Max-flow method (regular)</th>
<th>MNIST- Max-flow method (balancing constraints)</th>
<th>Banknote Authentication Data Set (regular)</th>
<th>Banknote Authentication Data Set (balancing constraints)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>40</td>
<td>30</td>
<td>20</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>Two moons- Max-flow</td>
<td>97.05%</td>
<td>96.92%</td>
<td>96.86%</td>
<td>88.22%</td>
<td>98.83%</td>
<td>98.91%</td>
</tr>
<tr>
<td>method (regular)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two moons- Max-flow</td>
<td>97.19%</td>
<td>97.12%</td>
<td>97.11%</td>
<td>96.11%</td>
<td>98.83%</td>
<td>98.72%</td>
</tr>
<tr>
<td>method (balancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>constraints)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>400</td>
<td>300</td>
<td>210</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>MNIST- Max-flow</td>
<td>98.44%</td>
<td>98.40%</td>
<td>98.36%</td>
<td>93.68%</td>
<td>98.83%</td>
<td>98.91%</td>
</tr>
<tr>
<td>method (regular)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MNIST- Max-flow</td>
<td>98.59%</td>
<td>98.48%</td>
<td>98.45%</td>
<td>98.41%</td>
<td>98.83%</td>
<td>98.72%</td>
</tr>
<tr>
<td>method (balancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>constraints)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>40</td>
<td>30</td>
<td>20</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>Banknote Authentication</td>
<td>98.83%</td>
<td>98.72%</td>
<td>98.21%</td>
<td>96.78%</td>
<td>98.83%</td>
<td>98.72%</td>
</tr>
<tr>
<td>Data Set (regular)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Banknote Authentication</td>
<td>98.83%</td>
<td>98.91%</td>
<td>98.72%</td>
<td>98.55%</td>
<td>98.83%</td>
<td>98.72%</td>
</tr>
<tr>
<td>Data Set (balancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>constraints)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \sum_{x \in V} \frac{\| \lambda(x) - \lambda'(x) \|_1}{|V|} \], where \( \lambda^\ell \) is defined in (2) and \( \ell = 0.5 \). The norm should be 0 if \( \lambda \) is binary. In the experiments, the values of the norm range from 0.0005 to 6 \times 10^{-18}.

For the two moons example, starting from 20 fidelity points, we obtained good results. For 50, 40, 30 and 20 fidelity points, we obtained 97.19%, 97.12%, 97.11% and 96.11% average accuracy (over 100 different fidelity sets), respectively. While the results of the binary MBO method (without any zero means constraint) for the two moons data set achieves slightly better accuracy for 50 and 100 fidelity points (being of 97.53% and 98.41%, respectively), we noticed that if the number of fidelity points is too low, the method is unable to perform well, as the results depending on the fidelity set. The same is the case with the max-flow method with no balancing constraint. For example, for 20 fidelity points, the average accuracy we obtained for the method was 88.22%. However, with the balanced method, we still obtain a good result (96.11%) for a fidelity set containing as little as 20 points. Thus, the advantage of the method is that it performs well with even a very small fidelity region. The results are summarized in Table 9.

For the MNIST data set, we obtained very good results even for a small number of fidelity points. For 500, 400, 300 and 210 fidelity points (or 3.6%, 2.9%, 2.2% and 1.5% of the data, respectively), we obtained an average accuracy (over 100 different fidelity sets) of 98.59%, 98.48%, 98.45% and 98.41%, resp.. A comparison to the results of the regular max-flow method is in Table 9. Note that in addition to giving at least a slightly higher accuracy everywhere, it handles the case...
Table 10: Comparison of MBO and Convex Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>max-flow</th>
<th>convex method</th>
<th>binary MBO</th>
<th>binary GL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST (3.6% fidelity) random initialization, random fidelity</td>
<td>98.48%</td>
<td>98.44%</td>
<td>98.37%</td>
<td>98.29%</td>
</tr>
<tr>
<td>MNIST (3.6% fidelity) 2nd eigenvector initialization, random fidelity</td>
<td>98.48%</td>
<td>98.43%</td>
<td>98.36%</td>
<td>98.25%</td>
</tr>
<tr>
<td>MNIST (3.6% fidelity) random initialization, corner fidelity</td>
<td>98.47%</td>
<td>98.40%</td>
<td>62.35%</td>
<td>64.39%</td>
</tr>
<tr>
<td>MNIST (3.6% fidelity) 2nd eigenvector initialization, corner fidelity</td>
<td>98.46%</td>
<td>98.40%</td>
<td>63.87%</td>
<td>63.19%</td>
</tr>
<tr>
<td>Banknote Authentication Data Set (5.1% fidelity)</td>
<td>99.09%</td>
<td>98.75%</td>
<td>95.43%</td>
<td>97.76%</td>
</tr>
<tr>
<td>Banknote Authentication Data Set (3.6% fidelity)</td>
<td>98.83%</td>
<td>98.29%</td>
<td>93.48%</td>
<td>96.10%</td>
</tr>
<tr>
<td>two moons (5% fidelity)</td>
<td>97.10%</td>
<td>97.07%</td>
<td>98.41%</td>
<td>98.31%</td>
</tr>
<tr>
<td>two moons (2.5% fidelity)</td>
<td>97.05%</td>
<td>96.78%</td>
<td>97.53%</td>
<td>98.15%</td>
</tr>
</tbody>
</table>

of a small number of fidelity points better than the original method. For example, for 210 fidelity points, the accuracy is 98.41% compared to 93.68% of the original method.

For the banknote authentication data set from the UCI Machine Learning Repository [4], we obtained reasonable results for as little as 20 fidelity points. The results are shown in Table 9. The balancing constraints method obtains better results than the original max-flow method, achieving an average accuracy (over 100 different fidelity sets) of 98.55% for only 20 fidelity points, as opposed to the accuracy of 96.78% of the original max-flow method.

For the first rod data set, we obtained reasonable results starting from around 10 fidelity points out of around two thousand that are in the rods data set. For 10 to 20 fidelity points, the accuracy was around 96%. Testing 50 and 100 fidelity points, we obtained around 99% accuracy.

Comparison of Our Convex Algorithms to Binary MBO and GL Methods

After comparing the results of our convex algorithms to the binary MBO [80] and binary GL [9] graph methods, we have reached the following conclusions based on our work:

- As long as the fidelity points are well represented for each class (meaning the fidelity points represent a whole variety of points in the class), the binary MBO method and the binary GL method have no trouble finding the correct minimizer or something very close. The
initialization might not matter; even with a bad initialization, the local minimizer will still be found. Our convex methods find the local minimizer easily.

- Problems occur when the fidelity is not chosen randomly. In this case, even if the initialization is random, the convergence might not occur for the binary MBO and GL methods. In all our experiments with the rods data sets and MNIST, the local minimizer was not found by the two methods. However, our convex algorithms still found the correct local minimizer.

These conclusions are supported by the work done on the MNIST digits data set, using digits 4 and 9 only. The second vs. third eigenvector of the symmetric graph Laplacian are graphed in Figure 24a, with one digit represented by blue and another by red. The results of experiments on this data set are found in Figure 24. Each row represents a different experiment: first two rows contain experiments with random initialization, while last two rows contain experiments with fidelity in a constrained area. The initialization is random for experiments in first and third row, and is constructed by thresholding the second eigenvector of the Laplacian for the results in the second and fourth row. The first column represents the initialization, while the second and third columns are results for the max-flow and binary MBO algorithm, respectively. The fidelity points are marked by yellow and magenta for the two classes.

We see that if the fidelity region is well represented in the data set, no matter what initialization, none of the algorithms have trouble finding a close to perfect solution (accuracy is between 98% and 99%; see Table 10). However, when the fidelity region is not random (in this case constrained to only the nodes whose corresponding entry in the second or third eigenvector of the Laplacian match a certain range), we see that the binary MBO and GL algorithms fail to obtain an accurate solution; its accuracy is below 70%. However, the max-flow algorithm and the primal augmented Lagrangian methods achieve an almost perfect solution of 98.47% and 98.40% accuracy, resp.
Figure 24: MNIST Data set Results. Left: initialization, supervised points are marked in yellow and magenta. Middle: max-flow algorithm result. Right: binary MBO result.
The two conclusions are also supported by the work done on the two rod data sets created from images displayed in Figure 23. Experiments with the first and second rod image are shown in Figures 25 and 26, respectively. The first two rows represent cases with a random fidelity set, while the last two rows are experiments with corner fidelity. Cases with random initialization are in first and third rows, and second eigenvector initialization is used in experiments in the second and fourth row. The first column is the initialization, second column is the max-flow algorithm result, and third column is the binary MBO result.

For rod 1, we found that when the fidelity is chosen randomly, the minimizer divides the bottom two rods from the rest of the image. When the fidelity is chosen at the corners, the minimizer is shown in the bottom two rows of the second column. The convex max-flow and primal augmented Lagrangian algorithms are able to attain these minimizers, while the binary MBO and GL algorithms struggle in the case of non-random fidelity. The situation is similar with rod 2.

Note about MBO Algorithm

As noted in [80], the first step of the MBO algorithm (heat equation with an extra term) was solved using the eigenvalue and eigenvector decomposition of the Laplacian. However, a disadvantage of solving equations using this method is that, for it to be efficient, only a fraction of eigenvectors are used, and they might not contain enough information to result in an accurate classification. Naturally, the more eigenvectors one computes, the longer the process will take.

As an alternative way of solving the first step (30) of the MBO algorithm, we have tried using just the simple forward heat equation solver. However, this did not result in an accurate segmentation in the case of non-random fidelity, thus not improving the results from the original way of solving it. This shows that the algorithm is getting stuck in a local minimum, since the problem is clearly not the lack of information encoded within the small number of eigenvectors used.

Comparison of Convergence, Speed, and Energy

The stopping criterion used for all algorithms was taken to be the point at which the square of the relative L2 norm between the current and previous iterate is negligible, or below a certain constant $\alpha$. With the exception of the MNIST data set (where $\alpha = 5 \times 1e - 10$), the max-flow, binary MBO and GL algorithms stabilize around $\alpha = 1e - 17$ or $1e - 16$. The primal augmented Lagrangian method stabilizes around $\alpha = 1e - 08$ or $1e - 09$. 
Figure 25: Rod 1 Data Set Results. Left: initialization, supervised points are marked in yellow and green. Middle: max-flow algorithm result. Right: binary MBO result
Figure 26: Rod 2 Data Set Results. Left: initialization, supervised points are marked in yellow and green. Middle: max-flow algorithm result. Right: binary MBO result
Table 11: Number of Iterations of MBO and Convex Methods and Runtime Comparison

<table>
<thead>
<tr>
<th>Data Set</th>
<th>max-flow</th>
<th>primal augmented</th>
<th>binary MBO</th>
<th>binary GL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lagrangian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MNIST</td>
<td>426</td>
<td>2709</td>
<td>10</td>
<td>52</td>
</tr>
<tr>
<td>Banknote Authentication Data Set</td>
<td>314</td>
<td>725</td>
<td>7</td>
<td>449</td>
</tr>
<tr>
<td>two moons</td>
<td>1031</td>
<td>451</td>
<td>8</td>
<td>108</td>
</tr>
<tr>
<td>Timing (s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MNIST $^a$</td>
<td>2.88</td>
<td>43.21</td>
<td>0.52</td>
<td>0.78</td>
</tr>
<tr>
<td>Banknote Authentication Data Set</td>
<td>1.21</td>
<td>3.76</td>
<td>0.90</td>
<td>0.95</td>
</tr>
<tr>
<td>two moons</td>
<td>4.13</td>
<td>5.23</td>
<td>2.30</td>
<td>2.98</td>
</tr>
</tbody>
</table>

$^a$This is the timing of the method using already computed weights and eigenvalues/eigenvectors of the random walk Laplacian.

Table 12: Comparison of Final Energy of the MBO and Convex Methods

<table>
<thead>
<tr>
<th>Data Set</th>
<th>initial energy</th>
<th>max-flow final energy</th>
<th>primal augmented final energy</th>
<th>binary MBO final energy</th>
<th>binary GL final energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST (random fid)</td>
<td>23223</td>
<td>789</td>
<td>789</td>
<td>798</td>
<td>804</td>
</tr>
<tr>
<td>MNIST (non-random fid)</td>
<td>23223</td>
<td>791</td>
<td>792</td>
<td>2167</td>
<td>5363</td>
</tr>
<tr>
<td>Banknote Authentication</td>
<td>3308</td>
<td>30</td>
<td>37</td>
<td>51</td>
<td>42</td>
</tr>
<tr>
<td>two moons</td>
<td>3802</td>
<td>533</td>
<td>535</td>
<td>538</td>
<td>548</td>
</tr>
<tr>
<td>rod 1 (random fid)</td>
<td>4159</td>
<td>146</td>
<td>148</td>
<td>163</td>
<td>159</td>
</tr>
<tr>
<td>rod 1 (non-random fid)</td>
<td>4159</td>
<td>88</td>
<td>89</td>
<td>825</td>
<td>391</td>
</tr>
<tr>
<td>rod 2 (random fid)</td>
<td>4528</td>
<td>171</td>
<td>176</td>
<td>186</td>
<td>184</td>
</tr>
<tr>
<td>rod 2 (non-random fid)</td>
<td>4528</td>
<td>101</td>
<td>105</td>
<td>709</td>
<td>421</td>
</tr>
</tbody>
</table>
Table 11 includes information about the number of iterations needed to reach stability, and also the timing results for each data set.

We have also computed the initial and final energy for each data set. The energy was calculated using

\[ E(\lambda) = \frac{1}{2} \sum_{x,y \in V} w(x, y) |u(x) - u(y)|, \]  

(100)

where \( \lambda(x) \) is 0 if node \( x \) was classified to be in the first class, and 1 if it was classified to be in the second class. Note that the energy here is exactly \( TV_w(\lambda) \). Table 12 includes information about the initial and final energy for each method. We see that the max-flow algorithm is able to obtain the lowest energy in each case. In general, one can see that the convex algorithms are able to obtain the global minimizer in all cases, while the binary MBO and GL algorithms struggle in the case of non-random fidelity.
CHAPTER 5

Modified Cheeger Method

5.1 Derivation of the Method

We consider the binary partitioning problem of the target set $X$. The ratio cut problem can be written as minimizing

$$
cut(S, \bar{S}) \left( \frac{1}{|S|} + \frac{1}{|\bar{S}|} \right)
$$

over all sets $S$, where $S$ is a subset of $X$. We have $X = S \cup \bar{S}$.

Now let $u$ be a binary function (taking values 0 or 1) denoting the class of each of the nodes. Then one can write the ratio cut problem as the minimization of

$$
\min_{u: u(x) \in \{0, 1\}} \left( \frac{1}{2} \sum_{x, y} w(x, y)|u(x) - u(y)| \right) \left( \frac{1}{\sum_x u(x)} + \frac{1}{n - \sum_x u(x)} \right)
$$

over all binary functions (with values 0 or 1).

Similar logic is used in [12] which states that the problem of minimizing

$$
\frac{\text{cut}(S, \bar{S})}{\min(|S|, |\bar{S}|)}
$$

over all partitions $X = S \cup \bar{S}$ reduces to minimizing

$$
\frac{\frac{1}{2} \sum_{x, y} w(x, y)|u(x) - u(y)|}{\sum_x |u(x) - \text{med}(u)|}
$$

over all binary functions $u$ (with values 0 or 1), where $\text{med}(u)$ is the median of $u$.

Using the same notation, one can write the following formulas for the total variation and Ginzburg-Landau (GL) functionals. These definitions were used in previous papers by Yves van Gennip et al. in [103]:

$$
TV_w(u) = \frac{1}{2} \sum_{x, y} w(x, y)|u(x) - u(y)|,
$$

$$
GL_\epsilon(u) = \frac{1}{2} \sum_{x, y} w(x, y)(u(x) - u(y))^2 + \frac{1}{\epsilon} \sum_x W(u(x)).
$$
The justification of why there is no $\epsilon$ in the first term of Ginzburg-Landau function is justified in [103]. Also, note that the cut can be exactly interpreted as total variation. In other words, minimizing the cut is the same as minimizing the total variation of the binary function (indicating the class) that takes values 0 or 1 on the nodes.

Assume $n$ is the number of vertices in the graph and let $V \cong \mathbb{R}^n$ and $E \cong \mathbb{R}^{n(n-1)/2}$ be Hilbert spaces defined via the following inner products:

$$\langle \lambda, \gamma \rangle_V = \sum_x \lambda(x)\gamma(x)d(x),$$

$$\langle \psi, \phi \rangle_E = \frac{1}{2} \sum_{x,y} \psi(x,y)\phi(x,y)w(x,y).$$

Here, $d_i$ represents the degree of node $i$.

Let us also define the following norms:

$$||\lambda||_V = \sqrt{\langle \lambda, \lambda \rangle_V} = \sqrt{\sum_x \lambda(x)^2d(x)},$$

$$||\phi||_E = \sqrt{\langle \phi, \phi \rangle_E} = \sqrt{\frac{1}{2} \sum_{x,y} \phi(x,y)^2w(x,y)}.$$

Then, one can rewrite the GL functional using the inner product notation:

$$GL_\epsilon(u) = ||\nabla u||_E^2 + \frac{1}{\epsilon} \langle D^{-r}W(u), 1 \rangle_V,$$

where $D$ is the degree diagonal matrix and $(D^{-1}W(u))(x) = d(x)^{-1}W(u_i)$. The factor $d(x)^{-1}$ is needed to cancel the factor $d(x)$ in the $V$-inner product.

The work [103] has the following theorem:

**Theorem 3.** $GL_\epsilon \xrightarrow{\epsilon \to 0} GL_0$ as $\epsilon \to 0$ where

$$GL_0(\lambda) = \begin{cases} TV_w(u) &\text{for } u \text{ s.t. } u_i \in \{0,1\}, \\ \infty &\text{otherwise.} \end{cases}$$

Therefore, one can interchange total variation (a.k.a. cut) with the Ginzburg-Landau functional. Replacing the TV term (the first term) in (5.1) by the GL functional, we obtain the problem of minimizing

$$F(u) = GL_\epsilon(u)\left(\frac{1}{\sum_x u(x)} + \frac{1}{n - \sum_x u(x)}\right).$$
We denote the second term in the product by \( C_1(u) \).

The modified Allen-Cahn equation can then be derived using the \( V \)-gradient flow associated with \( GL \) functional. Since

\[
\frac{d}{dt} F(u + tv) = \left( \frac{d}{dt} GL_x(u + tv) \right) (C_1(u + tv)) + GL_x(u + tv) \left( \frac{d}{dt} C_1(u + tv) \right),
\]
evaluation at zero gives

\[
-2 \langle C_1(u) \Delta u, v \rangle_V + \frac{1}{\epsilon} \langle C_1(u) D^{-1} W'(u), v \rangle_V + \langle GL(u) D^{-1} C_2(u), v \rangle_V,
\]
where \( D \) is the diagonal matrix containing the degree of the node in its diagonal places,

\[
C_1(u) = \frac{1}{\sum_x u(x)} + \frac{1}{n - \sum_x u(x)}
\]
and

\[
C_2(u) = \frac{-1}{(\sum_x u(x))^2} + \frac{1}{(n - \sum_x u(x))^2}.
\]

The modified Allen-Cahn equation is thus the following:

\[
\frac{\partial u(x)}{\partial t} = 2C_1(u)(\Delta u)(x) - \frac{C_1(u)W'(u(x))}{\epsilon d(x)} - \frac{GL_x(u)C_2(u)}{d(x)}
\]
or equivalently

\[
\frac{\partial u(x)}{\partial t} = 2C_1(u)(\Delta u)(x) - \frac{C_2(u)\|\nabla u\|^2}{d(x)} - \frac{C_1(u)W'(u(x))}{\epsilon d(x)} - \frac{(\sum_i W(u(x)))C_2(u)}{\epsilon d(x)},
\]
where \( d(x) \) is the degree of node \( x \).

### 5.2 The Algorithm

Discretizing (101), calculating the Laplacian implicitly, one obtains

\[
\frac{u_{i}^{n+1} - u_{i}^{n}}{dt} = 2C_1(u^{n+1})(\Delta u^{n+1})_i - \frac{C_2(u^{n})\|\nabla u^{n}\|^2}{d_i} - \frac{C_1(u^{n})W'(u^{n})}{\epsilon d_i} - \frac{(\sum_i W(u_{i}^{n}))C_2(u^{n})}{\epsilon d_i},
\]

To solve the above equation, we use the eigendecomposition of a Laplacian. Let

\[
u_{i}^{n} = \sum_k a_k^n \phi_k(x) \]

\[
- \frac{C_2(u)\|\nabla u\|^2}{d_i} - \frac{C_1(u)W'(u_i)}{\epsilon d_i} - \frac{(\sum_i W(u_{i}^{n}))C_2(u)}{\epsilon d_i} = \sum_k b_k^n \phi_k(x),
\]
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where $\phi(x)$ are the eigenfunctions of a Laplacian. After plugging in these representations into (102), one obtains

$$a^{n+1}_k = \frac{a^n_k + dtb^n_k}{1 + 2dtC_1(u^n)\lambda_k},$$

where $\lambda_k$ is the $k^{th}$ eigenvalue of a Laplacian.

Therefore, the algorithm consists of the following five steps:

* Initialize $u^0$.

* Repeat the following steps from $n = 0$ until a stopping criterion is satisfied:
  - Calculate $C_1 = C_1(u^n), C_2 = C_2(u^n)$.
  - Calculate $a^{n+1}$ using (5.2).
  - Calculate $b^{n+1}$ using the transform of $u^n$.
  - Calculate $u^{n+1}$ using the inverse transform of $a^{n+1}$.

* Threshold the solution to obtain a binary answer.

One can derive a similar algorithm using a slightly different problem of minimizing

$$\text{cut}(S, \bar{S}) \left( \frac{1}{\text{vol}(S)} + \frac{1}{\text{vol}(\bar{S})} \right)$$

over all sets $S$, where $S$ is a subset of $X$. We have $X = S \cup \bar{S}$. Now, $C_1$ and $C_2$ would be the following:

$$C_1(u) = \frac{2}{\sum_x d(x)u(x)} + \frac{2}{\sum_x d(x)(1 - u(x))},$$

$$C_2(u) = \frac{-2}{(\sum_x d(x)u(x))^2} + \frac{2}{\sum_x d(x)(1 - u(x))^2}.$$  

In addition, (102) will be changed to a similar one but in which the normalization by the $d_i$ from the second and fourth terms in the right hand side of the equation.

However, the results of the two algorithms do not differ by much, and thus we only state the results for the original algorithm in the results section.

Moreover, we are considering developing an MBO scheme for this problem, in a similar way as was done in Chapter 3. However, this is not trivial due to the difficulties encountered with the new thresholding step because of the presence of the normalization factor in the problem formulation.
5.3 General Laplacian Framework

Similar to the procedure in [50], we proceed with testing different kinds of Laplacians. To derive some new Laplacians, we focus on the case of a dynamic process. In a dynamic process, each node \( \theta_i \) is associated with a dynamic variable which is allowed to change. The variables evolve according to a dynamic process. In [50], the process considered was

\[
\frac{d \Theta}{dt} = -L \Theta,
\]

where \( \Theta \) is a matrix containing the \( \theta_i \) entries. The matrix \( L \) is called the spreading operator.

We consider the more general framework for the Laplacian:

\[
L = T^{-\frac{1}{2}}D^{-\frac{1}{2}}(D-Z)D^{-\frac{1}{2}}T^{-\frac{1}{2}}.
\]

In this representation, \( T \) is an \( n \times n \) diagonal matrix of node delay factors. Its \( i^{th} \) diagonal element represents the average delay of node \( i \). We also consider a generalization \( Z \) of the traditional weight matrix. \( Z \) can be any symmetric positive-definite matrix. We want to study how the results change when \( Z \) and \( T \) vary. We consider four cases:

**Normalized Laplacian** In the case when \( Z = W \) and \( T = I \), we obtain the normalized symmetric Laplacian:

\[
L_{\text{sym}} = D^{-\frac{1}{2}}(D-W)D^{-\frac{1}{2}}.
\]

**Scaled Graph Laplacian** In the case when \( Z = W \), \( T = \frac{1}{d_{\text{max}}}D^{-1} \) (here, \( d_{\text{max}} \) represents the maximum degree in the degree matrix associated with \( Z \)), the spreading operator is called the scaled graph Laplacian:

\[
L_{\text{scl}} = \frac{1}{d_{\text{max}}}(D-W).
\]

**Replicator** If we let \( Z = VWV \), where \( V \) is a diagonal matrix whose elements are the components of the eigenvector corresponding to the largest eigenvalue of \( W \), and \( T = I \), we obtain

\[
L_{\text{rep}} = I - \frac{1}{\lambda_{\text{max}}}W,
\]

where \( \lambda_{\text{max}} \) is the largest eigenvalue of \( W \).

**Unbiased Adjacency Matrix** If we let \( Z = D^{-\frac{1}{2}}WD^{-\frac{1}{2}} \) and \( T = \frac{1}{d_{\text{max}}}D^{-1} \) (here, \( d_{\text{max}} \) represents the maximum degree in the degree matrix associated with \( Z \)), we obtain the unbiased adjacency matrix:

\[
L_{\text{unb}} = \frac{1}{d_{\text{max}}}(D - D^{-\frac{1}{2}}WD^{-\frac{1}{2}}).
\]
Table 13: Modified Cheeger Method Results

<table>
<thead>
<tr>
<th>Data Set</th>
<th>symmetric Laplacian</th>
<th>scaled graph Laplacian</th>
<th>replicator</th>
<th>unbiased adjacency matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>98.27%</td>
<td>98.12%</td>
<td>94.38%</td>
<td>98.26%</td>
</tr>
<tr>
<td>two moons</td>
<td>97.8%</td>
<td>97.45%</td>
<td>94.85%</td>
<td>97.55%</td>
</tr>
</tbody>
</table>

Table 14: Modified Cheeger Method Results and Comparison

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>symmetric Laplacian</td>
<td>98.27%</td>
</tr>
<tr>
<td>scaled graph Laplacian</td>
<td>98.12%</td>
</tr>
<tr>
<td>replicator</td>
<td>94.85%</td>
</tr>
<tr>
<td>unbiased adjacency matrix</td>
<td>97.55%</td>
</tr>
</tbody>
</table>

Two moons

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>symmetric Laplacian</td>
<td>97.8%</td>
</tr>
<tr>
<td>scaled graph Laplacian</td>
<td>97.45%</td>
</tr>
<tr>
<td>replicator</td>
<td>94.85%</td>
</tr>
<tr>
<td>unbiased adjacency matrix</td>
<td>97.55%</td>
</tr>
<tr>
<td>method in [100]</td>
<td>95.08%</td>
</tr>
<tr>
<td>method in [18]</td>
<td>93.5%</td>
</tr>
<tr>
<td>method in [63]</td>
<td>95.38%</td>
</tr>
<tr>
<td>method in [14]</td>
<td>91.31%</td>
</tr>
<tr>
<td>method in [12]</td>
<td>95.86%</td>
</tr>
</tbody>
</table>

5.4 Results

MNIST Data Set

The MNIST data set results are shown in Table 13. We test all four Laplacians shown in the previous section. We see that all but the replicator achieve accuracy in the 98th percentile. Using the replicator worsens the accuracy to 94th percentile. To compare to some state-of-the-art work involving some kind of a cut (i.e. Cheeger cut, balanced cut, etc.) or spectral computations, we note the result of 98.36% of Bresson et al. in [12]. We see our method achieves a result that is very similar.
Two Moons Data Set

The two moons data set results are shown in Table 13. We test all four Laplacians shown in the previous section. We see that all but the replicator achieve accuracy in the $97^{th}$ percentile. Using the replicator worsens the accuracy to $94^{th}$ percentile. To compare to some state-of-the-art work involving some kind of a cut (i.e. Cheeger cut, balanced cut, etc.) or spectral computations, we note the 95.08% result of Szlam et al in [100], the 93.5% result of Buhler et al in [18], the 95.38% result of Hein et al in [63], the 91.31% result of Bresson et al in [14] and the 95.86% result of Bresson et al in [12]. We see that our method achieves an accuracy that is at least 2% higher.
Figure 28: Modified Cheeger Method Two Moons Data Set Results
Summary

We have introduced several methods using a graphical setting. The advantage of using a graphical setting is that it is a more general framework which also allows one to use nonlocal information. In images, it allows one to capture texture and repetitive structure.

First, an efficient semi-supervised algorithm (MBO method) for classification and image processing was described. The main advantage of the method lies in its efficiency and simplicity, since it consists of just alternating between solving a modified heat equation and thresholding. The multiclass extension of the algorithm was presented using the Gibbs simplex. The method can be applied to many areas, and an application to hyperspectral imagery was also described. Only around 2%-5% of the data is needed to be known to obtain an accurate answer.

One drawback of the MBO algorithm is that it is formulated from a non-convex optimization problem, so it may be the case that the result is a local minimum. To overcome this problem, we present two versions of solving a convex optimization problem. The first one is an equivalent maximum-flow problem, which is solved using the augmented Lagrangian method. We also discuss some variations of the version, such as solving it using balancing constraints and hard supervised constraints. The second version is solving the problem in its original form using an extra variable and then proceeding with the augmented Lagrangian method. This results in two efficient algorithms that can be applied to the problem of binary classification/segmentation. The extension to the multiclass class is a problem of future research. Just like the MBO method, these versions are semi-supervised, although only a very small percentage of the data is needed to be known to achieve accurate results.

We also present a modified Cheeger method for the problem of binary segmentation/classification. Similarly to the MBO method, the root of this algorithm also involves the Ginzburg-Landau functional. The advantage of this method is that it is unsupervised, and thus requires no prior knowledge, unlike the previous mentioned methods.
Appendix A

Our methods involve the computation of eigenvalues and associated eigenvectors of the symmetric
graph Laplacian. In practice, one computes only a fraction of the eigenvalues and eigenvectors,
and different methods of doing so are used depending on the size of the domain.

When the graph is sparse and is of moderate size, around $5000 \times 5000$ or less, we use a Rayleigh-
Chebyshev procedure outlined in [1]. It is a modification of an inverse subspace iteration method
that uses adaptively determined Chebyshev polynomials. The procedure is also a robust method
that converges rapidly and that can handle cases when there are eigenvalues of multiplicity greater
than one.

When the graph is very large, such as in the case of image segmentation, the Nyström extension
method is used.

**Nyström extension for fully connected graphs**

Nyström extension [44,45] is a matrix completion method often used in many image processing
applications, such as kernel principle component analysis [34] and spectral clustering [87]. This
procedure performs much faster than many alternate techniques because it uses approximations
based on calculations on small submatrices of the original large matrix. When the size of the
matrix becomes very large, this method is especially valuable.

Note that if $\lambda$ is an eigenvalue of $\hat{W} = D^{-\frac{1}{2}}WD^{-\frac{1}{2}}$, then $1 - \lambda$ is an eigenvalue of $L_s$, and the
two matrices have the same eigenvectors. We formulate a method to calculate the eigenvectors and
eigenvalues of $\hat{W}$ and thus of $L_s$.

Let $w$ be the similarity function, $\lambda$ be an eigenvalue of $W$, and $\phi$ its associated eigenvector. The
Nyström method approximates the eigenvalue equation

$$\int_{\Omega} w(y, x)\phi(x)dx = \lambda\phi(x)$$

using a quadrature rule, a technique to find weights $c_j(y)$ and a set of $L$ interpolation points $X =
\{x_j\}$ such that
\[
\sum_{j=1}^{L} c_j(y) \phi(x_j) = \int_{\Omega} w(y, x) \phi(x) dx + E(y),
\]

where \( E(y) \) represents the error in the approximation.

We use \( c_j(y) = w(y, x_j) \) and choose the \( L \) interpolation points randomly from the vertex set \( V \). Denote the set of \( L \) randomly chosen points by \( X = \{x_i\}_{i=1}^{L} \) and its complement by \( Y \). Partitioning \( Z \) into \( Z = X \cup Y \) and letting \( \phi_k(x) \) be the \( k^{th} \) eigenvector of \( W \) and \( \lambda_k \) its associated eigenvalue, we obtain the system of equations

\[
\sum_{x_j \in X} w(y_i, x_j) \phi_k(x_j) = \lambda_k \phi_k(y_i) \quad \forall y_i \in Y, \quad \forall k \in 1, \ldots, L.
\]

This system of equations cannot be solved directly since the eigenvectors are not known. To overcome this problem, the \( L \) eigenvectors of \( W \) are approximated using calculations involving submatrices of \( W \).

Let \( W_{XY} \) be defined as

\[
\begin{bmatrix}
  w(x_1, y_1) & \ldots & w(x_1, y_{N-L}) \\
  \vdots & \ddots & \vdots \\
  w(x_L, y_1) & \ldots & w(x_L, y_{N-L})
\end{bmatrix},
\]

where \( W \) has dimension \( N \times N \). The matrices \( W_{YX}, W_{XX} \) and \( W_{YY} \) can be defined similarly. Notice that \( W_{XY} = W_{YX}^T \). Then the matrix \( W \) can be written as

\[
\begin{bmatrix}
  W_{XX} & W_{XY} \\
  W_{YX} & W_{YY}
\end{bmatrix}.
\]

To calculate the eigenvalues and eigenvalues of \( \hat{W} \), one must correctly normalize the above weight matrix. The correct normalization is achieved by the following calculations, where we denote by \( 1_K \) the \( K \)-dimensional unit vector.

Let the matrices \( d_X \) and \( d_Y \) be defined as

\[
d_X = W_{XX} 1_L + W_{XY} 1_{N-L},
\]

\[
d_Y = W_{YX} 1_L + (W_{YX} W_{XX}^{-1} W_{XY}) 1_{N-L}.
\]
If $A./B$ denotes componentwise division between matrices $A$ and $B$, and $v^T$ denotes the transpose of vector $v$, then define the matrices $\hat{W}_{XX}$ and $\hat{W}_{XY}$ as

$$
\hat{W}_{XX} = W_{XX}/(s_X s_X^T),
$$
$$
\hat{W}_{XY} = W_{XY}/(s_X s_Y^T),
$$

where $s_X = \sqrt{\text{d}_X}$ and $s_Y = \sqrt{\text{d}_Y}$.

It is shown in [9] that if $\hat{W}_{XX} = B_X D_B X^T$, and if $A$ and $\Gamma$ are matrices such that

$$
A^T \Gamma A = \hat{W}_{XX} + \hat{W}_{XY}^{-1} \hat{W}_{YY} \hat{W}_{YX} \hat{W}_{XX}^{-1}
$$

then the eigenvector matrix $V$ consisting of $L$ eigenvectors of $\hat{W}$ and thus of $L_s$ is given by

$$
\begin{bmatrix}
B_X D_X^{1/2} B_X^T A \Gamma^{-1/2} \\
\hat{W}_{XX} B_X D^{-1/2} B_X^T A \Gamma^{-1/2}
\end{bmatrix},
$$

while $I - \Gamma$ contains the corresponding eigenvalues of $L_s$ in its diagonal entries.

Therefore, the efficiency of the Nyström extension method lies with the fact that when computing the eigenvalues and eigenvectors of an $N \times N$ matrix, where $N$ is large, it approximates them using calculations involving only much smaller matrices, the largest of which has dimension $N \times L$, where $L$ is small.

Although this method is very efficient, there are problems when it is applied to binary image inpainting, especially when the image has a repetitive structure. This occurs because of singular or nearly singular matrices that arise in the calculations of the Nyström extension method. Therefore, in this case, we use the Rayleigh-Chebyshev procedure of [1] to calculate the eigenvalues and associated eigenvectors.
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