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This project proposes a fundamentally different and innovative fatigue prognosis methodology based on a small time scale formulation is proposed for the real-time concurrent structural damage prognosis. The proposed novel damage model overcomes the inherent difficulties in existing fatigue theories. One of the most important benefits is that concurrent fatigue analysis across multiple spatial and temporal scales becomes feasible. Pervasive prognosis capability is addressed in this study, from material level up to structure level. Rigorous validation of model hypotheses and prediction will be performed using state-of-the-art experimental techniques, such as in-situ fatigue testing under scanning electron microscopy combined with digital image analysis. A special focus in the proposed study is on the systematic uncertainty modeling through multilevel computational simulations. Advanced reliability methods, Bayesian statistics and information theory are proposed to capture the stochastic nature of fatigue damage accumulation.
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Summary of Accomplishments
(April 1, 2011 – March 31, 2014)

In the proposed concurrent structural fatigue damage prognosis framework, a general methodology for structural level prognosis has been investigated and developed in real time. Two main tasks have been proposed: Task 1 Concurrent structural fatigue damage prognosis framework and Task 2 Uncertainty modeling and probabilistic analysis. Each task includes several subtasks and detailed information is shown below.

Task 1.1 Small time scale fatigue formulation;
Task 1.2 Hierarchical coupled state-space model for concurrent analysis;
Task 1.3 Structural damage prognosis integrating sensor data;
Task 2.1 Rigorous uncertainty quantification;
Task 2.2 Efficient probabilistic damage prognosis;
Task 2.3 Reliability updating

All proposed tasks have been finished and deliverables have been submitted during the past years’ progress report or are included in this final report.

Accomplishment for Task 1.1
Since the crack closure concept was introduced into the crack growth analysis, many fatigue crack growth models have been developed based on the crack closure hypotheses. Direct and comprehensive experimental observations of fatigue crack growth behavior at the very small scales is of great importance to verify the crack closure hypotheses and to investigate the underlying fatigue damage mechanism. In this report, the in-situ SEM experiments for Al 7075-T6 and steel 4340 specimens compared and very different phenomena are observed. It observed that significant crack closure is observed for aluminum alloys but not for steels. This strongly suggests that the very careful consideration must be taken for the different materials when the fatigue evaluation is performed. Novel in-situ SEM testing under both constant amplitude and variable amplitude loadings are investigated and details can be found in appendix 1- appendix 3.

Accomplishment for Task 1.2 and Task 1.3
Another major focus of the proposed project is to formulate a state-space framework for dynamics analysis and integration for sensor data. A new scheme for the dynamic load reconstruction and integration with the proposed time-based fatigue crack growth formulation is developed. The strain measurement from the sensors and finite element of the structure is used to estimate the dynamic stress response and is used for the fatigue crack growth analysis. The concurrent structural and material damage coupling can be solved. Details can be found in appendix 4.
Accomplishments for Task 2.1

Task 2.1 focuses on rigorous uncertainty quantification for probabilistic fatigue prognosis. An experimental study is proposed to investigate the uncertainty effect caused by random loading sequence on the fatigue crack growth behavior of Al 7075-T6. The testing matrix includes different overload cycle percentage, overload ratios, and deterministic and random loading sequences in the current investigation. The proposed experimental study suggests that extreme value distribution is a good approximation of fatigue life distribution. The effect of uncertain loading is different under different loading spectrums. Finally, all experimental observations are reported in table format in the appendix for future numerical model development and validation for interested readers. Details of this research progress can be found in Appendix 5.

Accomplishments for Task 2.2

Task 2.2 focuses on an efficient and accurate prediction methodology for the fatigue crack prognosis. First, a methodology based-on a subset simulation method using Bayesian principle has been proposed to evaluate the fatigue life at an arbitrary reliability level. An efficient sampling algorithm for fatigue life prediction is developed to find the corresponding fatigue life variable at a certain confidence level. Numerical examples using direct Monte Carlo simulation and the proposed inverse subset simulation method are compared for algorithm verification. Various experimental data for metallic materials are used for model prediction validation. Details are shown in Appendix 6.

An efficient equivalent stress transformation method is developed for the real time fatigue damage prognosis. The key idea is to match the fatigue life distribution of the time-by-time calculation with the equivalent constant stress amplitude fatigue crack growth curves. The inverse first-order reliability method (IFORM) is used solve the probabilistic life distribution without sampling. The proposed method is compared with existing methods and a significant computational efficiency is observed. Details of this research progress can be found in Appendix 7.

Accomplishments for Task 2.3

Bayesian updating is proposed to update the reliability estimation using continuous SHM or NDE observations. The focus on the proposed study is on the demonstration of the developed small time scale fatigue crack growth model for the prognosis. A demon problem is illustrated using plate specimen with embedded piezo sensor detection. Details can be found in Appendix 8.

Publications generated from the project

The project has generated several journal articles and peer-reviewed conference proceedings. They are listed below.


He, J., Guan, et al. (2013). “Time domain strain and stress reconstruction for concurrent fatigue damage prognostics” Mechanical Systems and Signal Processing (under review)


Jingjing He; Xuefei Guan; Yongming Liu, "Concurrent structural and material fatigue damage prognosis integrating sensor data", AIAA SDM conference, 2013, Boston, MA.

Wei Zhang; Yongming Liu, "A time-based formulation for real-time fatigue damage prognosis under variable amplitude loadings", AIAA SDM conference, 2013, Boston, MA.

Jian Yang; Wei Zhang; Yongming Liu, "Subcycle Fatigue Crack Growth Mechanism Investigation for Aluminum Alloys and Steels", AIAA SDM conference, 2013, Boston, MA.

Wei Zhang, Yongming Liu, “Subcycle fatigue damage mechanism investigation using In-situ SEM testing”, ASME 2012 International Mechanical Engineering Congress & Exposition, Houston, TX.

H. Li, Y. Xiang, Y. Liu, “Probabilistic fatigue life prediction using Subset Simulation”, 53rd Structures, Structural Dynamics, and Materials and Co-located Conferences,
Honolulu, Hawaii, April, 2012.


Appendix 1: Accomplishments for Task 1.1

In-Situ SEM Testing for Crack Closure Investigation and Virtual Crack Annealing Model Development

Wei Zhang, Yongming Liu*

Clarkson University, Potsdam, NY, 13699, USA

Abstract: In this report, an in-situ scanning electron microscope (SEM) fatigue testing is proposed to investigate the crack closure phenomenon within one cyclic loading under plane stress conditions. One objective of this experimental study is to verify the existence and significance of crack closure by directly measuring the variation of crack tip opening displacement (CTOD) and evaluating the crack opening stress levels. During the testing, the loading cycle is divided into a certain number of levels. At each level, high resolution images are taken around the crack tip region by SEM. Following this, imaging analysis is used to process these images in order to quantify the crack tip behavior at any time instants. Four constant amplitude loading cases with different stress ratios are investigated. Crack closure phenomenon is directly observed and measured. A simple mechanical model (named virtual crack annealing model) is developed based on the in-situ SEM testing observations. The calculated crack opening stress level is compared with experimental observations. A detailed discussion is given based on the current investigation to explain some well-known issues in the classical fatigue theory.
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1. Introduction

Many approaches have been proposed to correlate the fatigue damage with the applied driving forces. The earliest effort can be traced back to Wholer [1] and Basquin [2,3], who correlated the applied stress ranges with the final failure life of non-precracked specimens. In 1960’s, a significant contribution was made by Paris [4], who proposed to correlate the fatigue crack growth rate per cycle to the applied stress intensity factor range. The Paris’ model becomes the most widely-used fracture mechanics-based method for fatigue life prediction. Many modifications of the Paris’ model have been proposed in the open literature. One of the most important modifications is the inclusion of the crack closure concept, which was first introduced into the crack growth analysis by Elber [5]. Elber [5] pointed out that fatigue cracks remain closed during part of the loading process and proposed an effective stress intensity factor range to account for the crack closure effect. Many related studies have been done on the crack closure using experimental investigation, numerical analysis as well as theoretical studies [6-15]. Budiansky and Hutchinson [6] estimated the plasticity-induced crack closure in small-scale yielding conditions using theoretical analysis under constant cyclic loadings. Newman [11,12] analyzed the crack closure problems using a strip yield model and numerical simulations.

Crack closure has long been an argument in the fatigue community. Some studies strongly support the crack closure effect on the fatigue crack growth [6,14,16]. There are several studies that indicate the non-existence or negligibility of the crack closure [17-21]. Sadananda and Vasudevan stated [17] that the plasticity-induced
closure is negligible in the plane strain condition. Zhang and Meng [18] observed that faster small crack growth rates are attributed to stronger crack tip plasticity around the small crack tips rather to the fatigue crack closure. Kujawski [19] shown that the plasticity-induced closure is not observed. Riemelmoser and Pippan [20] and Davidson [21] found that roughness induced closure cannot be observed. Bowman et al. [22] showed that the "roughness induced closure" disappears when the alignment of the test system is such that known linear systems produce reproducible and linear load-displacement records even when the specimen is flipped about horizontal and vertical axes. Additionally, it should be noted that the ASTM round robin problem on crack closure measurement failed to produce laboratory-independent results.

The experimental determinations of crack closure are commonly based on load-displacement measurements. Crack closure, if it exists, will affect the crack tip stress field and the compliance of the specimen. As reviewed by James et al. [23], the compliance-based crack closure measurement is not reliable due to many reasons. For example, the alignment of the specimen will affect the crack closure measurement. Many alternative techniques are proposed to measure the crack contact [23], such as ultrasonic diffraction [24], potential drop [25,26], X-ray computed tomography [26]. The proposed study uses scanning electron microscopy to directly observe the crack contact.

There are very few studies about direct observations and measurements of the crack closure within one loading cycle. Some researches use in-situ SEM testing to study crack closure of the small fatigue cracks [18,28] and long crack growth
behavior [29]. Most of in-situ testing methodologies focus on the observation of crack growth and tip deformation between different cycles, for example, between ten thousand and hundred thousand cycles. Detailed investigations of the crack growth kinetics during a single loading cycle are rarely found in the open literature. Zhang and Liu [30] proposed a novel in-situ SEM fatigue testing to investigate the fatigue crack growth mechanisms within a single cyclic loading in the plane stress condition. In [30], the crack opening stress level was directly measured and it was shown that crack closure (or crack opening stress) had a direct relationship with the starting point of the crack growth. Only one stress ratio (R=0.1) was performed. In this report, the main objective of the experimental study is to verify the existence and significance of crack closure by measuring CTOD variation directly under constant amplitude loadings with different R ratios. Based on the experimental observations, a new virtual crack annealing (VCA) model is proposed to predict the crack opening stress level analytically. The proposed model is validated using experimental observation of crack opening stress under different R ratios.

The report is organized as follows. First, the in-situ fatigue testing procedure in SEM and experimental results are presented. The measurements of the crack opening stress level and the crack tip deformation behavior are discussed in detail. Next, a new virtual crack annealing model is developed and validated with our experimental observations. Following this, several well-known issues in fatigue crack growth analysis are discussed according to the new observations from the proposed
experimental study. Finally, some conclusions and future work are given based on the current investigation.

2. In-situ SEM experiments and observations

2.1 Experimental set-up

An in-situ SEM fatigue testing is performed to achieve the high resolution investigation for the hypothesis verification of crack growth kinetics and crack deformation in the vicinity of the crack tip. Some details of the experimental set-up for the in-situ SEM experiment are shown in Fig. 1. It consists of a palm-sized tensile stage installed in a field emission SEM (JEOL-7400F). The tensile stage is manufactured by Ernest F. Fullam Inc., which is now merged to MTI Instruments Inc.. The maximum gage length between mechanical grips is about 27 mm, and the load capacity is 5 kN. The sub-stage is fixed in the SEM and the cyclic loading is applied during the experiment. During the testing, the vacuum level is remained to be less than 9.3x10^{-5} MPa (gage reading). Multiple resolution images are recorded during the testing for the measurements of crack length and the crack tip deformation behavior. Since the stage will prevent the coupon from getting closer to the pole piece, the shortest working distance available is 16.5 mm.
2.2 Specimen design

Single edge notched plate specimens with width \( W = 8 \) mm, length \( L = 52 \) mm and thickness \( T = 0.86 \) mm made of aluminum alloy sheet (Al7075-T6) were tested. Due to the small thickness of specimens, it is assumed to be under the plane stress conditions for a relatively long crack. The specimen design is shown in Fig. 2. An edge notch of length 1mm is machined on the specimen. After machining, the specimens are pre-cracked using a hydraulic testing machine INSTRON 1331 until the initial crack reaches about 1 mm. The pre-cracking procedure follows the ASTM standard E647-08. Following this, both surfaces of the specimen are polished with the sandpaper whose average particle diameter is smaller than 10 um. The final polishing is done using a vibration polishing machine with 1~3 um polishing suspension. The mechanical properties and the chemical composition of the investigated material are given in Table 1 and Table 2 respectively, which are reported by the manufacturer.

![Fig. 2. Geometry of test specimen (a) the specimen design; (b) polished specimen.](image)

Table 1 7075-T6 mechanical properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength</td>
<td>450 MPa</td>
</tr>
<tr>
<td>Ultimate Compressive Stress</td>
<td>300 MPa</td>
</tr>
<tr>
<td>Yield Strength</td>
<td>300 MPa</td>
</tr>
<tr>
<td>Elongation</td>
<td>25%</td>
</tr>
</tbody>
</table>
Ultimate tensile strength  573~582 MPa  
Tensile yield strength  502~516 MPa  
Young's Modulus  71.7 GPa  

<table>
<thead>
<tr>
<th>Table. 2 Chemical composition of 7075-T6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Si</strong></td>
</tr>
<tr>
<td>Min % weight</td>
</tr>
<tr>
<td>Max % weight</td>
</tr>
</tbody>
</table>

2.3 Experimental procedure

The specimen is loaded in the tensile stage under cyclic loading and observed in-situ under SEM. The K calculation is based on the solution for clamped ended specimen [31,32]. In this report, the stress ratios of the applied constant amplitude loading are 0.05, 0.1, 0.33, and 0.5, respectively. The measurements are usually after 50 to 100 cycles loading in SEM to ensure the crack growth is stable. During the testing, one loading cycle is divided into many steps, shown as Fig. 3. The applied loading increases/decreases at a very slow rate. During the loading/unloading path the stage will hold at each step (shown as rectangle points) for investigation.
Fig. 3 Schematic representation of imaging recording points in complete loading cycles

At each loading level, images of the crack tip are taken under very high magnification. Imaging analysis and measurements are performed for the crack tip opening displacement (CTOD) which is directly related to crack opening stress level. Reference points on the crack surface in the minimum loading image are selected and the CTOD in other images are quantified by measuring the distance between the two crack faces in the position of the original crack tip. This procedure is repeated for all images recorded during the in-situ testing and the crack opening stress level can be evaluated [30]. An illustration of this procedure is shown in Fig. 4, where R=0.025. Figs. 4.1-5.15 show the selected images from the minimum loading to the maximum loading. Only 15 images are selected and are shown here to save the space. In Fig. 4.1, the horizontal arrows indicate the direction of applied loading. It is clearly seen that the crack growth is accompanied with the CTOD increments. Several interesting things are observed from these images. First, crack closure is directly observed from images. There are no obvious CTOD increments during Fig. 4.1 to Fig. 4.4 although the loading increases to about 30% of the maximum loading. After that, the crack tip starts to open and the CTOD gradually increases, as shown in Fig. 4.5-4.9. Then, a significant crack blunting phenomenon is observed at the later stage of the loading (see Figs. 4.10-4.15 where the applied loading is close to the maximum loading).
The above example visually validates the crack closure hypotheses for a low R ratio case. Similarly, an illustration of a high R ratio case is shown in Figs. 5, where R=0.5.

Figs. 5.1-5.6 also show the images from the minimum loading to the maximum
loading. It is clear that the crack tip remains closed (shown in Fig. 5.1-5.3) until the applied load reaches 67% of the maximum loading (shown in Fig. 5.4). Similar observations with other maximum loading levels and R ratios are also observed in other specimen testing's. Details and quantitative measurements will be discussed in the following sections.

![loading direction]

Fig. 5. Illustration of crack closure with high R ratio, R=0.5, K=10.4, 12.5, 13.8, 16.6, 19.1, and 20.8 MPa-m^{0.5} for Figs. 5.1 to 5.6, respectively (magnification 5.000)

### 2.4 Experimental results and analysis

The above discussion is based on images to see the crack closure phenomenon qualitatively. In this section, quantitatively measurement of CTOD variation is shown for the post-testing data analysis. CTOD measurements with different R ratios are plotted in Figs. 6-9. The x-axis is the applied stress intensity factor. Y-axis is the measured CTOD variation corresponding to the applied loading level. Multiple
measurements are performed to verify the observed phenomenon are not random and to minimize the measurement errors. In Fig. 6, different shapes of data points represent the loading paths of different loading cycles. It is shown that the crack tip starts to open when the SIF exceeds a certain loading level (crack opening stress level). After that, the CTOD increases as the loading increases. During the unloading path, the crack tip will be closed when the loading decreases less than a certain level (crack closing stress level). The crack opening stress level is slightly larger than crack closing stress level. Because the crack growth only takes place in the loading path [30], only the CTOD in the loading path and crack opening stress level is studied here. From Figs. 6-9, the crack open stress level for each R ratio can be evaluated using linear interpolation. It should be noted that the y-scales in Figs. 6-7 and in Figs. 8-9 are different due to very different CTOD observations. In this report, the normalized crack opening stress is used, which is the ratio between the crack opening stress level to the corresponding maximum loading. The mean values are reported as shown in Table 3. As the R ratio increases, the crack opening stress will increase.

<table>
<thead>
<tr>
<th>R ratio</th>
<th>0.025</th>
<th>0.1</th>
<th>0.33</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>crack opening stress ratio</td>
<td>0.32</td>
<td>0.45</td>
<td>0.56</td>
<td>0.67</td>
</tr>
</tbody>
</table>
Fig. 6. CTOD measurement for complete cycle ($R = 0.025$)

Fig. 7. CTOD measurement ($R = 0.1$)
Fig. 8. CTOD measurement (R = 0.33)

Fig. 9. CTOD measurement (R = 0.5)
All crack tip opening displacement (CTOD) measurements are plotted against the \( K_{\text{eff}} \) in Fig. 10. \( K_{\text{eff}} \) is defined as the difference of the current \( K \) level and the opening \( K \) level. In Fig. 10, it can be observed that some differences can be seen under different loading conditions. The curves under \( R=0.025 \) and \( R=0.5 \) are very similar. The other two curves under \( R=0.1 \) and \( R=0.33 \) are different. This observation could be caused by at least two reasons. First, the local material properties ahead of the crack tip may be different due to inconsistencies in the aluminum specimen used. Second, the CTOD range may not be uniquely determined by the effective \( \Delta K \) and is also related to the maximum \( K \) in the previous loading history. Detailed investigation is required to draw a consistent conclusion using more specimens and statistical analysis.

![Fig. 10. CTOD vs. Keff under different stress ratios](image-url)
3. Virtual crack annealing model for crack closure calculation

The crack closure calculation is usually not very easy since it involves the highly nonlinear analysis of cyclic plasticity and contact analysis. Several studies have used finite element method to track the crack closure variation [33-35]. A simplified one dimensional spring model proposed by Newman [36] is the most commonly used one since it reduces computational cost significantly compared to the true 3D FEM analysis. Even with the simplified spring model, the direct tracking of crack closure at any time instant during a variable amplitude loading is not possible and the crack closure analysis is only performed during a certain time period for the computational efficiency. A simple analytical crack closure solution is proposed in this report to avoid the complex contact analysis of crack closure. This approximation is inspired from the in-situ SEM testing that the crack surfaces behind the crack tip fully closed during the cyclic loading. When the crack is fully closed, it appears no differences compared to the non-fractured material. In other words, the crack seems to be “annealed” when closed. One assumption in the proposed analytical solution is the crack “annealing” happens once it is fully closed. This assumption avoids the contact analysis and the fracture surface can be removed. Another assumption is the validity of the Dugdale model, where it assumes the small scale yielding conditions and the superposition principle can be used. The Dugdale model assumes the low strain hardening and is used in the current work. This represents a first-order approximation and additional hardening correction factor can be used. In a previous study [30], the experimental results showed that the material hardening effect is not large and the low
strain hardening is assumed in the current study.

The proposed approximation model is named as Virtual Crack Annealing (VCA) model since it assumes that the overlapped length of crack closure is annealed and acts as virgin materials. The basic principles of fracture mechanics can still be applied to the artificially annealed crack. In order to illustrate the basic idea of this model a schematic illustration is shown in Fig. 11. A real crack after the unloading is shown first. The crack length is \( a \) and the crack closure length is \( d \). Ahead of the crack tip, there is a reversed plastic zone with compressive residual stress. In the crack closure zone, the compressive residual stress transfers through the contact surface. Using the assumption of crack annealing, a virtual crack can be assumed to have the length of \( (a-d) \) and the reversed plastic zone size will be \( (d_\mathrm{r}+d) \). The real crack and the annealed virtual crack are equivalent in the sense that they have the same length of compressive residual stress zone. For the virtual crack, the reloading will cause the crack tip compressive residual stress to be reversed. When the residual stress within the distance \( d \) ahead of the virtual crack becomes zero, the crack is fully open. In order to simulate this, the superposition principle is used, which uses the second assumption for the small scale yielding.
For the ease of discussion, a crack under constant amplitude loading is discussed first. If the crack is unloaded from its current maximum loading, the crack remains open initially. The reversed plastic zone and the CTOD change until the crack closure happens. If crack closure happens, the CTOD remains the same and the reversed plastic zone size ahead of the crack tip stops increasing. The CTOD and reversed plastic zone can be expressed as [37]

\[
\delta = \begin{cases} 
\delta_{\text{max}} - \frac{(K_{\text{max}} - K)^2}{2E\sigma_y} = \delta_{\text{max}} - \frac{1}{2}(\sigma_{\text{max}} - \sigma)^2 a & K \geq K_{cl} \\
\delta_{\text{max}} - \frac{(K_{\text{max}} - K_{cl})^2}{2E\sigma_y} = \delta_{\text{max}} - \frac{\lambda}{2}(\sigma_{\text{max}} - \sigma_{cl})^2 a & K < K_{cl} 
\end{cases}
\]

(4)

where \( K_{cl} \) and \( \sigma_{cl} \) are the SIF and stress level at the crack closure, respectively.

Similarly, the reverse plastic zone considering crack closure can be expressed as
\[
\delta = \begin{cases} 
\delta_{\text{min}} + \frac{(K - K_{\text{op}})^2}{2E\sigma_y} & K \geq K_{\text{op}} \\
\delta_{\text{min}} + \frac{2(\sigma - \sigma_{\text{op}})^2 a}{K_{\text{op}}} & K < K_{\text{op}}
\end{cases} 
\]

The above discussion is for the real crack with crack closure. If the virtual crack with length of \((a-d)\) is under the same loading conditions, classical fracture mechanics can be used to calculate the CTOD and plastic zone since no crack surface contact occurs for the virtual crack. As shown in Fig. 10, the overlapped length \(d\) can be estimated as

\[
d = d_{r,\text{virtual}} - d_r = \frac{\pi}{8} \left( \frac{K_{\text{max}} - K_{\text{min}}}{2\sigma_y} \right)^2 - \frac{\pi}{8} \left( \frac{K_{\text{max}} - K_{\text{cl}}}{2\sigma_y} \right)^2
\]

\[
= \frac{\pi}{8} \left( \frac{\sigma_{\text{max}} - \sigma_{\text{min}}}{2\sigma_y} \right)^2 \pi(a - d) - \frac{\pi}{8} \left( \frac{\sigma_{\text{max}} - \sigma_{\text{cl}}}{2\sigma_y} \right)^2 \pi(a)
\]

In the above equation, the plastic zone size for the virtual crack is calculated from classical fracture mechanics. If the virtual crack is under reloading from the minimum stress, the overlapped length will gradually reduce until a certain stress level \((\sigma_{\text{op}})\). Below the opening stress level, the CTOD at the real crack tip will remain constant since the crack is not fully open. Above the crack opening level, the crack behaves like a regular crack. The CTOD variation during the reloading path considering crack closure can be expressed as

\[
\delta = \begin{cases} 
\delta_{\text{min}} + \frac{(K - K_{\text{op}})^2}{2E\sigma_y} & K \geq K_{\text{op}} \\
\delta_{\text{min}} + \frac{2(\sigma - \sigma_{\text{op}})^2 a}{K_{\text{op}}} & K < K_{\text{op}}
\end{cases} 
\]

Now the issue comes to how to calculate the crack opening and closure stress level. Consider the virtual crack with length \((a-d)\) under the reloading. The stress at the overlapped length will change from \(-\sigma_y\) at the fully closure to zero at the fully open
stage. If the Dugdale model concept can be still used, the forward plastic zone of the virtual crack at the opening stress will equal to the overlapped length (i.e., make the crack fully open, see Fig. 10) and can be expressed as

\[ d = \frac{\pi}{8} \left( \frac{K_{op} - K_{min}}{\sigma_y} \right)^2 = \frac{\pi}{8} \left( \frac{\sigma_{op} - \sigma_{min}}{\sigma_y} \right)^2 \pi(a - d) \] (8)

In the current in-situ SEM testing, it is shown that the crack opening closure stress is similar or slightly larger than the crack opening stress level. As a first order approximation, the identical value of opening stress and closure stress in one loading cycle is assumed. Under this hypothesis, analytical approximation of crack opening stress can be obtained by combing Eq. (8) and Eq. (6).

\[ \frac{\pi}{8} \left( \frac{\sigma_{max} - \sigma_{min}}{2\sigma_y} \right)^2 \pi(a - d) = \frac{\pi}{8} \left( \frac{\sigma_{max} - \sigma_{op}}{2\sigma_y} \right)^2 \pi(a) = \frac{\pi}{8} \left( \frac{\sigma_{op} - \sigma_{min}}{\sigma_y} \right)^2 \pi(a - d) \] (9)

Eq. (9) assumes the material has elastic perfect plastic material properties. For most engineering materials, strain hardening happens and makes the problem more complex. If the kinematic hardening is assumed for the investigated material, Eq. (9) is modified as

\[ \frac{\pi}{8} \left( \frac{\sigma_{max} - \sigma_{min}}{2\sigma_y} \right)^2 \pi(a - d) - \frac{\pi}{8} \left( \frac{\sigma_{max} - \sigma_{op}}{2\sigma_y} \right)^2 \pi(a) = \frac{\pi}{8} \left( \frac{\sigma_{op} - \sigma_{min}}{\sigma_y} \right)^2 \pi(a - d) \] (10)

where \( \eta \) is the material hardening factor. If hardening happens, \( \eta \) should be larger than 1. For materials without significant hardening, 1 is a good estimate.

If the crack overlapping length is very small compared with the true crack length (i.e., \( d \ll a \)), its effect on the SIF calculation can be ignored. Eq. (10) can be rewritten as

\[ (1 + 4\eta^2)\sigma_{op}^2 - (8\eta^2\sigma_{min} + 2\sigma_{max})\sigma_{op} + (4\eta^2\sigma_{min}^2 + 2\sigma_{max}\sigma_{min} - \sigma_{min}^2) = 0 \] (11)
Eq. (11) is the general solution using the virtual crack annealing model for the crack opening stress calculation under constant amplitude loadings. If the material has no significant hardening (i.e., $\eta = 1$), Eq. (11) can be further simplified as

$$ (\sigma_{\text{op}} - \sigma_{\text{min}})(5\sigma_{\text{op}} - 2\sigma_{\text{max}} - 3\sigma_{\text{min}}) = 0 $$

(12)

It is interesting to see that Eq. (12) gives two possible solutions for the opening stress level under the proposed virtual crack annealing model. One solution is $\sigma_{\text{op}} = \sigma_{\text{min}}$, which indicates that there is no crack closure and the overlapped length is zero. Another solution is $\sigma_{\text{op}} = \frac{1}{5}(2\sigma_{\text{max}} + 3\sigma_{\text{min}})$. This observation indicates that either there is no crack closure or a unique crack closure level under constant amplitude loadings. A discussion of this solution will be given later in this report by comparing with other analytical solutions and experimental data.

4. Discussions

The crack closure has been a long time argument in the fatigue research. Most of existing cracks closure measurements are based on the compliance measurements during the cyclic loading, which is an indirect experimental validation of the crack closure hypothesis. The crack closure is directly observed in the in-situ SEM testing in the proposed experimental study. Data analysis shows that crack only opens after a certain stress level. It also confirms that crack only grows after the crack is fully open, which is one of the major hypotheses originally proposed by Elber. The hysteresis loop of the CTOD variation confirms the analytical predictions using the crack closure assumptions [6]. All these direct observations confirm the validity of crack closure.
Paris, Tada and Donald [38] proposed a new concept of partial crack closure model. They stated that a significant contribution to fatigue damage may occur in the load range below the opening load, $P_{op}$, as measured by the compliance method. It is assumed that the interference between crack faces at a small distance behind the crack tip only partially shields the crack tip from fatigue damage. According to the partial crack closure model, the crack surfaces contact each other at a distance behind the tip, but not immediately behind the tip. In Fig. 12, the partial crack closure model is schematically shown. It shows that two added shadowed layer of material inserted into a smooth crack to model the interference caused by roughness. The very vicinity behind the crack tip remains open and only a partial crack closure happens during the loading. Fig. 12(a) shows the crack under the minimum loading and the Fig. 12(b) represent crack tip under the crack opening stress.

![Diagram](Image)

Fig. 12. Schematic illustration of the "partial crack closure model" (a) with the crack closed at minimum load; (b) with opening load applied.

The proposed in-situ SEM testing results does not support the partial crack closure hypotheses. As shown in Fig. 13, the closing process of the crack tip during unloading is shown for one specimen. In these figures, the white arrows indicate
loading direction and the loading decreases from maximum (Fig. 13.1) to minimum (Fig. 13.6). It can be seen that the crack surfaces contact each other immediately behind the tip. In other words, the crack tip is fully closed in Figs. 13.5-13.6. This indicates that the partial closure model is not correct for the Al-7075-T6 material in the current investigation.

Fig. 13. Illustration of crack closing process (magnification 10,000)

Fig. 14 shows the loading process of the same crack. During the loading process, the crack surfaces immediately behind the crack tip will open first in Fig. 14.3. Following this, the crack tip will finally open as shown in Figs. 14.4-14.9. This phenomenon is also against the partial closure model hypotheses.
Another discussion shown here is on the crack opening stress calculation. There are many studies available in the literature for the calculation of crack opening stress levels. Among them, the model proposed by Newman [39] is most widely used. Under constant amplitude loadings, the crack opening stress for the plane stress can be expressed as

$$\frac{\sigma_{op}}{\sigma_{\max}} = \frac{K_{op}}{K_{\max}} = 0.535 + 0.069R + 0.139R^2 + 0.257R^3$$  \hspace{1cm} (12)

where $\sigma_{\max} / \sigma_0 = 0.2$ and $\sigma_0$ is the flow stress of the material.

In the current experimental study, the specimen thickness is very small and the plane stress condition is assumed. The crack opening stress level predicted using the
Newman’s model, the proposed virtual crack annealing model (with hardening factor of 1.1), and in-situ SEM testing results are shown in Fig. 15. It is shown that both models give similar estimation at high R ratios. For low R ratios (e.g., R<0.4) the predictions are different. The testing results are in good agreement with the proposed model predictions. In the current investigation, the predictions using Newman’s model overestimates the crack opening stress at low R ratios. It should be noted that the constraint factor in Newman’s model is taken as 1 for plane stress conditions.

![Fig. 15. Comparison of experimental measured crack opening stress with model predictions](image)

5. Conclusions and future work

An innovative experimental methodology using in-situ SEM testing and imaging analysis is proposed in this study. Experimental testing is performed under four different R ratios for the hypotheses verification of the crack closure. A simple virtual
crack annealing (VCA) model is proposed for the calculation of the corresponding crack opening stress level is proposed in this report. Several conclusions can be drawn from the current study.

- Crack closure is directly observed during the in-situ SEM testing under different R ratios for the investigated material;

- Both the experimental testing and the proposed model predictions show that the crack opening stress level increases as the R ratio increases. The variation is almost linear in the investigated R ratio regime (from 0 to 0.5);

- The current experimental data does not support the partial crack closure model hypotheses for the investigated material;

- The crack opening stress level prediction using Newman’s model agree well with experimental data at the two high R ratios (i.e., 0.33 and 0.5), but overestimates the opening stress level at relatively low R ratios (i.e., 0.025 and 0.1).

Current experimental study and the model validation focus on the constant amplitude loadings. Experimental and theoretical study under general variable amplitude testing needs further study. The extension of the proposed study to other material systems, such as steel and titanium alloys, needs further investigation.

In a previous study using the similar instrumentation under optical microscopy and the digital image correlation [40], the authors have shown that stress/strain redistributed at the stress level similar to the crack surface contact stress observed in this study. Detailed correlation study under scanning electron microscopy will
additional experimental study for both testing design and image post-processing technique.
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Appendix 2: Accomplishments for Task 1.1

Existence and Insufficiency of the Crack Closure for Fatigue Crack Growth Analysis

Jian Yang, Wei Zhang and Yongming Liu
Arizona State University, Tempe, AZ 85287

Abstract: In this paper, the multi-resolution in-situ experiment, optical microscopy experiment and SEM experiment are used to investigate the existence of crack closure and its sufficiency for crack growth prediction. In-situ optical microscopy testing and the digital image correlation analysis are used to measure the plastic zone size in front of the crack tip. In-situ scanning electron microscopy testing is used to measure the crack tip opening displacement and crack growth kinetics. Crack closure behavior under constant loading with a single overload is studied under SEM. The experimental methodology is applied to two different metallic materials (aluminum alloys and steels). Detailed imaging analysis and experimental results are presented and compared. It is found that the crack closure phenomena exist for aluminum alloys, but not for steels in the current investigation. If the crack closure happens, it will significantly alter the crack tip plasticity behavior. Under constant amplitude loading, the crack closure concept is able to uniquely correlate the crack growth kinetics. However, under single overload loading, the crack closure is not able to uniquely correlate with the crack growth kinetics; statistical crack growth experiment also shows the inefficiency of crack closure. Finally, a discussion about the necessarily and the insufficiency of crack closure for crack growth prediction is given.
Key words: crack closure; existence; insufficiency; crack growth; in-situ; multi-scale.

1. Introduction

In the past half century, many existing studies have been done on fatigue crack growth mechanism and prediction models. The most famous and successful model should be Paris’ Law, which based on the applied stress intensity range [1]. However, Paris’ model cannot be applied to loadings with different load ratio and modification is required. In 1970, Elber introduced a crack closure mechanism and modified the applied stress intensity factor range in order to characterize the effect of load ratio [2]. Since Elber’s discovery provides a physical meaning to the modification, many researches have been done to get crack-opening load in theoretical method or experimental way. In 1978, Budiansky and Hutchinson provided an analytical estimation of crack opening load with the assumptions of long crack and small scale yielding according to the ideally plastic Dugdale-Barenblatt model [3]. In 1984, Newman analyzed the crack closure problems by developing a strip yield model, which employs a strip yield type plastic zone for leaving residually stretched material in the wake of the crack, causing plasticity-induced closure [4]. However, it is found that the measurement is difficult and the result depends on the measuring location and technique employed such as by traditional gauge and acoustic method [5]. Others methods like electrical potential method [6], ultrasonic method [7][8], and numerical method [9] are also used to measure crack opening load. These methods mentioned are indirectly way to observe crack closure and measure the crack opening loading, and it might be affected by many other factors, for example, it is found that
commonly employed notch-mouth clip-gauge method is not sensitive enough to detect the closure of short cracks in regions of notch plasticity [10].

In this paper, in-situ testing and imaging analysis is used to directly observe the crack closure level and its relationship with crack tip behavior. Compare to the other indirect method, it is non-contact and able to provide direct evidence about the crack closure at very different resolutions. Next, the proposed methodology is applied to two different metallic material systems and the existence of crack closure is investigated in detail. Following the testing under constant loading, a variable loading situation is tested to investigate crack closure effects on crack growth rate. In mechanics, the crack closure behavior under overload loading is investigated in detail. Meanwhile, a statistical crack growth rate under constant loading and overload loading is compared. Finally, a discussion for the existence and insufficiency of crack closure for the fatigue crack growth analysis is given based on the current investigation.

2. In-situ optical microscopy study for crack closure

In in-situ optical microscopy test, a unit load cycle is divided into several steps and images are taken at each step. Then, the strain distribution can be calculated by digital image correlation analysis. When the load is decreasing, the plastic zone is increasing due to the reversed plastic flow. However, if the crack is closed, the crack surfaces will contact and begin to undertake the reversed stress, thus the reversed plastic zone size will stop increasing. The reversed plastic zone size is a better indicator for crack closure than many other methods due to the advantages of non-contact and a stable
precision inherited from digital image correlation method.

2.1 Experiment set-up and procedure

The experimental set-up for in-situ optical microscopy experiment is shown in Fig. 1. It contains two parts: a palm-sized tensile stage and an optical microscope system. The tensile stage is manufactured by Ernest F. Fullam Inc., which has been merged to MTI Instruments Inc. The maximum gage length between mechanical grips is about 27 mm, and the load capacity is 5 kN. The sub-stage is fixed on the microscope and the cyclic loading is applied to the specimen. A Nikon metallurgical microscope is used to monitor the specimen surface and a high resolution imaging acquisition system is used to record images during the testing.

![Fig. 1 Experiment setup](image)

The specimen is a single edge notched plate with width $W = 8$ mm, length $L = 52$ mm and thickness $T = 0.86$ mm. Due to the small thickness of specimens, it is assumed to be under the plane stress conditions for a relatively long crack.

The experiment procedure contains four major steps as follows.
Step 1: specimen manufacturing and pre-cracking. Single edge notched plate specimen as described is used for testing. After notching, the specimens are pre-cracked under a hydraulic tension machine INSTRON 1331 until the initial crack reaches about 1 mm. The pre-cracking procedure follows the ASTM standard E647-99;

Step 2: polish the specimen to form randomly distributed small dark regions on the smooth surface, which is a requirement for digital image correlation analysis. Both surfaces of the specimen should be polished with the sandpaper whose average particle diameter is smaller than 10 μm;

Step 3: apply load on the specimen under the monitoring of a microscope, while image of the crack tip region is taken during the loading and unloading process. A unit load cycle is divided into several steps in the load profile. At each step, the image around the crack region is taken for strain calculation. The step load is set according to the precision requirement and computation resource limitation. An example profile is shown in Fig. 2, which contains 37 steps during the loading and unloading path.

![Load profile](image-url)
Step 4, process the images by DIC software to get the strain field of the crack tip region and calculate the plastic zone using mechanical analysis. The plastic zone size is defined along the crack propagation direction and it can be measured directly from the processed image.

The theoretical reversed plastic zone under cyclic loading can be estimated by Eq. (1) without the consideration of crack closure [11]

\[ \rho = \frac{1}{\pi} \left( \frac{\Delta K}{2\sigma_y} \right)^2, \]  

(1)

where \( \sigma_y \) is the yielding strength and

\[ \Delta K = F \cdot \Delta \sigma \sqrt{a} = F \cdot (\sigma_{\text{max}} - \sigma_{\text{min}}) \sqrt{a}, \]  

(2)

where \( F \) is the geometry factor and

\[ F = 1.12 - 0.231 \left( \frac{a}{W} \right) + 10.55 \left( \frac{a}{W} \right)^2 - 21.72 \left( \frac{a}{W} \right)^3 + 30.39 \left( \frac{a}{W} \right)^3 \]  

(3)

where \( a \) is the crack length.

**2.2 Case study of Al7075-T6 and Steel 4340**

With the above described experiment procedure, two sets of experiments are carried out to investigate the crack closure behavior under constant loading in Al 7075-T6 and Steel 4340 separately.

The chemical composition of aluminum 7075-T6 is listed in Table 1. The aluminum is the balance in the total weight. The basic physical properties are listed in Table 2.
Table 1  Chemical composition of Al 7075-T6 (weight, %)

<table>
<thead>
<tr>
<th>Element</th>
<th>Zn</th>
<th>Mg</th>
<th>Cu</th>
<th>Fe</th>
<th>Si</th>
<th>Mn</th>
<th>Cr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>5.1</td>
<td>2.1</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.18</td>
</tr>
<tr>
<td>Max</td>
<td>6.1</td>
<td>2.9</td>
<td>2.0</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 2  Basic mechanical properties of Al 7075-T6

<table>
<thead>
<tr>
<th>Elastic Modulus /GPa</th>
<th>Yield Strength /MPa</th>
<th>Tensile Strength /MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>71.7</td>
<td>502–516</td>
<td>573–582</td>
</tr>
</tbody>
</table>

Following the above discussed general experiment methodology, the plastic zone size at each step can be measured using the digital image correlation analysis. Three specimens have been tested and the reversed plastic zone size is shown in Fig. 3. It can be found that there is a platform when stress intensity factor (SIF) is less than about 3.5 MPa·m$^{0.5}$, which indicates the reversed stress is released by the surface contact and the phenomena of crack closes.
Fig. 3 Plastic zone size of aluminum [12]

The same experiment is carried on AISI 4340 steel. AISI 4340 steel is a heat treatable, low alloy steel containing nickel, chromium and molybdenum. The chemical composition of this material and its basic physical properties are listed in Table 3 and 4.
Table 3  Chemical composition of AISI 4340 steel

<table>
<thead>
<tr>
<th>Element</th>
<th>C</th>
<th>Cr</th>
<th>Mn</th>
<th>Mo</th>
<th>Ni</th>
<th>P</th>
<th>Si</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>0.38</td>
<td>0.7</td>
<td>0.6</td>
<td>0.2</td>
<td>1.65</td>
<td>0</td>
<td>0.15</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>0.43</td>
<td>0.9</td>
<td>0.8</td>
<td>0.3</td>
<td>2</td>
<td>0.035</td>
<td>0.3</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 4  Basic physical properties of AISI 4340 steel

<table>
<thead>
<tr>
<th>Elastic Modulus /GPa</th>
<th>Yield Strength /MPa</th>
<th>Tensile Strength /MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>190~210</td>
<td>472.3</td>
<td>744.6</td>
</tr>
</tbody>
</table>

In the test, the load starts from 100 N to 1000 N at a step of 50 N. Results of the plastic zone size during the unloading process are obtained as shown in Fig. 4. It is found that the reversed plastic zone size keeps increasing throughout the unloading process and these experiment data shows similar trends to the theory data without plastic closure phenomena. This is very different compared with the results of aluminum alloys and it indicates no crack closure for steel in these tests.
3. In-situ SEM study for crack closure

In order to verify the crack closure indications from optical microscope observation and get further information of the crack tip deformation behavior, in-situ SEM experiment is carried out on the two materials. Further, the behavior of crack closure under variable load is studied for the sufficiency of $K_{\text{eff}}$ for crack growth prediction. In mechanics, crack closure behavior under a single overload is studied for the sufficiency of $K_{\text{eff}}$ for crack propagation mechanics. In statistics, the crack growth rate under constant loading and overload loading is compared to show the sufficiency of $K_{\text{eff}}$ for crack growth prediction. Detailed experimental procedure has been discussed in [13][14] and only a brief description of the experimental methodology is given below.
3.1 In-situ SEM study under constant amplitude loading

An in-situ SEM fatigue testing is performed to achieve the high resolution investigation for the hypothesis verification of crack growth kinetics and crack deformation in the vicinity of the crack tip. Compared with experiment under optical microscope, crack tip opening displacement (CTOD) is measured directly to find the crack is closed or not. Some details of the experimental set-up for the in-situ SEM experiment are shown in Fig. 5. It consists of the tensile sub-stage and a field emission SEM (JEOL-7400F). The sub-stage is fixed in the SEM and the cyclic loading is applied during the experiment. During the testing, the vacuum level is remained to be less than $9.3 \times 10^{-5}$ MPa (gage reading). Multiple resolution images are recorded during the testing for the measurements of crack length and the crack tip deformation behavior.

![Fig. 5 In-situ SEM fatigue testing setup: a) loading stage installed in SEM; b) specimen installed in loading stage;](image)

The specimen configuration and preparation are almost the same as that in optical
microscope experiment. In this experiment, the final polishing is done by a vibration polishing machine with 1~3 µm polishing suspension.

The specimen is loaded in the tensile stage under cyclic loading and observed in-situ under SEM. In the following comparison for aluminum and steel, the stress ratio of the applied constant amplitude load is 0.1. The measurements are usually after 50 to 100 cycles loading in SEM to ensure the crack growth is stable. During the testing, one loading cycle is divided into many steps, similar with the testing under optical microscopy. The applied loading increases/decreases at a very slow rate. During the loading/unloading path the stage will hold at each step imaging acquisition. CTOD is measured directly from the processed images. The CTOD is defined as the distance of crack surface at the place of crack tip in last cycle. With the same reference, the crack growth rate at each cycle could be measured, as shown in Fig. 6.

![Fig. 6  Images of crack tip position and CTOD under maximum loadings](image)

Using the measuring method, two sets of experiments on steel 4043 and aluminum 7075-T6 have been performed. The results are shown in Fig. 7. It shows that CTOD reduces to zero when SIF is less than 5 MPa·m^{0.5} for Al 7075-T6, while for steel 4340, CTOD is not zero under the minimum loading. The crack tip details are shown in Fig.
8. It shows the crack closure in Al 7075-T6 clearly but the crack remains open for steel 4340.

![Graph showing crack closure](image)

Fig. 7 CTOD during unloading process on Al 7075-T6 and steel 4340
This result is consistent to the experiment under optical microscope and they show that the existence of crack closure in Al 7075-T6, but it is not observed in steel 4340 at this stage.

3.2 In-situ SEM study under variable loading with single overload

As crack closure is observed both under optical microscope and SEM, its effects on crack growth rate is not negligible for fatigue crack growth prediction for some
metallic materials, if it happens. However, it is not clear that the crack closure is the only/dominant mechanisms for aluminum materials, especially under different loading conditions. Thus, the crack closure effect on crack growth rate under variable loading is investigated and is shown below.

3.2.1 Experiment procedure

The procedure of SEM experiment under variable loading is the same with that under constant loading. The only difference is the loading profile. In this experiment, a cycle of over-load is inserted in a constant loading spectrum. The constant loading ranges from 10 to 30 MPa·m^{0.5} and the overload ranges from 10 to 36 MPa·m^{0.5}. Thus the over load ratio is 1.2 as the ratio of two maximum load. A schematic plot is shown in Fig. 9.

![Schematic representation of single overload spectrum](image)

**Fig. 9**  Schematic representation of single overload spectrum

In order to observe and compare the effects of overload loading, four types of loading cycle are chosen for observations. The first type is the constant loading cycles before
the over load (cycle a in Fig. 9), which provides the baseline information of the crack propagation kinematics. The second and the third type are the overload cycle and the cycle right after it. The last type is the cycle 5~20 cycles after the overload. In this study, two experiments data are obtained. In the first experiment, the background stress ratio is 0.33 and the overload ratio is 1.2. In the second experiment, the background stress ratio is 0.025 and the overload ratio is 1.1. In the following discussion, the result of the first experiment will be discussed in detail and the second one will be given as a comparison.

3.2.2 Result and discussion

Following the experiment procedure and the loading profile, the details of crack growing before, during, and after overload under SEM is obtained and compared.

As described before, two cycles before the overload is observed and the crack tip condition during the first loading cycle is shown in Fig. 10. By examining the crack tip, it could be found that the crack is opened between Fig. 10(4) and (5), with the corresponding stress intensity factor $17.68 \text{ MPa} \cdot \text{m}^{0.5}$ and $19.28 \text{ MPa} \cdot \text{m}^{0.5}$. Then, the CTOD is measured at each step in the loading portion of the two cycles, as plotted in Fig. 11. These two series of data show a similar behavior, indicating the stable state of crack under constant loading. It should be noticed that the crack opens when the stress level reaches $(57\pm 2.5)\%$ of the maximum loading.

Then the crack tip deformation behavior is observed during the overloading cycle. In this cycle, the loading process can be divided into two stages as shown in Fig. 12:
stage 1 is the process when the load is equal or less than the maximum of the previous constant loading; stage 2 is the over loading session. It is observed that the crack opening load is similar to the constant loading process and it is about 57% of the maximum loading as shown in Fig. 13. In stage 2, the slope variation of the CTOD is observed. The reason for this change is that the compressive plastic zone is fully reversed by the large overload and the CTOD is controlled by the monotonic plastic zone size rather than the reversed plastic zone size, which is consistent with the classical fracture mechanics and finite element simulation result.

Fig. 10 Illustration of crack tip behavior (R=0.33, K= 9.68, 12.88, 14.48, 16.08, 17.68, 19.28, 21.68, 24.16, and 28.96 MPa·m$^{0.5}$ respectively)
Fig. 11 CTOD variation at each loading step before overload

Figs. 12 Illustration of crack tip behavior under overload (R=0.33, K= 9.68, 16.08, 17.68, 19.28, 24.16, 28.96, 31.36, 32.96, and 34.72 MPa·m$^{0.5}$ respectively)
Next, the cycle follows the overload cycle is investigated. Selected SEM images are shown in Fig. 14 and the CTOD at each loading step is shown in Fig. 15. It is observed that the crack is opened a little earlier than previous. The opening SIF is 13 MPa·m$^{0.5}$ but during the constant cycles and the overloading cycle, the opening SIF is 14.5 MPa·m$^{0.5}$. On the other hand, the maximum CTOD at peak loading is 7μm, much larger than that during the constant loading before the overload, which is 3.5μm.
Figs. 14  Illustration of crack tip behavior next to the overload (R=0.33, K= 9.68, 12.88, 16.08, 19.28, 24.16, and 28.96 MPa·m^{0.5} respectively)

\[ \text{\textbullet} 9.646968642 \]

Fig. 15  CTOD variation at each loading step of the next cycle

In the following several cycles, the crack growth becomes unstable and very fast, as shown in Fig. 16. The large white arrow and yellow circle indicate the crack tip position under the overload. The crack kinks and bifurcates after the overload within about 10 cycles. The kinks can be seen in both of Figs. 16 (a) and (b), and the bifurcation can be seen in Fig. 16 (b). The relative position between these figures is marked by orange circles and arrows. Fig. 16 (c) focuses on the new crack tip which...
is stable after 11 cycles (about 25 microns unstable growth). This observation supports the conclusion that the extra damages caused by the overload will lead to a rapid and unstable crack growth right after the overload. This also supports one of the mechanism models for the crack retardation after the single overload cycle using the crack kinking hypothesis [15].

The unstable state of crack growth right after the overload cycle lasts only for about 5 cycles. It is mainly because the crack has grown beyond the damaged plastic region caused by the overload, and then the growing process becomes stable again. A cycle which is 11 cycles after the overloading is investigated in this test and the result is shown in Fig. 17 and 18. Different from the cycle right after the overloading cycle, the crack opening SIF is much larger, but the maximum CTOD is smaller. Thus the effective stress intensity factor is smaller than the constant loading condition, which is part of the mechanism for the crack growth retardation in the current investigation.
Figs. 17  Illustration of crack CTOD measurement after overload (R=0.33, K= 9.68, 12.88, 14.48, 16.08, 17.68, 19.28, 21.68, 24.16, and 28.96 MPa-m^{0.5} for figures 1-9, respectively)

For all testing measurements, the crack opening stress intensity factor at each observing cycle are plotted in Fig. 19. The X axis is cycle number and Y axis is the ratio of crack opening SIF over the maximum SIF (K_{open}/K_{max}). It is shown that during
the constant loading in stage 1, $K_{\text{open}}/K_{\text{max}}$ is 0.57. Right after the overload cycle, the crack opening slightly decreases and increases to about 75% after 11 cycles.

Fig. 19 Illustration of the crack opening stress level variation (R=0.33)

Another experiment has been performed with stress ratio $R=0.025$, the maximum SIF of the constant loading is $26.26 \text{ MPa}\cdot\text{m}^{0.5}$ and the overload ratio 1.1. Very similar result is observed as shown in Fig. 20.
One important hypothesis in the classical crack closure theory is that the effective stress intensity factor range (defined as the maximum SIF minus the opening SIF) can be used to uniquely correlate with crack growth rate under different loadings. However, this experiment shows that under single overload loading, crack opening SIF becomes variable and crack starts to kink and bifurcate. These mechanics cannot be explained only by the phenomena of crack closure.

On the other hand, a statistical study of crack growth rate under constant load and overload lading is conducted to verify this hypothesis. Several experiments have been completed at stress ratio $R=0.5$, 0.33, 0.1 and 0.025, and the result of crack growth rate with the effective SIF is plotted in Fig. 21. Fig. 21 (a) only shows the result under constant loading. It can be found that all the data shows a good linear relationship in log-log scale, except one data in red dashed circle. Fig. 21(b) shows the data together.
with the single overload testing. It is observed that the two data points are not consistent with the linear trend from the constant amplitude loading data. This observation further indicates that other mechanism also contributes to the crack growth under single overload loading, such as crack branching and blunting as observed from the images.

(a) Constant load
4. Conclusions

In this paper, in-situ experiment at micrometer scale and nanometer scale has been introduce and the observation of crack closure behavior of steel 4340 and aluminum 7075-T6 under constant loading has been obtained. Further, preliminary crack closure behavior under single overload on aluminum 7075-T6 has been studied. Several conclusions can be made from the experiments as follows.

1. Crack closure is directly observed in Al 7075-T6 under both constant and variable loads, but it is not observed in steel 4340 under constant loading at stress ratio 0.1.

2. The crack closure can significantly change the plasticity distribution in front of the crack tip;

3. $K_{\text{eff}}$ defined as the difference of $K_{\text{max}}$ and $K_{\text{open}}$ in the classical fracture theory
correlates with the unique crack growth rate under constant loading, but it not enough for crack growth prediction under variable loading. Additional parameter for the mechanism is need for the prediction;

The proposed study focus on simple variable loadings and more complex loading conditions require additional study. The current imaging analysis is for surface measurements and 3D imaging technique will be very helpful for the investigation of subsurface behavior near a crack tip.
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Appendix 3: Accomplishments for Task 1.1

Crack Closure Investigation under Simple Variable Amplitude Loading Using In-Situ SEM Testing

Wei Zhang, Yongming Liu*

Clarkson University, Potsdam, NY, 13699

Abstract: In this report, the in-situ scanning electron microscopy (SEM) experiments for Al7075-T6 are performed under the variable amplitude loading (single overload) in order to investigate the crack opening stress variation. During the testing, several loading cycles of interest are selected and divided into a certain number of steps. At each step, high resolution images around the crack tip region are taken under the SEM. Imaging analysis is used to quantify the crack tip opening displacement (CTOD) at each corresponding time instant in a loading cycle. In the current experimental work, the crack closure phenomenon is not only directly observed under constant amplitude loadings, but also under the variable amplitude loading. The experimental results provide the evidence that the transient crack opening stress or effective stress intensity factor ranges played a significant role in the transient crack growth. And some observations imply that the crack closure is not the only factor which controls fatigue crack growth. A detailed discussion is given based on the current investigation.

Keywords: fatigue crack, closure, opening stress, in-situ SEM

1. Introduction

In 1960’s, Paris’ law [1] was proposed which becomes the most popular fracture
mechanics-based method for fatigue life prediction. Many modifications of Paris’ law have been proposed in the literature. One of the most significant modifications is the crack closure concept [2], which was first introduced into the crack growth analysis by Elber [2]. Elber pointed out that fatigue cracks remained closed during part of the loading process and proposed an effective stress intensity factor range to account for the crack closure. Since Elber’s studies on crack closure showed great promise for fatigue crack growth prediction, there has been extensive numerical and experimental studies on the determination of crack opening stress which is the critical parameter of many fatigue crack growth model. So far much related work has been done on that using experimental investigation, numerical analysis as well as theoretical studies. Budiansky and Hutchinson [3] computed the plasticity-induced crack closure in plane stress case under small-scale yielding condition in their theoretical study. Wheeler [4] and Wilenbourg [5] developed empirical methods based on reduced rate of crack growth for cracks crossing a plastic zone caused by previous overload. Zhang and Bowen [6] discussed three-dimensional semi-circular fatigue crack growth and closure using the finite element simulation. Llorca and Sanchez Gavez [7] established the plasticity-induced fatigue crack closure model based on finite difference method. Gdoutos [8] studied fatigue crack closure model using dislocation dipoles Newman [9,10] analyzed the crack closure problems by developing a strip yield model, which employs a strip yield type plastic zone for leaving residually stretched material in the wake of the crack, causing plasticity-induced closure. Kim and Lee [11] performed the testing with center-cracked tension specimens under the constant

The above mentioned experimental works are all indirect measurements of crack closure, which might be also affected by other factors other than crack closure. There are very few studies on direct observation and measurement of crack closure which can reveal the detailed variation of the crack tip opening/closing behavior with applied loading. Most of existing in-situ SEM testing methodologies are only able to focus on the observation of crack growth and tip deformation between different cycles [28,29]. The detailed investigations of the crack growth kinetics within one loading cycle are rarely found in the open literature. Zhang and Liu [15] proposed a novel in-situ SEM fatigue testing to investigate the fatigue crack growth mechanisms continuously within one cyclic loading. In Zhang and Liu [15], the crack opening stress (crack closure level) and subcycle crack growth rate are directly measured under the constant amplitude loading with \( R=0.1 \), which shows that crack closure has a significant impact on the fatigue crack growth. In this report, the in-situ SEM experiments for Al7075-T6 are performed under the variable amplitude loading in order to investigate the crack opening stress variation caused by single overload.

The report is organized as follows. First, the experimental equipment and the main procedure of the in-situ SEM fatigue crack growth testing are presented. Following this, the experimental results (the measurements of crack closure) are discussed in detail. Next, some conclusions and future work are given based on the current observations from the proposed experimental study.
2. In-Situ SEM Experiment

Experimental System and Specimen

The experimental set-up for the in-situ SEM experiment is shown in Fig. 1. It consists of a palm-sized tensile stage installed in a field emission SEM (JEOL-7400F). The tensile stage is manufactured by Ernest F. Fullam Inc., which is now merged to MTI Instruments Inc.. The maximum gage length between mechanical grips is about 27 mm, and the load capacity is 5 kN. The sub-stage is fixed in the SEM and the cyclic loading can be applied during the experiment. During the testing, the vacuum level is remained to be less than $9.3 \times 10^{-5}$ MPa (gage reading). Multiple resolution images are recorded during the testing for the measurements of crack length and the crack tip deformation behavior. However, because the stage will prevent the coupon from getting closer to the pole piece, the shortest working distant available is 16.5 mm. Post-processing of images is performed using a high performance workstation and the software package ImageJ [16].

Fig. 1 In-situ SEM fatigue testing setup  a) loading stage installed in SEM ;b) specimen installed in loading stage;
Single edge notched plate specimens with width $W = 8\text{mm}$, length $L = 52\text{mm}$ and thickness $T = 0.86\text{mm}$ made of aluminum alloy sheet (Al7075-T6) were tested. Due to the small thickness of specimens, it is typically under the plane stress conditions. The specimen design is shown in Fig. 2. An edge notch of length 1mm is machined on the specimens by slow saw cutting. After machining, the specimens are pre-cracked using a hydraulic testing machine INSTRON 1331 until the initial crack reaches about 1 mm. The pre-cracking procedure follows the ASTM standard E647-99. Following this, both surfaces of the specimen are polished with the sandpaper whose average particle diameter is smaller than 10 um. Then the final polishing is done using a vibration polishing machine with 1~3 um polishing suspension. The mechanical properties the chemical compositions of the investigated material are given in Table 1 and Table 2 respectively, which are reported by the manufacturer.

![Fig. 2. Geometry of test specimen (a) the specimen design; (b) polished specimen.](image)

**Table.1 7075-T6 mechanical properties**

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultimate tensile strength</td>
<td>573~582 MPa</td>
</tr>
<tr>
<td>Tensile yield strength</td>
<td>502~516 MPa</td>
</tr>
</tbody>
</table>
Young's Modulus | 71.7 GPa

Table 2 Chemical composition of 7075-T6

<table>
<thead>
<tr>
<th></th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Cr</th>
<th>Zn</th>
<th>Ti</th>
<th>V</th>
<th>Zr</th>
<th>Other</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min % weight</td>
<td>0.00</td>
<td>0.00</td>
<td>1.2</td>
<td>0.00</td>
<td>2.1</td>
<td>0.18</td>
<td>5.1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>Each</td>
<td>0.05</td>
</tr>
<tr>
<td>Max % weight</td>
<td>0.4</td>
<td>0.50</td>
<td>2.0</td>
<td>0.30</td>
<td>2.9</td>
<td>0.28</td>
<td>6.1</td>
<td>0.20</td>
<td>0.05</td>
<td>0.05</td>
<td>TOT</td>
<td>0.15</td>
</tr>
</tbody>
</table>

**Experimental Procedure**

Unlike the classical fatigue crack growth testing which usually uses cycle-based crack growth approaches, such as the well-known Paris law which defines the relationship between the average crack growth rate per cycle and the range of applied stress intensity factor, the proposed fatigue crack growth testing is based on a subcycle crack growth concept. It is to define the change in fatigue crack extension continuously throughout a cycle as a function of the change in the applied loading instead of using the cycle averaged crack growth. The proposed in-situ SEM testing is developed to investigate the crack tip behavior in the continuous time-domain and to measure the crack opening stress at the subcycle scale.

The specimen is loaded in the tensile stage under cyclic loading and observed in-situ under SEM. Considering the vacuum environment in SEM, the stage was run about 50 to 100 loading cycles in the chamber before the image acquisition.

A schematic loading profile for our the is shown in Fig. 3. This loading spectrum is a single overload spectrum, which consists of three parts: constant loading before the overload, single overload, and the constant load after the single overload. In the first part, R ratio is equal to 0.33, and the maximum applied stress intensity factor is
30 MPa-m^{0.5}. In the overload part, the overload ratio is 1.2. The overload ratio is defined as the maximum loading of the overload to the maximum loading of the constant amplitude loading. After the overload, the loading resumes to be the constant amplitude loading as before.

Due to the long time for the imaging acquisition, a proper experimental design is required to obtain the necessary information and minimizing the experimental durations. As shown in Fig. 3, four typical cycles (a–d) are designed to be investigated and recorded. Cycle 'a' represents the constant amplitude loading before the overload. The measurements of this cycle can serve as a baseline. Cycle 'b' is the overload cycle, and cycle 'c' is the constant loading right after the overload. From the comparison between cycle 'a' and cycle 'c', the effects left by the single overload can be obtained. The large plastic deformation and defects ahead of crack tip caused by overload may affect the CTOD observation in the cycle 'c' (the following cycle), and the crack growth in this cycle may be not stable. The cycle 'd' shown in Fig. 3 is used to measure the crack deformation and growth behavior 5-20 cycles after the single overload cycle.
Fig. 3. Schematic representation of single overload spectrum

Each loading cycle of interest is divided into many steps as shown in Fig. 4. The applied loading increases/decreases at a slow rate. During the loading/unloading path, the stage will hold at each step for investigation. At each loading level, images of the crack tip are taken under very high magnification. Imaging analysis is performed to extract the useful information from these pictures, such as the crack tip position and crack tip opening displacement (CTOD). To obtain more accurate baseline cycle ‘a’, more than one constant loading cycles are investigated to observe the average behavior of the crack under the constant amplitude loading. In the experiment in the current study, three images at the continuous three peak loading levels are measured in the experiment, as shown in Figs. 5. The loading direction is indicated on the top of the images. Several reference markers along the crack surface are identified in images. Digital measures are performed to measure the distance between the new crack tip locations to old crack tip positions, as well as the CTOD. From these images, the average value of CTOD and crack growth per cycle can be obtained. In this report, we
are interested in the crack opening stress level, which can be evaluated by measuring the CTOD variation at the old crack tip position at each loading step, as shown in Figs. 6. In the figures, the brackets indicate the CTOD at the current loading level. The applied loading keeps increasing from the minimum (Fig. 6.1) to the maximum (Fig. 6.6). It is shown that the crack tip remains closed at the beginning of the loading path (see Fig. 6.1 and Fig. 6.2). After that, the crack tip starts to open and become wider gradually (see Figs. 6.3-6.6).

![Schematic representation of imaging recording points in a complete loading cycle](image1)

**Fig. 4.** Schematic representation of imaging recording points in a complete loading cycle

![Images of crack tip position and CTOD under maximum loadings](image2)

**Figs. 5.** Images of crack tip position and CTOD under maximum loadings
3. Experimental Results and Discussions

In this section, experimental observations and imaging analysis results of two variable loading cases are presented: 1) stress ratio of 0.33 with an overload ratio of 1.2; 2) stress ratio of 0.025 with an overload ratio of 1.1. The first case is discussed in detail. Following this, similar findings from the second cases are also discussed.

Figs. 7 shows the overview and the detailed tip images of the first case. In this testing, the R ratio of the constant amplitude part is 0.33. The overload ratio is 1.2. The maximum stress intensity factor is about $K_{\text{max}} = 36.2 \text{MPa-m}^{0.5}$. 
According to the previously discussed experimental procedure, two constant amplitude loading cycles before the single overload are firstly investigated as the baseline. Fig. 8 shows the details of the crack tip behavior during the loading path of the first cycle. It is clear that the crack starts to open between the loadings of Fig. 8-4 and Fig. 8-5. Collecting all the measurements of CTOD of these two cycles, two curves are obtained as shown in Fig. 9. The y-axis is the CTOD and the x-axis is the corresponding stress intensity factors. Different symbols represent different cycles. The trend and maximum values of both two plots are almost the same which indicates the acceptable error of the measurements. It is can be seen clearly that the crack tip opens at the stress level approximately $(57\pm2.5)\%$ of the maximum loading.
Figs. 8. Illustration of crack tip behavior (R=0.33, K= 12.1, 16.1, 18.1, 20.1, 22.1, 24.1, 27.1, 30.2 and 36.2 MPa-m$^{0.5}$ for figures 1-9, respectively)

△ cycle 1  ● cycle 2

Fig. 9. CTOD variation at each loading step before overload
The crack tip deformation behavior during the single overload is also investigated. Fig. 10 shows the crack tip behavior under the single overload. It is observed that the crack starts to open between the loadings of Fig. 10-2 and Fig. 10-3 (approximate 57% of the maximum loading), which is consistent with the above observations under constant amplitude loading. Once the applied loading exceeds the maximum loading level of the previous constant loading, as shown in Figs. 10.7-10.9, the CTOD increases very fast and the crack tip becomes very blunt. The corresponding measurements are illustrated in Fig. 11. This behavior is consistent with the classical fracture mechanics and finite element simulations [17]. The reason for the fast CTOD change is because the compressive plastic zone is fully reversed by the large overload and the CTOD is controlled by the monotonic plastic zone size rather than the reversed plastic zone size.
Figs. 10. Illustration of crack tip behavior under overload (R=0.33, K= 12.1, 20.1, 22.1, 24.1, 30.2, 36.2, 39.2, 41.2 and 43.4 MPa-m^{0.5} for figures 1-9, respectively)

Fig. 11. CTOD variation at each loading step under overload
From the images, it is observed that very large plastic deformation occurs ahead of the crack tip during the overload although the material is not fractured yet. The large plastic deformation causes extra damage and makes the material “weaker” than the virgin materials. This weakened material will affect the crack growth behavior after the overload cycle significantly. The images for the cycle following the overload are observed, as shown in Figs. 12. One interesting thing is observed that the crack closure happens only in the very vicinity behind the crack tip. If Fig. 10 and Fig. 12 are compared with each other at the same loading level, it is clearly seen that the crack closure behavior largely diminished. The crack surfaces behind the crack tip (to about 1~2 um) still contact and the crack opening stress is similar to the previous constant amplitude loading cycles, as shown in Fig. 13. Fig. 13 also shows that the maximum CTOD value is much larger than that under the constant amplitude loading before the overload cycle (see Fig. 13 and Fig. 10. This behavior could be caused by two reasons: 1) the material ahead of the crack tip is weakened during the overload and its resistance to deformation is less; 2) the largely reduced crack closure causes the increased CTOD since load cannot be transferred through the crack surfaces. It is likely the increased CTOD value is caused by both of them.
Figs. 12. Illustration of crack tip behavior next to the overload ($R=0.33$, $K=12.1, 18.1, 20.1, 24.1, 30.2$ and $36.2$ MPa-m$^{0.5}$ for figures 1-6, respectively)

![Crack Tip Behavior Illustration]

Fig. 13. CTOD variation at each loading step of the next cycle

In the following several cycles, the crack growth becomes unstable and very fast, as shown in Fig. 14. The large white arrow indicates the crack tip position of the
overload. The crack kinks and bifurcates after the overload within about 5 cycles. Figs. 14 (c) show a stable crack tip forms again after 11 cycles (about 25 microns unstable growth). This observation supports that the extra damages caused by the overload will lead to a rapid and unstable crack growth in a small area. This also supports one of the mechanism models for the crack retardation after the single overload cycle using the crack kinking hypothesis [18].

The unstable crack growth right after the overload is considered to be very short time transient process and it will only last for a very short length. This is mainly due to the remaining damage from the overload cycle. After the crack grows out of the affected damaged zone and becomes stable again, the crack tip behavior should be examined to observe the effect from the large plastic zone/residual stress left from the overload cycle. Images 10 cycles after the overload are shown in Figs. 15-16. As shown in Figs. 15 and Fig. 16, it is observed that the crack opening stress level increases significantly and the CTOD values becomes smaller. As a result, the crack growth is slowing down and is known as crack growth retardation.
Figs. 15. Illustration of crack CTOD measurement after overload (R=0.33, K=12.1, 16.1, 18.1, 20.1, 22.1, 24.1, 27.1, 30.2 and 36.2 MPa-m$^{0.5}$ for figures 1-9, respectively)
To compare the variation of crack opening stress level before and after the single overload more quantitatively, all measured crack opening stress levels are plotted in Fig. 17. The y-axis is the ratio between the crack opening stress level and the maximum loading level. The x-axis is the corresponding loading cycle numbers. The rectangular symbol represents the overload cycle and is marked in the Figure. From the first three data points, it is clear that the crack opening stress level is approximately 57% of the maximum loading without effects left by the overload. The forth diamond symbol is slightly smaller than before (the cycle right after the overload). After a dramatically fast growth, the crack growth resumes the stable crack growth. It shows that the increased crack opening stress level is about 75% of the maximum loading. Before the overload, the observed crack growth per cycle is always larger than 0.1 um, but after the unstable crack growth after the overload, it is
hard to measure the crack growth per cycle which is smaller than 20 nanometers based on the current experimental instrumentation.

A similar testing is performed with different R ratio and overload ratio. In this testing, R ratio is 0.025 and the maximum loading is 34 Mpa-m^{0.5}. The overload ratio is 1.1. Very similar behaviors are observed, i.e., unstable crack growth right after the overload due to large plastic deformation and increased crack opening stress level after the unstable crack growth. In Fig. 18, it is shown that before the overload the crack opening stress level is 32% of the maximum loading. After the single overload and another 20 cycles, the measured crack opening stress level is about 37% of the maximum loading. Before the overload, the observed crack growth per cycle is
around 1.4 um. After the unstable crack growth after the overload, it is approximately about 1 um.

Fig. 18. Illustration of crack opening stress level variation (R=0.025)

4. Conclusion and Future Work

An innovative experimental methodology using in-situ fatigue testing under SEM is performed in this report. Experimental testing are designed and performed for Al-7075-T6 under both constant amplitude loading and single overload spectrums. Extensive imaging analysis is performed to measure the crack tip deformation and crack growth behavior. Several major conclusions can be drawn based on the proposed experimental study.
- Crack closure phenomenon is observed under both constant amplitude loading and single overload spectrums;

- CTOD increases very fast during the overload cycle after the loading exceeds the maximum loading level in the previous constant amplitude loading;

- Very large plastic deformation is observed during the overload cycle and makes the crack growth right after the over load unstable;

- Crack growth right after the overload is fast and unstable. Crack kinking and bifurcation is also observed;

- Crack closure disappears or is largely reduced right after the overload. Most crack surfaces remain open during the entire loading cycle;

- After the unstable crack growth right after the overload, the crack opening stress increases compared to the value in the pure constant amplitude loading, which is accompanied with the reduced crack growth rate.

The proposed study focuses on the constant amplitude loading and simple variable loading spectrums. More complex loading spectrums need further study. The application of the proposed technique and procedure to other material systems will greatly help the fundamental understanding of fatigue mechanism at the sub-cycle scale. Other experimental instrumentation designs suitable for very high resolution (i.e., around 1 nanometer scale) will be very valuable when the crack growth per cycle is extremely small (i.e., near the threshold regime). In addition, the statistical effects of the sub-cycle crack
growth measurements and analysis needs further study.
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Time domain strain and stress reconstruction for fatigue damage prognostics
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ABSTRACT: In this study, a novel structural fatigue prognosis method is developed to provide prompt, informed fatigue damage predictions of the structures based on strain gauge measurements at remote locations. The method is based on the structural responses reconstruction at the hot spots and a mechanism-based fatigue crack growth formulation. The structural responses measured from usage monitoring system or sensors at available locations are decomposed into modal responses using empirical mode decomposition. Transformation equations based on finite element modeling are derived to extrapolate the modal responses from the measured locations to critical locations where direct sensor measurements are not available. The evolution of fatigue damage within structures can then be performed using the reconstructed stress responses. A numerical two-span beam example is used to demonstrate the overall reconstruction method. Following this, a practical structure scale problem is provided to validate the effectiveness and the accuracy of the proposed method. Fatigue damage prognosis using the reconstructed stresses from remote strain gauge measurement data is also demonstrated with detailed error analysis.
1. Introduction

Structural health monitoring (SHM) is one of the key components in recent engineering systems, civil infrastructures, and smart structures [1-3]. Due to the increasing complexity and high reliability demand of those systems, damage and system performance degradation need to be quantified accurately for maintenance purposes [4, 5]. To monitor the status of a target system, measurements about system condition variables are taken either by sensors installed on the system or field non-destructive inspections [6-8]. In particular, using smart sensors for structural health monitoring has drawn a lot of attentions in the SHM community due to flexibilities of smart sensors and advances in composite materials [8-11]. A commonly used classification system for damage identification methods defines four levels of damage identifications: 1) determine the existence of the damage in the structure; 2) identify the location of the damage; 3) quantify the severity of the damage; and 4) estimate the remaining life the system [12]. The difficulty of having a reliable result increases as the system complexity increases. Therefore, obtaining an accurate estimation of the remaining useful life of a damaged system is a practical challenge. For most mechanical systems subject to fatigue loads, fatigue crack propagation is one of major failure mechanisms. Fatigue damage is highly dependent on the applied stress history under realistic service conditions. The practical challenge for fatigue life prediction in such cases is that the stress and fatigue load in the vicinity of the fatigue crack is very difficult to infer. Direct measurement of the stress...
or strain in the damaged location is very difficult because the damage location is not known a priori [13]. Furthermore, it is highly nontrivial to place additional sensors at the damaged spot because the local geometry of the damage spot may be very complex to install a new sensor and the service condition of the system may not allow one to install new sensors. Using measurements from pre-installed sensors to infer the information about the critical spot, i.e., a fatigue crack damaged location without direct sensor measurements, may be the only practical option in realistic situations. Therefore, extrapolation to a critical spot from measurements located in a remote spot is a mandatory step for fatigue prognostics and the remaining life prediction. Recent advances of dynamical response extrapolation include frequency-domain methods and direct time-domain methods. Several studies suggest using the concept of transmissibility [14-16]. The basic idea is to define a transformation function between the measurement spot and the desired spot. The method requires a minimal number of locations to obtain the dynamical responses of the desired spot. Direct time domain reconstruction of dynamical responses for acceleration, velocity and deflection includes empirical mode decomposition (EMD)-based method [13]. The basic idea of EMD-based time-domain reconstruction method is to decompose the measurement data using EMD approach [17] with the intermittency criteria. The extrapolation function from a measurement spot to a desired spot is based on the ratio of the two positions in the mode shape of the structural model. Because strain and stress has no direct correspondence in mode shape matrix, these methods cannot be directly applied to obtain the strain and stress responses for fatigue crack growth analysis.
The objective of the study is to develop a direct time domain strain and stress reconstruction method for fatigue damage prognostics using sparse and remote sensor measurements. The proposed method extends the previous EMD-based time-domain reconstruction method by using the finite element model to derive a strain transformation function in modal coordinates. EMD method with intermittency criteria is first employed in the proposed method to decouple the remote strain measurements into modal coordinates, and the extrapolation of the strain and stress responses is made using the strain and stress transformation function. Mode superposition is used to obtain the strain and stress responses of the critical spot for fatigue crack growth analysis and fatigue life prediction. The overall method is demonstrated using a two-span beam-like structure. A more complex 216-degree of freedom (DOF) spatial frame structure is used to further investigate the effectiveness and performance of the method under different signal-to-noise ratios. Reconstruction results are compared with theoretical solutions.

The paper is organized as follows. First, the EMD method for signal decomposition is briefly introduced, and the required signal filtering process using the intermittency criteria is discussed. Next, the transformation equation for strain and stress is derived using the FE model of the structure. Following this, a numerical two-span beam-like structure and a spatial frame structure are used to demonstrate and validate the proposed method. The fatigue crack growth analysis and fatigue life prediction using the reconstructed stress is calculated and compared with theoretical solutions. Finally, conclusions are drawn based on the current study.
2. Strain and stress reconstruction methodology

The proposed strain and stress reconstruction method is based on three pieces of information: The measurement data from one or multiple strain gauges, the structural model, and locations of measurement locations and the sensor inaccessible locations. The overall process for the reconstruction involves several steps, as illustrated in Fig. 1. Details of each of the calculation steps are discussed in this section.

2.1 Extraction of modal responses from measurement data using EMD method

The first step of the reconstruction method is to decompose the measured time domain signals from strain gauges into a set of responses in the modal coordinates. This step can be made using empirical mode decomposition (EMD) method with intermittency criteria. For the completeness of the paper, the EMD method with intermittency criteria is briefly introduced.

The basic idea of EMD method is to break down the original signal into a set of intrinsic mode functions (IMF) and a residual term. An IMF is a function that has a mean value of zero and only one extreme between zero crossings. The IMFs form a complete and nearly orthogonal basis for the original signal, allows for varying frequency in time to be preserved, which is hidden in the Fourier domain or in wavelet coefficients [17]. For a given time series data \( y(t) \), the EMD method uses the following sifting process to obtain IMFs [17]:

1. Identify the local maxima or minima of \( y(t) \), denoted by \( y_+ \) and \( y_- \) respectively.

2. Cubic-spline interpolate using \( y_+ \) and \( y_- \) to obtain two envelops \( e_+(t) \) and \( e_-(t) \), denote the mean of the two envelops as \( m_t(t) = [e_+(t) + e_-(t)]/2 \)
3. Compute \( h(t) = y(t) - m(t) \)

4. If \( h(t) \) is not an IMF, continue the sifting process using \( h(t) \) as the new signal data through Steps 1-3. The stopping criterion is

\[
\sum_i \left[ \frac{h_k(t) - h_{k-1}(t)}{h_{k-1}^2(t)} \right]^2 < \varepsilon,
\]

where \( h_k(t) \) is the sifting result in the \( k \)th iteration, and \( \varepsilon \) is a small value between 0.2 and 0.3. The resulting \( h_k(t) \) is an IMF, denoted as \( f_i(t) \).

Repeat the above steps to get the second IMF \( f_2(t) \) from the residue \( y(t) - f_1(t) \).

Continue the computation to obtain up to the \( n \)th IMF until the remaining of the signal \( r(t) = y(t) - \sum_{i=1}^{n} f_i(t) \) is a mono-component, which indicates that the number of up-crossings (or down-crossings) of zero is equal to the number of peaks. The original signal \( y(t) \) now can be expressed as the summation of \( n \) IMFs and a residual term, as shown in Eq. (1).

\[
y(t) = \sum_{i=1}^{n} f_i(t) + r(t),
\]

where \( f_i(t) \) is the \( i \)th IMF and \( r(t) \) is the residue. Term \( r(t) \) also represents the mean trend or constant for this signal [18].

Each of the IMFs obtained from the above standard sifting process may contain several frequency components, and is not a good approximation to the modal responses. To ensure each of the IMFs contains only one frequency component (i.e., the modal responses corresponding to some natural frequency), an intermittency frequency denoted by \( \omega_{int} \) must be imposed in the sifting process. The idea is to
remove all frequency components lower and larger than $\omega_m$, and this can be done prior to or within the sifting process using a band-pass filter. The process to obtain the modal response corresponding to the $i$th natural frequency $\omega_i$ is discussed in [18] and is summarized here:

1. An approximate range for $\omega_i$, $\omega_L < \omega_i < \omega_H$ is estimated either by Fourier transform of $y(t)$ or finite element model computations.

2. Process the signal data $y(t)$ using a band-pass filter with a frequency range $\omega_L < \omega_i < \omega_H$.

3. Process the filtered signal using the standard sifting process described above.

By repeating the above procedure with different frequency ranges for different natural frequencies, all modal responses can be obtained. These IMFs have several characteristics: 1) Each IMF contains the intrinsic characteristics of the signal; 2) Once an IMF is obtained, the next IMF will not have the same frequency at the same time instant [19, 20]; and 3) The first IMF for each IMFs series is considered to be the approximation of modal response. Using the sifting process with intermittency criteria, the original signal expression can be written as Eq. (2).

$$y(t) \approx \sum_{i=1}^{m} x_i(t) + \sum_{i=1}^{n-m} f_i(t) + r(t), \quad (2)$$

where $x_i(t)$ is the modal response (that is also an IMF) for the $i$th mode. Terms $f_i(t)$ ($i = 1, \cdots n - m$) are other IMFs but not modal responses.

2.2 Transformation equations for strain and stress responses
To reconstruct the strain and stress responses at a location (without direct measurements) using strain gauge measurement data from a remote location, transformation equations are needed to establish the physical relationship between the two locations. For a general structure, finite element model (FEM) can be used as the structural model to derive transformation equations. Consider a general FEM describing a structure under analysis, the system dynamics equation can be expressed as

$$M\ddot{X} + C\dot{X} + KX = F,$$  \hspace{1cm} (3)

where $M$, $K$ and $C$ are mass, stiffness, and damping matrices, respectively. $X$ is the displacement vector and $F$ is the load vector. For practical structures subject to stochastic excitations, $F$ is unknown and direct solving Eq. (3) to obtain the dynamical responses of a sensor inaccessible location is not possible. However, the finite element method allows for correlating displacement responses of two different DOFs in the modal coordinates through the mode shape matrix. The mode shape matrix can readily be obtain by solving the eigenvalue problem of

$$[\Phi, \lambda] = \text{eig}([M^{-1}K]),$$  \hspace{1cm} (4)

where $\Phi$ and $\lambda$ are the eigenvectors and eigenvalues, respectively. $\Phi$ (Eq. (5)) is also referred to as the mode shape matrix. $\lambda$ corresponds to the natural frequencies of the structure, i.e., $\lambda = (2\pi f)^2$ where $f$ is the vector of natural frequencies.

$$\Phi = \begin{bmatrix} \phi_{11} & \cdots & \phi_{1n} \\ \vdots & \ddots & \vdots \\ \phi_{n1} & \cdots & \phi_{nn} \end{bmatrix}$$  \hspace{1cm} (5)
The physical meaning of $\Phi$ can be interpreted as follows: each column of $\Phi$ represents a mode and each component in the column represents the displacement contribution of a DOF in the structure. For example, $\phi_{ij}$ represents the displacement contribution from DOF $j$ under mode $i$. Since the model shape matrix is a constant once the number of the DOF and the discretization topology of the structure are determined, the ratio of displacement contribution of one DOF to that of another DOF is also a constant. This characteristic indicates that the responses of one DOF under modal coordinates allows for the calculation of responses of another DOF under modal coordinates. Denote the responses under modal coordinates as $\delta_{ij}$, where $i$ and $j$ represents the mode index and the DOF index, respectively. The physical meaning of the modal response relationship between two DOFs can be expressed as
\[
\frac{\phi_{ie}}{\phi_{iu}} = \frac{\delta_{ie}}{\delta_{iu}},
\] 
where the subscript $e$ represents the DOF (location) which physical responses can be measured by sensors and $u$ represents the DOF that is inaccessible for sensor measurements. $\delta_{ij}(t)$ corresponds to the modal responses components for the overall physical displacement responses of $X_j(t)$ for DOF $j$ at a time index $t$. If the physical displacement responses of the DOF $e$ having sensor measurements can be decomposed into its modal responses, i.e., $X_e(t) \approx \sum_{i=1\ldots m} \delta_{ie}(t)$, using Eq. (6), the physical displacement responses of the sensor inaccessible DOF $u$ can be obtained as
\[
X_u(t) \approx \sum_{i=1\ldots m} \left[ \delta_{ie}(t) \left( \frac{\phi_{ie}}{\phi_{iu}} \right)^{-1} \right],
\]
where $i = 1...m$ denotes the participating modes. It should be noted that Eq (7) holds for displacement $\mathbf{X}(t)$, velocity $\dot{\mathbf{X}}(t)$, and acceleration $\ddot{\mathbf{X}}(t)$, but it cannot be directly applied to reconstructions for strain and stress responses. Since Eq. (6) holds true for any arbitrary two DOFs, a more general equation can be obtained for any given time index $t$:

$$\Phi_i = \alpha \delta_i,$$

where $\Phi_i$ is the $i$th column vector in the mode shape matrix $\Phi$, $\delta_i$ is the $i$th modal responses for all DOFs, $\alpha$ is a scalar constant for a given time index $t$.

Denote the strain and stress responses for an element (in the FE model) indexed by $k$ at time index $t$ as $\varepsilon^{(k)}$ and $\sigma^{(k)}$. From the finite element formulation, the strain and displacement has the following relationship:

$$\varepsilon^{(k)} = \mathbf{B}^{(k)} \cdot \mathbf{X}^{(k)},$$

where $\mathbf{B}^{(k)}$ is the strain-displacement matrix for element $k$ and $\mathbf{X}^{(k)}$ is the displacement response vector consisting of all DOFs of element $k$. The expression of $\mathbf{B}^{(k)}$ usually has the format of

$$\mathbf{B}^{(k)} = \mathbf{L} \mathbf{N}^{(k)},$$

where $\mathbf{L}$ is the differential operator and $\mathbf{N}^{(k)}$ is the matrix of shape functions for element $k$. Using Eq. (8), the following equation is obtained under modal coordinates:

$$\mathbf{B}^{(k)} \Phi_i^{(k)} = \alpha \mathbf{B}^{(k)} \delta_i^{(k)}$$

The term $\mathbf{B}_k \delta_i^{(k)}$ (for simplicity, denoted the term as $\eta_i^{(k)}$) is the strain response vector associated with $i$th mode and $k$th element under modal coordinates. The
transformation equation for strain responses under \( i \)th mode between two elements indexed by \( e \) and \( u \) can be obtained by using Eq. (11) as

\[
\frac{\mathbf{B}^{(e)} \Phi^{(e)}_i}{\mathbf{B}^{(u)} \Phi^{(u)}_i} = \frac{\alpha \mathbf{B}^{(e)} \delta^{(e)}_i}{\alpha \mathbf{B}^{(u)} \delta^{(u)}_i} = \frac{\eta^{(e)}_i}{\eta^{(u)}_i}.
\]  (12)

The result of Eq. (12) indicates that if the physical strain responses are measured at one location (represented by element \( e \) in the FE model) can be decomposed to its modal responses, i.e., \( \mathbf{\varepsilon}^{(e)} \approx \sum_{i=1}^{m} \eta^{(e)}_i \), the physical strain responses at a sensor inaccessible location (represented by element \( u \) in the FE model) can be reconstructed using the following transformation equation:

\[
\mathbf{\varepsilon}^{(u)}(t) \approx \sum_{i=1}^{m} \left[ \eta^{(e)}_i(t) \left( \frac{\mathbf{B}^{(u)} \Phi^{(e)}_i}{\mathbf{B}^{(u)} \Phi^{(u)}_i} \right)^{-1} \right],
\]  (13)

where \( i = 1 \ldots m \) denotes the participating modes and all other notations are defined as before. Once the physical strain responses are reconstructed using Eq. (13), the stress responses can be readily calculated using the following constitutive equation:

\[
\mathbf{\sigma}(t) = c \mathbf{\varepsilon}(t),
\]  (14)

where \( c \) is the material matrix. The constitutive equation for isotropic materials can be written explicitly as

\[
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{xy} \\
\sigma_{yz} \\
\sigma_{xz}
\end{bmatrix} =
\begin{bmatrix}
c_{11} & c_{12} & c_{12} & 0 & 0 & 0 \\
c_{11} & c_{12} & 0 & 0 & 0 & 0 \\
c_{11} & 0 & 0 & 0 & 0 & 0 \\
\text{sym.} & (c_{11} - c_{12})/2 & 0 & 0 & 0 & (c_{11} - c_{12})/2 \\
\text{sym.} & (c_{11} - c_{12})/2 & 0 & 0 & 0 & (c_{11} - c_{12})/2
\end{bmatrix}
\begin{bmatrix}
\mathbf{\varepsilon}_{xx} \\
\mathbf{\varepsilon}_{yy} \\
\mathbf{\varepsilon}_{zz} \\
\mathbf{\varepsilon}_{xy} \\
\mathbf{\varepsilon}_{yz} \\
\mathbf{\varepsilon}_{xz}
\end{bmatrix},
\]  (15)
where \( c_{11} = \frac{E(1-\nu)}{(1-2\nu)(1+\nu)} \), \( c_{12} = \frac{EV}{(1-2\nu)(1+\nu)} \), and \( (c_{11} - c_{12})/2 = G \). Terms \( E \), \( \nu \), and \( G \) are Young’s modulus, Poisson’s ratio, and the shear modulus of the material, respectively. The relationship between the three material constants is

\[
G = \frac{E}{2(1+\nu)}.
\]  

(16)

Based on above discussions and derivations, the overall procedure for strain responses reconstruction is summarized in Fig. 1.

Fig. 1 Flowchart of the overall strain reconstruction procedure using remote strain gauge measurements.

Once the strain and stress responses of locations of interest are obtained using the proposed reconstruction method, the stress responses can be used in the fatigue crack growth models based on fracture mechanics or the concept of S-N curves. The fatigue
life prediction integrating the strain and stress reconstruction method is presented next.

3. **Fatigue life prediction integrating strain and stress reconstruction method**

One of the critical components in fatigue life prediction analysis is the loading information. The knowledge of the loading information of a structure allows for reliable and accurate fatigue life prediction. It is frequently seen that the critical spots for fatigue damage usually have no direct sensor measurements. One of the objectives of the proposed reconstruction methodology is to provide accurate loading information for fatigue life prediction using sparse and remote strain gauges installed in the structure. The proposed reconstruction methodology can be readily integrated into existing structural health monitoring systems for prognostics.

Stress responses of a location of interest can be obtained using Eq. (14) in which the strain responses for the location are reconstructed using the procedure in Fig. 1 with remote strain gauge measurements. The reconstructed stress responses form a spectrum loading for the location of interest. In practice, the spectrum loading for a mechanical part is a complex and often stochastic sequence of load amplitudes. The calculation of fatigue life is different for crack-damaged and normal mechanical parts. For a component without fatigue cracks, the calculation of fatigue life based on the S-N curve [21] and Miner’s rule [22] can be adopted. In such cases, the following procedure is widely used:

1. Reduce the stochastic loading spectrum to a set of simple cyclic loadings using the rainflow counting method [23, 24].
2. Perform statistical analysis for the results from the rainflow analysis to create a histogram of cyclic stress and form a fatigue damage spectrum.

3. For each stress level in the fatigue damage spectrum, calculate the degree of cumulative damage using the S-N curve (of the material).

4. Combine the damage contributions of each stress level using Miner’s rule.

   For a part with an existing fatigue crack subject to a stochastic spectrum loading, fatigue crack growth models involving the stress intensity factor should be used. For example, fatigue crack growth models reported in [25-27] can deal with stochastic spectrum loadings and the reconstructed stress responses can be directly used.

4. Examples

   Two numerical examples are presented here. The first example is a two-span beam structure subject to random forces. The second example is a complex spatial frame structure with 216 DOFs. The first example demonstrates the reconstruction methodology, and the second example demonstrates the reconstruction methodology integrating the fatigue damage prognosis.

4.1: A numerical beam structure example

   A beam structure is used to demonstrate the overall reconstruction methodology and to investigate the performance of the proposed method under different measurement noises. The beam is 5m long, 0.5m wide and 0.05m thick. The Young’s modulus is 69600MPa and the density is 2730kg/m³. The beam structure is divided into 10 equal segments in the FE model, as shown in Fig. 2. Random forces are applied at all vertical direction DOFs of the FE model. The random forces are modeled as Gaussian white noise processes passed through a sixth order low-pass Butterworth filter with a
100Hz cutoff. One percent of modal damping is considered. Displacement responses are calculated by solving the equation of motion of the beam based on its finite element model using mode superposition method. The sampling frequency is 1000Hz. Strain responses are calculated using the strain-displacement matrix and Eq. (9). The beam is modeled using Euler–Bernoulli beam theory and the $4 \times 4$ strain-displacement matrix is given by

$$
B^{(k)} = \frac{y^{(k)}}{L^{(k)}} \begin{bmatrix} 6 \left(1 + \frac{2x^{(k)}}{L^{(k)}} \right) & 2L^{(k)} \left(-2 + \frac{3x^{(k)}}{L^{(k)}} \right) & 6 \left(1 - \frac{2x^{(k)}}{L^{(k)}} \right) & 2L^{(k)} \left(-1 + \frac{3x^{(k)}}{L^{(k)}} \right) \end{bmatrix}
$$

where the superscript $(k)$ denotes the $k$th element, $L^{(k)}$ is the length of the element, $x^{(k)}$ and $y^{(k)}$ are the horizontal and vertical locations (within the element dimension) that the strain is computed, respectively. The displacement responses at a given time index $t$, $X^{(k)}(t)$, is a $4 \times 1$ matrix

$$
X^{(k)}(t) = \begin{bmatrix} u_1^{(k)}(t) & \theta_1^{(k)}(t) & u_2^{(k)}(t) & \theta_2^{(k)}(t) \end{bmatrix},
$$

where $u_1^{(k)}(t)$, $\theta_1^{(k)}(t)$, $u_2^{(k)}(t)$ and $\theta_2^{(k)}(t)$ are the vertical and rotational displacements of the four DOFs of the element. The result of $\epsilon^{(k)}(t) = B^{(k)}X^{(k)}(t)$ is the x-direction strain of the location specified by $(x^{(k)}, y^{(k)})$ in the element. After the strain response generations, noise signals are added to each point in the strain responses to represent the noisy sensor measurements. The noise signals are Gaussian pulse process with root mean square (RMS) setting to a percentage of the largest RMS of the acceleration responses. The noise terms are specified using the noise level in this study, for example, a 10% noise level refers to the noise elements are Gaussian pulse processes with RMS 10% of the largest RMS of the strain responses.
Fig. 2 FE diagram of a beam structure with both ends fixed and applied forces. Synthesized strain gauge measurement locations and the three reconstructed locations are the geometry centers of the surfaces of elements 1, 5, 8, and 10, respectively.

To demonstrate the overall reconstruction methodology, 10-second noisy (10% RMS) sensor measurement data are generated using the above described procedure. The location of the assumed sensor is at (0.25m, 0.05m) of the element close to the left fixed end (labeled 1 in the figure). The synthesized strain gauge measurement data are shown in Fig. 3(a) and the Fourier spectra of the data is shown in Fig. 3(c), where four frequencies can be easily identified. The identified frequencies from the Fourier spectra are (10.38Hz, 28.69Hz, 56.22Hz, 93.15Hz), and they are used to design the band-pass filters. Frequency ranges for each band-pass filter are given in Table 1.

EMD method with intermittency criteria are employed first to obtain modal responses corresponding to the four natural frequencies from the measurement data. Fig. 4 presents the results of modal responses of the strain measurement data in Fig. 3(a). For clear demonstration, the middle portion (4-6s) data are shown.
Fig. 3 The synthesized strain gauge measurement data and the Fourier spectra of the data. (a) Entire 10s measurement data, (b) measurement data (0-1s), and (c) Fourier spectra of the measurement data.

Table 1 Frequency ranges for each band-pass filters for the beam problem

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identified frequency</td>
<td>10.38</td>
<td>28.69</td>
<td>56.22</td>
<td>93.15</td>
</tr>
<tr>
<td>Passband corner frequency (Hz)</td>
<td>[8 9]</td>
<td>[22 26]</td>
<td>[46 52]</td>
<td>[80 87]</td>
</tr>
</tbody>
</table>
Stopband corner frequency (Hz) | [11.5 13] | [31 36] | [61 67] | [98 105]

The four modal response results are used in Eq. (13) to obtain the strain responses for the three locations of interest shown in Fig. 2. The $1 \times 4$ matrix $B_k = [0 \ 0.05 \ 0 \ -0.05]$ for all elements (i.e., $k=1...10$) due to the uniform discretization of the beam. Reconstructed strain responses for the three locations are...
presented in Fig. 5. It can be observed that the reconstructed results are very close to the theoretical results for the three locations, considering the measurement data with 10% RMS measurement noises. Correlation coefficients between the reconstructed strain responses and the theoretical strain responses for the three locations are 0.981, 0.978, and 0.981, respectively, indicating the proposed methodology produces reliable and accurate results in this example.
Fig. 5 Reconstructed and theoretical strain responses for three locations (Loc. 1-3) in Fig. 2. Results are concentrated on 5-6s for clear presentation. (a) Results for Loc. 1, (b) results for Loc. 2, and (c) results for Loc. 3.

To reconstruct the stress responses, the reconstructed strain responses are used in Eq. (14). The material matrix for this 1D beam problem is a 1×1 matrix (a scalar) of

\[
\begin{bmatrix}
5 \\
5.2 \\
5.4 \\
5.6 \\
5.8 \\
6
\end{bmatrix}
\]

\[
\begin{bmatrix}
-1 \\
-0.5 \\
0 \\
0.5 \\
1 \times 10^{-3}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\text{Time (s)}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\text{Strain}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\text{Theoretical} \\
\text{Reconstructed}
\end{bmatrix}
\]
[E] \text{ in which E is the Young's modulus of the material. The reconstructed stress}
results are shown in Fig. 6.

Fig. 6 Reconstructed stress responses for three locations (Loc. 1-3) in Fig. 2.
Results are concentrated on 5-6s for clear presentation. (a) Results for Loc. 1, (b)
results for Loc. 2, and (c) results for Loc. 3.

The beam example demonstrates the overall reconstruction procedure and the
effectiveness of the proposed method. Next, a practical structural scale example is
presented to investigate the performance of the method for realistic problems and the fatigue damage prognosis using the reconstructed stress responses is illustrated.

**4.2: A three-dimensional frame structure example**

The proposed methodology can be directly applied to structural level reconstruction analysis. To demonstrate the basic idea, a 216-DOF spatial frame structure is used here. The finite element model diagram of the structure and its dimensions are shown in Fig. 7. The structure is a four-story steel structure and it has extents of 2\( m \), 1\( m \), and 5\( m \) in \( x \)-axis direction, \( y \)-axis direction, and \( z \)-axis direction, respectively. Each story has a height of 1.25\( m \). In the figure nodes are labeled using nearby numbers and elements are labeled with numbers in round brackets. Each of the elements has two nodes and 12 DOFs in total. Each node has 6 DOFs, namely the displacements of \( x \), \( y \), and \( z \) directions and the rotations along \( x \), \( y \), and \( z \) axes. All the nodes attached to the ground (i.e., \( z=0 \)) are prescribed and the structure has 216 DOFs. Required properties of the structural member element for FE modeling are listed in Table 2.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section area ( B ) ( (m^2) )</td>
<td>0.01</td>
</tr>
<tr>
<td>Moment of inertia ( I_y ) ( (m^4) )</td>
<td>8.3333×10(^{-6} )</td>
</tr>
<tr>
<td>Moment of inertia ( I_z ) ( (m^4) )</td>
<td>8.3333×10(^{-6} )</td>
</tr>
<tr>
<td>Torsion constant ( J ) ( (m^4) )</td>
<td>6.6667×10(^{-5} )</td>
</tr>
</tbody>
</table>
Young’s modulus $E \ (GPa)$  
200

Poisson’s ratio $\nu$  
0.3

Shear modulus $G \ (GPa)$  
$E/(2+2\nu)$

Mass per unit volume $\rho \ (kg/m^3)$  
$7.8 \times 10^{-3}$

At each floor, stochastic forces in the $x$-axis direction are applied to simulate the ambient excitations. The surface geometry center of the element (78) is used to as the location of the actual strain gauge. Sensor measurements are obtained by solving the dynamical equations of the finite element model and 10% RMS noise terms are added to the deterministic results to represent the measurement uncertainty. The sampling frequency is 1000Hz. The stochastic forces and the noise terms are generated using the same methods in the beam example. Without loss of generality, the element (52) is arbitrarily chosen to represent the location of interest. For this element, strain and stress responses at the geometry center of the surface perpendicular to the $y$-axis direction can have maximum response amplitudes and this geometry center is the location of interest. Both the strain gauge measurement location and the reconstructed location are shown in Fig. 7. For illustration purposes, only the normal strain and stress is considered to be significant. The reconstruction for shear strain and stress responses can be obtained using the same methodology.
4.2.1 Strain and stress response reconstruction

Sixty seconds of synthesized strain gauge measurement data with 5% RMS noise terms are presented in Fig. 8(a). The Fourier spectra of the strain gauge measurement data indicate four significant frequencies as shown in Fig. 8(c). Those four frequencies are used to design band-pass filters for the modal responses extraction. Fig. 9 presents the modal responses obtained by the EMD method with intermittency criteria. The reconstructed strain gauge responses for the location of interest in
element (52) and the theoretical results are compared in Fig. 10. The reconstructed stress responses based on the reconstructed strain results are shown in Fig. 11. The correlation between the reconstructed strain responses and the theoretical strain calculation results is 0.9768.

Fig. 8 Strain gauge measurement data and Fourier spectra of the data. (a) Strain gauge measurement data (0-60s), and (b) concentrated on 4-6s for clear presentation, and (c) Fourier spectra of the measurement data (0-60s).
Fig. 9 Modal responses of the strain gauge measurement data obtained by EMD method with intermittency criteria.

Fig. 10 Reconstructed and theoretical strain responses for the location of interest shown in Fig. 7. Results are concentrated on 4-6s for clear presentation.
Fig. 11 Reconstructed and theoretical bending stress responses for the location of interest shown in Fig. 7. Results are concentrated on 36-37s for clear presentation.

### 4.2.2 Effect of measurement noise to reconstructed strain and stress responses

To investigate the effect of measurement noise to the reconstructed strain and stress responses, several numerical cases are studied. To represent realistic situations, the noise signals are Gaussian pulse processes with root mean square (RMS) setting to a percentage of the largest RMS of the calculated strain responses. The percentage value is defined as noise level. For example, a 5% noise level is to generate noise components from Gaussian pulse processes with RMS setting to 5% of the largest RMS of the strain responses. The noise components are added to the strain responses and the results are used as the representative noisy strain measurement data. Correlation coefficient is used as a metric to evaluate the similarity between the theoretical responses and the reconstructed responses for bending stresses. RMS is set to taking value from 0% to 10% with 1% increment. At each of the RMS settings, bending stress responses at element 52 (as shown in Fig. 7) are reconstructed based on the strain measurement at element 78 (as shown in Fig. 7). The correlation coefficient between the reconstructed stress responses at element 52 and the theoretical stress
responses (also with noise components) at element 52 is calculated. Results for all RMS settings are presented in Fig. 12.

Fig. 12 Reconstruction performance measured in correlation coefficient under different noise levels.

It can be seen that the performance is degraded with the increase of noise level. The overall performance of the reconstruction method is about larger than 97% in similarity for noise levels not larger than 10% RMS for the case example. Next, the fatigue prognosis integrating the reconstructed stress responses is presented.

4.2.3 Fatigue damage prognosis using the reconstructed stress responses

The fatigue crack growth model used in this study is a small time scale model. Since the development of the fatigue crack growth model is beyond the scope of this paper, only a brief introduction is given here. Detailed derivation and model validation for the new material fatigue crack growth model can be found in the referred article [28].

The small time scale model is developed based on the geometric relationship between the crack tip opening displacement (CTOD) and the instantaneous crack growth kinetics. The geometric relationship between the CTOD and the instantaneous
crack growth kinetics is shown in Fig. 13. The schematic illustration in Fig. 13 is for a through thickness crack in an infinite plate. Only the tip region is shown. As shown in Fig. 13, the crack will extend a distance \((da)\), after a small time increment \((dt)\) and the crack tip will extend from \(O\) to \(O'\). Considering the geometry of crack tips at two time points \((t\) and \(t+dt)\), the crack growth rate \(da/dt\) for an infinitesimal crack growth is derived as it is shown in Eq. (19), where \(\theta\) is the crack tip opening angle (CTOA).

\[
da = \frac{\cot(\theta)}{2} d\delta = C d\delta
\]  

(19)

![Schematic representation of crack tip geometry profiles during fatigue crack growth.](image)

The CTOD can be approximately expressed as Eqs. (20-21) using the plastic zone model proposed by Irwin [29]. Eq. (20) is for elastic-perfect-plastic material behavior and ignores the hardening effect [30].

\[
\delta = \frac{1}{2} \frac{K^2}{E \sigma_y} = \lambda \sigma^2 a
\]  

(20)
\[ \lambda = \frac{\pi}{2E\sigma_y} \]  \hspace{1cm} (21)

where \(E\) is the Young’s modulus, \(\sigma_y\) is the yield strength. It should be noted that \(\sigma\) in Eq. (20) is the nominal stress. According to Fig. 13, the crack propagated from \(O\) to \(O'\) during a small time increment. The crack length increment is \(da\) and the CTOD increment is \(d\delta\). The CTOD increment \(d\delta\), is expressed as Eq. (22)

\[ d\delta = \lambda(2\sigma ad\sigma + \sigma^2 da) \]  \hspace{1cm} (22)

Substituting Eq. (22) into Eq. (19) and dividing on both sides by a small time increment \(dt\), the instantaneous crack growth rate is represented as

\[ \frac{1}{C\lambda a} \frac{da}{dt} = \frac{2\sigma}{1-C\lambda\sigma^2} \frac{d\sigma}{dt} \]  \hspace{1cm} (23)

The proposed methodology describes crack growth rate in terms of time scale instead of cycle, according to Eq. (23). The crack length at any arbitrary time can be calculated by direct time integration. Above discussion is for the case when the crack starts to grow. The crack may not grow during the entire duration of the cyclic loading. A general expression considering the non-uniform crack growth is expressed as

\[ \dot{a} = H(\dot{\sigma}) \cdot H(\sigma - \sigma_{ref}) \frac{2C\lambda}{1-C\lambda\sigma^2} \dot{\sigma} \cdot \sigma \cdot a, \]  \hspace{1cm} (24)

where “\(\cdot\)” denotes time derivative throughout this paper. \(H\) is the Heaviside function. \(\sigma_{ref}\) is the reference stress level where the crack starts to grow. Cracks do not grow during the entire duration of the cyclic loading. For example, crack does not grow during the unloading path due to the energy principle. Also, crack only starts to grow when the applied loading is beyond a certain stress level. The crack length needs to be calculated by performing the integration from the lower integration limit
(e.g., the time when the reference stress level is reached) to the upper integration limit (e.g., the time when the maximum stress level is reached). The crack closure model is essentially contained in the calculation of reference stress level. In this case, the determination of the reference stress level is critical in order to perform the integration. The small time scale model has been validated using the existing experimental data for various materials under both constant loading and variable amplitude loadings [28]. There are several advantages for the developed small time scale model: (1) Comparing with Paris’ model, the small time scale model does not need cycle-counting (e.g., only using direct time domain integral) under random variable loadings. Paris’ model considers the average crack growth per cycle and cannot include the detailed mechanisms within one loading cycle (e.g., non-uniform crack growth kinetics within one cycle as shown in Eq. (24), (2) Stress ratio effect has been included in the small time scale model since the direct stress state instead of stress range is used; and (3) One unique advantage of the small time scale model is that it can be seamlessly coupled with structural analysis and has great potential for concurrent structural dynamic analysis and multilevel (e.g., structural level and material level) fatigue damage prognosis. This capability makes it an ideal model for real-time damage analysis and on-line decision-making [31].

To demonstrate the fatigue prognosis with reconstructed stress responses, a numerical crack growth analysis using the original and reconstructed signal with different noise levels are performed. The initial crack is assumed to be 5mm. Comparisons of crack length vs. time curves are shown in Fig. 14. The $x$-axis is the
time points in the numerical simulation. The y-axis is the simulated crack length using the proposed small time scale fatigue crack growth model. As shown in Fig. 14, all crack length curves agrees with each other. Quantitative error analysis is performed and is shown in Fig. 15. The x-axis is the noise level (i.e., percentage of the RMS). The y-axis is the maximum absolute error of the crack length prediction normalized by the crack length. The error definition is

$$\text{Error} = \frac{\max |\hat{a}(t) - a(t)|}{a_e(t)}$$

where $\hat{a}(t)$ is the crack length at time t using reconstructed stress responses. $a(t)$ is the crack length at time t using theoretical stress responses. $a_e(t)$ is the final crack length of calculation. It is shown that the prediction error of crack length does not have a monotonic trend with respect to the introduced noise level. The maximum error is less than 0.8% with all the stress histories investigated in the current study. It should be noted that the proposed study focuses on the theoretical development of the stress reconstruction methodology. Further investigation is required for the experimental validation studies.
5. Conclusions

In this study, a direct time domain strain and stress reconstruction method integrating fatigue damage prognostics methodology was developed. Sparse and remote strain gauge measurements from the existing structural health monitoring (SHM) system can be directly used to reconstruct the strain and stress responses for critical spots without direct sensor measurements. The proposed method extends the
previous EMD-based time-domain reconstruction method by using the finite element
model to derive a strain transformation function in modal coordinates. EMD method
with intermittency criteria is first employed in the proposed method to decouple the
remote strain measurements into modal coordinates, and the extrapolation of the strain
and stress responses is made using the derived strain and stress transformation
function. Mode superposition is used to obtain the strain and stress responses of the
critical spot for fatigue crack growth analysis and fatigue life prediction. The overall
method is demonstrated using a beam structure and a more complex 216-DOF spatial
frame structure. Reconstruction results are compared with theoretical solutions.
Fatigue analysis using the reconstructed stress responses was performed to
demonstrate the effectiveness of the overall method. Based on the current study,
several conclusions are drawn:

1. A universal transformation for modal responses was derived based on the FE
modeling of the target structure. The transformation allows for efficient
reconstruction of strain/stress modal responses in time domain.

2. According to numerical analysis results, the proposed method can produce
results very close to theoretical solutions considering a practical noisy
measurement system. The reconstructed results have an overall correlation
coefficient larger than 0.97 under 10% RMS noise settings.

3. Fatigue crack growth analysis using the reconstructed stress responses agrees
well with the crack length predictions using the original stress responses. The
crack length prediction using the reconstructed stress responses is not sensitive to the introduced noise at the investigated levels.

The current study focuses on the theoretical development and further study is required to experimentally validate the proposed methodology. Only mode I planar crack is considered in the demonstrated examples and curvilinear or 3D cracks need further investigations. The multiscale analysis in the proposed study focuses on the structural and macro materials level. The extension to include material microstructure effect for the fatigue prognosis needs further investigations.
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Appendix 5: Accomplishments for Task 2.1

Rigorous uncertainty quantification prediction

Yibing Xiang and Yongming Liu*

Clarkson University, Potsdam, NY, 13699

Abstract: An integrated experimental and simulation approach is proposed to study the effect of loading uncertainties on the fatigue crack growth behavior of Al-7075-T6. Various loading histories, including constant amplitude loadings, single overload block loadings, and deterministic and random variable spectrum loadings are used in the current investigation. Multiple specimen tests are performed and statistical analysis is used to extract the probability distribution of crack size and fatigue life. A previously developed small time scale model is used as a mechanism model to explain the fatigue crack growth behavior under random variable amplitude loadings. Monte Carlo (MC) simulation is used for the probabilistic fatigue life prediction. Model predictions are compared with the experimental observations for model validation. It is observed that the effect of uncertain loading is different under different loading spectrums. For some cases, the uncertainties of loadings have no major impact on the probabilistic life distribution. For other cases, loading uncertainties have significant impact on the scatter of the life distribution. Model analysis indicates that this behavior is mainly due to the scatter of crack opening stresses produced under different variable amplitude loading spectrums.
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1. Introduction

Fatigue crack growth process in engineering materials and structures is a complex stochastic process. It has been observed that huge scatter exists even for identical specimens under same loading conditions and environments [1-4]. This may be caused by the uncertainties of material properties, manufacturing process, and residual stresses, etc. More importantly, loadings for realistic structures are random and are different from the design spectrums, although the statistical distributions may be same. The loading uncertainties cause tremendous uncertainties under realistic working conditions and make the life prediction very difficult [5, 6].

Many stochastic fatigue crack growth methods have been proposed to take into account uncertainties for accurate fatigue life predictions [4, 6, 7]. Most of probabilistic analysis focused on the material variability and very few studies focused on the unknown/random loading uncertainties. For the comprehensive statistical analysis of fatigue crack growth, multiple specimen testing under similar conditions are required. Due to the high time and budget cost associated with fatigue testing, very limited data have been reported in the open literature, especially for statistical analysis. Several data sets under constant amplitude loadings were reported [2, 8]. Data sets under general random loadings are rarely found. In this study, experimental investigation under both deterministic and random variable amplitude loadings are designed and performed, which aims to provide a comprehensive data sets for the study of loading uncertainty effect on the fatigue crack growth and life prediction.

A previously developed small time scale model [9] is used for the deterministic
fatigue crack growth prediction. The small time scale model [9] is fundamentally different from the traditional reversal-based fatigue formulation, such as the yield zone model [10, 11] and the crack closure model [12-15]. It is not a cycle-based model and is based on the instantaneous crack growth kinetics within a cycle. One advantage of the proposed small time scale model is that it can be used for fatigue analysis at variable time and length scales. The fatigue crack growth analysis under random variable amplitude loading can be performed without cycle-counting. Another advantage is that the small time scale model includes the stress ratio effect intrinsically since the direct stress state instead of the stress range is used. A detailed derivation and model performance comparison can be found in [18]. Probabilistic crack growth analysis is performed using direct Monte Carlo simulations. Material uncertainties are included by randomizing the model parameters in the small time scale model. Loading uncertainties are included by random process generation following the specified statistical distribution of loadings. Probabilistic crack growth curves and life predictions are compared with obtained experimental data.

This paper is organized as follows. First, probabilistic fatigue crack growth analysis model is discussed. Deterministic mechanism model is briefly discussed and MC simulation-based probabilistic analysis is illustrated. Following this, experimental design and results are presented in detail. Deterministic loading testing is discussed first and compared with model predictions, which aims to check the applicability of the small time scale model in the fatigue crack growth predictions. Random variable amplitude loading testing are discussed and compared with model predictions, which
aims to validate the probabilistic crack growth statistics. Next, detailed discussions are given to correlate the model analysis with experimental observations. Several conclusions are drawn based on the experimental investigations and model analysis.

2. Probabilistic fatigue crack growth analysis

2.1 Deterministic mechanism model for fatigue crack growth

A previously developed small time scale fatigue crack growth formulation is used as the deterministic model to explain the crack growth mechanism. The key idea of the small time scale model is to define the fatigue crack kinetics at any arbitrary time instant \( (dt) \) instead of during a complete cycle. A detailed derivation of the developed small time scale formulation for fatigue crack growth simulation under mode I loading can be found in [9]. Only a brief description is shown here. The instantaneous crack growth rate is calculated using the geometric relationship (as shown in Fig. 1) between the Crack Tip Opening displacement (CTOD) and the crack growth and is expressed as

\[
da = \frac{\ctg \theta}{2} \delta = C \delta
\]

where \( C = \frac{\ctg \theta}{2} \) and \( \theta \) is the crack tip opening angle (CTOA).

![Fig. 1 Schematic representation of crack tip geometry](image)
Using several hypotheses about the non-uniform crack growth kinetics within one loading cycle, a general instantaneous crack growth rate at any time can be expressed as

\[
\dot{a} = H(\dot{\sigma}) \cdot H((\sigma - \sigma_{\text{ref}})) \cdot \frac{2C\lambda\sigma}{1-C\lambda\sigma^2} \cdot \dot{\sigma} \cdot a
\]  

where \( H(x) = \begin{cases} 1, & \text{if } x > 0 \\ 0, & \text{if } x \leq 0 \end{cases} \) and \( \sigma_{\text{ref}} \) is the lower integration limit. Eq. (2) includes two hypotheses: 1) there is no crack growth during the unloading path (see the term of \( H(\dot{\sigma}) \)); 2) there is no crack growth during the initial loading path (see the term of \( H(\sigma - \sigma_{\text{ref}}) \)). Detailed justification of these hypothesis and validation under uniaxial loadings can be found in [9]. The crack length at any arbitrary time can be calculated via direct time integration over both sides of Eq. (2). This method is fundamentally different from the traditional cycle-based fatigue formulation and is based on the incremental crack growth at any time instant within a loading cycle. Stress ratio effect is intrinsically considered in the proposed fatigue model since the stress state is directly used instead of using the cyclic stress range. It can be used for fatigue analysis at various time and length scales and is very convenient for the fatigue analysis under random variable amplitude loadings without cycle-counting.

Above discussions are for constant amplitude loadings and the idea can be extended to variable amplitude loadings. The concept of forward and reverse plastic zone interaction is used for the variable amplitude loading “memory” effect. Unlike the crack tip plasticity under monotonic loading, there are two plastic zones under fatigue cyclic loading: forward plastic zone during the loading path and reverse plastic zone during the unloading path.
zone during the unloading path [16]. A schematic illustration of the proposed model is shown in Fig. 2. In Fig. 2, the reverse plastic zone is shown as the textured area and the forward plastic zone is shown as the solid shaded area. The reverse plastic zone after the unloading produces a compressive residual stress ahead of the crack tip. Crack will not grow unless the compressive residual stress is reversed, which indicates that crack will only grow beyond a certain stress level $\sigma_{ref}$ in the loading path, i.e. when the present forward plastic zone size reaches the previous reverse plastic zone size ahead of the crack tip [9].

Under constant amplitude loading, the largest reverse plastic zone size at any time point always comes from the previous nearest unloading process. However, as for the variable amplitude loading, the largest reverse plastic zone size may come from a previous unloading process far from the current time point (e.g., a large overload before the current calculation). The current forward plastic zone has to go beyond the largest reverse plastic zone in order to grow the crack. As it is shown in Fig. 2, an overload is applied when the crack length is $a_{ol}$ and the resulted reverse plastic zone is $\Delta r_{p,ol}$. At the current calculation, the crack length is $a$ and the current forward plastic zone size is $r_f$. It is seen that the largest reverse plastic zone produced from a previous overload may affect the crack growth many cycles after the overload. This is known as the “memory effect” during the variable amplitude loading crack growth, such as the overload retardation.
In order to represent the mechanism in Fig. 2, a modified limit state function is proposed in determining the $\sigma_{ref}$, i.e.,

$$a_{ol} + \Delta r_{p,ol} = a + r_f$$  \hspace{1cm} (3)

The left side of Eq. (3) calculates the coordinate of the largest reverse plastic zone boundary and the right side of Eq. (3) calculates the coordinate of the current forward plastic zone boundary. Eq. (3) is also applicable to the constant loading case and is the general limit state function in determining when the crack starts to grow.

Deterministic fatigue crack length at any arbitrary time during the entire loading history can be obtained by the direct time-domain integration of Eq. (2) under both constant and variable amplitude loadings.

2.2 Uncertainty modeling and probabilistic analysis

It is known that the uncertainty of fatigue crack growth may be caused by the variation of mechanical properties of metallic materials such as inhomogeneity, composition, uncertainties in geometrical properties, etc. In this study, experimental investigation under deterministic amplitude loadings is designed to investigate the material uncertainty. In the proposed deterministic crack growth model, three material parameters (i.e., the fracture toughness $K_C$, the stress intensity factor threshold $\Delta K_{th}$, and the yield strength $\sigma_f$), are treated as random variables, which follow lognormal distributions [17]. Raw material testing data under constant amplitude loadings are used to calibrate the material random variables in the proposed probabilistic fatigue crack growth simulation model. An example is shown here for illustration. One sets of specimens (CT-I in the later experimental investigation
section) are fatigue tested under constant amplitude loading and serves as the training data. The objective is to obtain the statistics of material random variables. For constant amplitude loading testing, seven CT specimens were tested under the sinusoidal load of a maximum tensile force P_{max}= 2000N and P_{min}=200N (stress ratio R=0.1). Raw material testing data is shown in Fig. 3.. A generalized Bayesian regression/updating method is used to calibrate three parameters in the small time scale model. Details of the method can be found in [18] from the same authors. Three parameters are assumed to follow the lognormal distribution and are independent to each other. 95% confidence bounds using the calibrated material parameters are used to compare with the raw experimental data (Fig. 3). It is shown that the predicted results agree well with the experimental test data which indicates a satisfactory calibration. The distribution parameters are listed in Table. 1. The calibrated statistical distribution parameters will be used for model predictions under general variable amplitude loadings.

Table 1. The calibrated statistics of material random variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\Delta K_{th}$ (MPa-m$^{1/2}$)</th>
<th>$K_c$ (MPa-m$^{1/2}$)</th>
<th>$\sigma_f$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean value</td>
<td>0.8</td>
<td>32</td>
<td>520</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.011</td>
<td>2.72</td>
<td>20.32</td>
</tr>
</tbody>
</table>
Another type of uncertainties is loading uncertainty. In practice, the statistical distribution for external loadings is usually specified from design or can be extracted from field testing. For example, the distribution can be obtained using classical rain-flow counting method on recorded loading spectrums. Once the statistical distribution of loading is known, random loading spectrums can be generated. In this practice, the random loading sequence becomes the major source of loading uncertainties, which is investigated in this paper. In the current investigation, overload block loading spectrums are used in the experimental investigation. The statistical distribution is a discrete probability distribution with the overload occurrence probability of $p$. A schematic plot probability mass function of 6% occurrence probability is shown in Fig. 4. ‘Overload’ in the x-axis indicates the occurrence of the overload loading cycle and ‘Regular’ indicate the occurrence of the regular constant amplitude loading cycle.
For the loading uncertainty study, repeated block loading is used in experimental testing. The loading sequence is randomly generated while keeping the overload distribution the same as the designated one (e.g., distribution in Fig. 4). The random sequence is generated by randomly determine the cycle numbers between each pair of overload cycles, i.e. \( n1, n2, n3 \) in Fig. 5. For example, if the number of cycles in one block is 50, the total number of overload cycles is 3 (i.e., 50x6%). The number of regular loading cycles is 47 (i.e., the summation of \( n1, n2, \) and \( n3 \) should be (50-3)). A random number \( A1 \) is first generated following the uniform distribution. \( n1 \) can be determined by multiplying the generated random number \( (A1) \) and 47. Following this, another random number \( (A2) \) is generated following the uniform distribution, too. \( n2 \) can be determined by multiplying the generated random number \( (A2) \) and \( (47-n1) \). The integer value is used to determine \( n1 \) and \( n2 \) since the number of cycles has to be integer. To satisfy the total number of regular cycles (47 in this example), \( n3 \) must equal to \( (47-n1-n2) \). Thus, one complete loading block is generated. Many random sequences can be generated using the above described procedure while keeping the overload distribution unchanged. An illustration of five randomly generated loading spectrums is shown in Fig. 6. The same procedure is also used for generation of other types of overload spectrums.
Once all uncertainties of material properties are quantified and random loading sequences are generated, direct Monte Carlo simulation is used to obtain the probabilistic crack growth curves. It should be mentioned that advanced probabilistic methods are available for efficient and accurate probabilistic analysis, such as the inverse first-order reliability method [19] developed by the same authors. The key objective in this paper is to illustrate the effect of uncertainty loading on crack growth predictions. Advanced development of new probabilistic methods is beyond the scope of this study. Only direct Monte Carlo simulation method is used for illustration. In
the current study, 10000 MC samples are used for all probabilistic simulations.

3. Experimental investigation and results

3.1 Materials and specimen design

The materials tested in this study are 7075-T6 aluminum, which is one of commonly used metallic materials in aircrafts and rotorcrafts. The chemical composition and mechanical properties of 7075-T6 aluminum were summarized in Tables 2 and 3, respectively. Compact Specimen is used for fatigue crack growth testing under both constant and variable amplitude loadings according to the ASTM E647-08 [20]. A schematic drawing of our CT specimen is shown in Figure 7. The width ($W$) of the specimen is 40 mm and the thickness ($B$) is 5 mm.

Table 2 Chemical compositions of 7075-T6 aluminum (in wt.%)

<table>
<thead>
<tr>
<th>Chemistry</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Cr</th>
<th>Zn</th>
<th>Ti</th>
<th>V</th>
<th>Zr</th>
<th>Other</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>0.00</td>
<td>0.00</td>
<td>1.2</td>
<td>0.00</td>
<td>2.1</td>
<td>0.18</td>
<td>5.1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>Each</td>
<td>0.05</td>
</tr>
<tr>
<td>max</td>
<td>0.4</td>
<td>0.50</td>
<td>2.0</td>
<td>0.30</td>
<td>2.9</td>
<td>0.28</td>
<td>6.1</td>
<td>0.20</td>
<td>0.05</td>
<td>0.05</td>
<td>TOT</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 3 Mechanical properties of 7075-T6 aluminium

<table>
<thead>
<tr>
<th>7075-T6 mechanical properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultimate tensile strength</td>
<td>573–582Mpa</td>
</tr>
<tr>
<td>Tensile yield strength</td>
<td>502–516Mpa</td>
</tr>
<tr>
<td>Young's Modulus</td>
<td>71.7GPa</td>
</tr>
</tbody>
</table>
3.2 Experimental setup

All tests were conducted on a MTS servo-hydraulic test machine and performed under the load control in accordance with ASTM test specification E647-08 [20]. The surface crack measurement system consists of a stereo microscope, a digital camera and a traveling stage monitored digitally controlled by a desktop. The digital measurement system on the horizontal direction can produce a digital readout with a resolution of 0.0001 inch. The position of the traveling stage is fixed during the testing to eliminate any hysteresis effects. The testing setup is shown in Fig. 8. The surfaces of the specimen were mechanically polished (one micron diamond suspension in the last step), which provides a mirror-like surface to facilitate the optical crack length measurement. The initial crack length is obtained following the precracking procedure detailed in ASTM E647-08 [20] and is about 11 mm in the current investigation. Steady-state fatigue crack growth behavior was then investigated at the R-ratio 0.1 at a frequency of 8 Hz.
Fig. 8 Experimental testing instrumentations

According to ASTM E647-08 [20], the calculation of stress intensity factor range for the CT specimen calculate is

\[ \Delta K = \frac{\Delta P}{B\sqrt{W}} f\left(\frac{a}{W}\right) \]  

(4)

where, \( f\left(\frac{a}{W}\right) \) is the geometrical correction functions, (validity range: \( a/W \geq 0.2 \))

\[ f\left(\frac{a}{W}\right) = \frac{(2 + a/W)}{(1 - a/W)^{3/2}} \left[ 0.886 + 4.64\left(\frac{a}{W}\right) - 13.32\left(\frac{a}{W}\right)^2 + 14.72\left(\frac{a}{W}\right)^3 - 5.6\left(\frac{a}{W}\right)^4 \right] \]  

(5)

This SIF solution is used in the model prediction.

3.3 Experimental loading design and results

The main objective of this study is to investigate the effect of loading uncertainties on the fatigue crack growth behavior. Loading profile design is the crucial component in order to achieve this goal. In addition, the current study focuses on the statistical analysis of the fatigue crack growth behavior, a large number of specimen testing is also required.

Table 4 Summary of testing design

<table>
<thead>
<tr>
<th>Group name</th>
<th>Loading spectrum</th>
<th>Number of specimens</th>
<th>Overload ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Various constant amplitude, deterministic variable amplitude, and random variable amplitude loading tests are designed. The tests design is summarized in Table 4. The schematic representation of different variable amplitude loading is shown in Fig. 5. Details about the testing design and experimental observations are described below under variable amplitude loadings. Testing results under constant amplitude loadings have been discussed in section 2.

3.3.1 CT – II – single overload spectrums

CT-II is under single overload spectrums. The objective is to check the applicability of the deterministic small time scale model under different overload ratios and is not for statistical uncertainty analysis. This test can be considered as a preliminary deterministic validation of the used small time scale fatigue crack growth model.

In this section, overload retardation effect is studied by performing testing on four
CT specimens under single overload loading histories with different overload ratios. The $P_{\text{max}}$ and $P_{\text{min}}$ of regular load are set as same as those for the constant amplitude loading. The maximum load value of overload $P_{\text{max,ol}}$ is set as 3000N, 3400N, 3800N, and 4000N (i.e., overload ratio is 1.5, 1.6, 1.7 and 2.0), respectively. The overload is inserted into the loading history when the crack is about 14 mm. Raw testing results are shown in Fig. 9(a). It is clearly seen the retardation effect after the overload loading. The retardation effect increases as the overload ratio increases. It is also observed that “crack arrest” happens when the overload ratio is 2.0. Deterministic model predictions using the calibrated mean value of parameters (see the last section under constant amplitude loading) are shown in Fig. 9(b). A very similar trend as those shown in the experimental data is observed from the model prediction. This observation indicates the proposed small time scale model is capable of simulating the overload retardation effect and will be used for other spectrum predictions.

![Fig.9 Experimental observations and model predictions under single overload spectrum](image)

3.3.2 CT – III & CT-IV (CT-V & CT-VI)

CT – III & CT-IV (CT-V & CT-VI) testing are under the overload spectrums with
6% overload cycles. CT-III (CT-V) specimens are under the same deterministic loading sequence. CT-IV (CT-VI) specimens are under the random loading sequence. CT – III & CT-IV have the overload ratio of 1.2 and CT-V & CT-VI have the overload ratio of 1.5. The overload ratio is defined as the ratio between the maximum loading level of the overload cycle and the maximum value of the constant load cycle. $P_{\text{max}}$ and $P_{\text{min}}$ of the constant load cycles are 2000N and 200N, respectively. The peak value $P_{\text{max, ol}}$ for the overload cycle is 2400N for the overload ratio 1.2 and is 3000N for the overload ratio 1.5.

All groups have the statistically identical loading (i.e., 6% overload). The block sequences of the two testing groups are listed in Table 5. The random sequence is generated using the methods described in section 2. It should be noted that the confidence levels of crack growth measurements may vary for different sample sizes [21]. Due to limited budget and time, seven specimens are used for each group of testing.

Table. 5 Summary of the loading sequence of 6% overload spectrum

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Loading sequence*</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT-III-01<del>07 / (CT-V)-01</del>07</td>
<td>n1=23, n2=10, n3=14</td>
</tr>
<tr>
<td>CT- IV -01 / (CT-VI)-01</td>
<td>n1=23, n2=10, n3=14</td>
</tr>
<tr>
<td>CT- IV -02 / (CT-VI)-02</td>
<td>n1=42, n2=3, n3=2</td>
</tr>
<tr>
<td>CT- IV -03 / (CT-VI)-03</td>
<td>n1=16, n2=16, n3=15</td>
</tr>
<tr>
<td>CT- IV -04 / (CT-VI)-04</td>
<td>n1=30, n2=10, n3=7</td>
</tr>
<tr>
<td>CT- IV -05 / (CT-VI)-05</td>
<td>n1=27, n2=20, n3=0</td>
</tr>
</tbody>
</table>
CT- IV -06 / (CT-VI)-06  n1=47, n2=0, n3=0  
CT- IV -07 / (CT-VI)-07  n1=12, n2=20, n3=15  

* Loading sequence and explanation of n1, n2, and n3 can be found in Fig. 5. The raw data of measured crack length is shown in Fig. 10 and Fig. 11.

Median and 90% confidence bounds using 10,000 direct Monte Carlo simulations are shown together with the raw experimental data in (a), (b) of Fig. 10~Fig. 11. Overall, a satisfactory agreement is observed between experimental observations and model predictions for the different spectrum loading histories. All experimental observations fall within the 90% confidence bounds for both deterministic and random loading histories. For some cases, the predicted median curve has a small deviation from the median value of the experimental observations. This could be caused by the insufficient number of specimens. Also, this could be due to the inaccuracy of the small time scale model. Future work is required for the improvement of prediction accuracies.

Fig. 10 Raw data and predicted a-N curves under (a) deterministic loading; (b) Raw random loading, (6% overload spectrum, overload ratio=1.2)
Fig. 11 Raw data and predicted a-N curves under (a) deterministic loading, (b) random loading, (6% overload spectrum, overload ratio=1.5)

3.3.4 CT – VII & CT-VIII

CT – VII & CT-VIII testing are under the overload spectrums with 0.15% overload cycles. Each block has 2000 cycles. CT-VII specimens are under the same deterministic loading sequence. CT-VIII specimens are under the random loading sequence. Both groups have the overload ratio of 1.5. The deterministic and random loading sequences are listed in Table 6.

Table. 6 Summary of the loading sequence of 0.15% overload spectrum

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Loading sequence*</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT-VII-01~07</td>
<td>n1=100, n2=47, n3=1850</td>
</tr>
<tr>
<td>CT-VIII-01</td>
<td>n1=100, n2=47, n3=1850</td>
</tr>
<tr>
<td>CT-VIII-02</td>
<td>n1=800, n2=600, n3=597</td>
</tr>
<tr>
<td>CT-VIII-03</td>
<td>n1=1997, n2=0, n3=0</td>
</tr>
<tr>
<td>CT-VIII-04</td>
<td>n1=517, n2=0, n3=1480</td>
</tr>
<tr>
<td>CT-VIII-05</td>
<td>n1=665, n2=665, n3=667</td>
</tr>
<tr>
<td>CT-VIII-06</td>
<td>n1=150, n2=668, n3=1179</td>
</tr>
<tr>
<td>CT-VIII-07</td>
<td>n1=1887, n2=50, n3=60</td>
</tr>
</tbody>
</table>

* Loading sequence and explanation of n1, n2, and n3 can be found in Fig. 5. The raw data of measured crack length is shown in Fig. 12.
Fig. 12 Raw data and predicted a-N curves under (a) deterministic loading; (b) random loading, (0.15% overload spectrum, overload R-ratio=1.5)

The raw data of measured crack length – time (a-N) curves are shown in Fig. 12. Median and 90% confidence bounds using 10,000 direct Monte Carlo simulations are shown together with the raw experimental data. Again, a satisfactory agreement is observed between experimental observations and model predictions for the different spectrum loading histories. One testing data under random loading sequence shows a very different trend with respect to other testing curves.

4. Discussions

A detailed discussion is given in this section based on the experimental and numerical investigations for the loading effect on the probabilistic fatigue crack growth predictions. The focus in the discussion is on the effect of different loading conditions on the median and variance of crack length measurements. The small time scale model is used to explain the experimental observations.

4.1 Overload ratio effects

It is well known that the overload ratio affects the magnitude of “crack growth retardation” [22, 23]. Most existing studies focused on the deterministic (e.g., mean or
median) behavior and very few studies focused on the statistical effects [24]. Experimental testing of multiple specimens under different overload ratios (e.g., 1.2 and 1.5) for 6% overload cycle spectrums were performed. All loadings are deterministic to remove the loading uncertainty effects (e.g., CT-III and CT-V groups). Experimental measured median and variance of crack length under these two loading conditions are shown in Fig. 13(a) and Fig. 13(b), respectively. Fig. 13(a) is for the median crack growth and it clearly shows the effect of different overload ratios. Higher overload ratios causes a higher retardation and slower crack growth. Fig. 13(b) shows the variance variation corresponding to time and it shows that the variance for the higher overload ratio is also larger than that of a lower overload ratio. The median and variance of Monte Carlo simulations using the small time scale model are shown in Fig. 13(c) and Fig. 13(d), respectively. It is shown that the model prediction correctly represents the same behavior as observed in the experiments.
This behavior seen in the experiments and predictions can be explained by the crack closure concept in the small time scale model. The crack length at the any arbitrary time is calculated by integrating the kernel function from crack opening stress level to the maximum stress level. The crack opening stresses under 6%-overload spectrum with two different overload ratios are shown in Fig. 14. It is seen that the higher overload ratio caused a higher crack opening stress level in general, which leads to slower crack growth rate.

Fig. 14 The crack opening stress under 6% - overload spectrum with two different overload ratios

4.2 Overload cycle percentage effects

This section focuses on the effect of different overload cycle percentage (i.e., probability of occurrence). Experimental testing of multiple specimens under deterministic 6% overload spectrum (CT-V) and deterministic 0.15% overload...
spectrum (CT-VII) were performed. Each group includes seven specimens. Experimental measured median and variance of crack length under these two loading conditions are shown in Fig. 15(a) and Fig. 15(b), respectively. It clearly shows that both of the median and variance of fatigue crack growth life under 6%-overload spectrum is much longer than those under 0.15%-overload spectrum. In this investigation, higher overload cycle percentage causes a higher retardation and slower crack growth. The median and variance of Monte Carlo simulations using the small time scale model are shown in Fig. 15(c) and Fig. 15(d), respectively. It is shown that the model prediction correctly represents the same behavior as the experimental observations.
Fig. 15 Crack length under different overload cycle percentage spectrums (a) Experimentally measured median; (b) Experimental measured variance; (c) median of Monte Carlo simulations; (d) variance of Monte Carlo simulations

Again, the reason for this phenomenon seen in the experiments and predictions can be explained by the crack closure concept in the small time scale model. The crack opening stress levels under two different overload percentage spectrums are shown in Fig. 16. It is seen that the crack opening stresses under one 6%-overload spectrum sequence (i.e. CTV-01~07) float around a higher level with smaller variation compared to those under one 0.15%-overload spectrum sequence (i.e. CTVII-01~07), which leads to slower crack growth rates. The reason is that the retardation effect caused by overload cycles has influence on the following thousands of cycles. For 6%-overload spectrum (i.e. CTV-01~07), another overload occurs before the crack opening stress level reduces to its steady state under the constant amplitude loading. While for 0.15%-overload spectrum (i.e. CTVII-01~07), the crack opening stress level reduces significantly before another overload happens (as shown in Fig. 17).

Fig. 17 The crack opening stress under two different overload-percent spectrums: 6%-overload spectrum and 0.15%-overload spectrum

4.3 Deterministic and random loading sequence effect

Previous discussions all focuses on the deterministic loading sequence, i.e., all
specimen are under the same variable amplitude loading. This section focuses on the effect of random loading sequence effect. In order to study the random loading sequence effect, the experimental testing of multiple specimens for random 6% overload cycle spectrums and random 0.15% overload cycle spectrum sequences (CT-IV, CT-VI and CT-VIII groups) were performed corresponding to the testing (CT-III, CT-V and CT-VII groups) under deterministic loading sequences, respectively. Experimental measured medians and variances of crack length under random loading sequences and deterministic loading sequence are plotted together in Fig. 18~ Fig. 20. The median and variance of Monte Carlo simulations using the small time scale model are shown in (c) and (d) of Figs. 18~20, respectively. It is shown that the model prediction correctly reproduces the same behavior as observed in the experiments.

Experimental and simulation results show very different effects of random loading sequence on the fatigue crack growth under 6% overload spectrum and 0.15% overload spectrums. For 6% overload spectrum, no significant difference between deterministic and random loading sequence is observed. Both median and variance measurements are similar under deterministic and random loading sequences. This is confirmed for overload ratio 1.2 (Fig. 18) and overload ratio 1.5 (Fig. 19). Experimental measurements show slight difference, which is likely to be caused by the insufficient number of specimens. MC simulation results are almost the same and curves are overlapped on each other. Thus, it could be concluded that the loading uncertainties from random loading sequence have no major influence on fatigue crack growth under the 6% overload cycle spectrums.
Fig. 18 Crack length under deterministic 6%-overload spectrum loading history and random loading history with overload ratio 1.2 (a) Experimentally measured median, (b) Experimentally measured variance, (c) median of Monte Carlo simulations; (d) variance of Monte Carlo simulations
Fig. 19 Crack length under deterministic 6%-overload spectrum loading history and random loading history with overload ratio 1.5. (a) Experimentally measured median, (b) Experimentally measured variance, (c) median of Monte Carlo simulations; (d) variance of Monte Carlo simulations

The conclusion is completely different for 0.15% overload spectrums. Significant effects of loading uncertainties are observed under 0.15% overload spectrums. The median curve under random loading sequence is slightly slower compared to the one under deterministic loading sequence. The variance under random loading sequences is significantly larger than that under deterministic loading sequences (Fig. 20). The data under random loading sequences is much more scatter than that under deterministic loading sequences. Again, the median and variance prediction of Monte Carlo simulation shows the similar behavior as the experimental observations.

The above observations indicate that the effect of loading uncertainties depends on the overload spectrums. This behavior could be explained by the uncertainties associated with the crack opening stress under deterministic and random loading sequences. For random 6%-overload spectrum loading history, the amplitude of crack opening stress level only varies in a small range for different loading sequences, while the amplitude of crack opening stress level changes quite differently for different 0.15%-overload spectrum loading sequences. The opening stress variations of seven specimens for the two different loading spectrums are shown in Fig. 21. It is clearly shown that the scatter of the opening stress is much larger for the 0.15% spectrum, which causes a larger scatter in the fatigue crack growth behavior.
**Fig. 20** Crack length under deterministic 0.15%-overload spectrum loading history and random loading history with overload ratio 1.5 (a) Experimentally measured median, (b) Experimentally measured variance, (c) median of Monte Carlo simulations, (d) variance of Monte Carlo simulations

**Fig. 21** Crack opening stress variation under two different overload-percentage spectrums (a) 6%-overload spectrum; (b) 0.15%-overload spectrum

## 5 Conclusions

This study focuses on the experimental and numerical investigation of stochastic fatigue crack growth under variable amplitude loadings. Multiple Compact Tension
(CT) specimens of 7075-T6 aluminum under various loading histories are performed, which includes constant amplitude loading, variable amplitude loading with single overload, and spectrum variable amplitude loading with overload. The scatter and statistical aspect of fatigue crack growth data are investigated. Monte Carlo simulations using a recently developed small time scale model is used for probabilistic crack growth predictions and for explanations of experimental findings. Overall, a satisfactory agreement between experimental observations and model predictions is observed and the proposed model is able to explain most of experimental findings using crack closure-based mechanism.

Several main conclusions from both experimental and numerical study are shown below:

- Both median and variance of crack growth life will increase as the overload ratio increases, which can be explained by the increased crack opening stress level.

- Both median and variance of crack growth life will decreases as the percentage of overload cycle decreases in the current investigation. This behavior is caused by the crack opening stress variation under different stress levels.

- The effect of loading uncertainties from random loading sequence depends on the loading spectrums (e.g., the percentage of overload cycles). In the current investigation, no major effects are identified under the 6% overload cycles for both median and variance of crack growth life. Significant effects are observed
under 0.15% overload spectrums, where the variance of random loading sequence is much larger than that under deterministic loading sequences. This behavior is related to the uncertainties associated with the crack opening stress under deterministic and random loading sequences.

The above conclusions are based on the investigations under specified loadings and materials. For other loading spectrums and materials, further investigation is required. Future work is also required to extend the discussions to general multiaxial loading conditions, where the mixed-mode crack growth occurs.
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Appendix 6: Accomplishments for Task 2.2

Subset simulation for inverse reliability problem: application to probabilistic fatigue life prediction

Hongshuang Li, Yibing Xiang, Yongming Liu*
Clarkson University, Potsdam, NY, 13699

Abstract: A general simulation-based methodology is proposed for efficient and accurate inverse reliability analysis, which is applied to solve the problem of probabilistic fatigue life prediction at a specified reliability level. The proposed methodology is based on an inverse formulation of the subset simulation algorithm and an equivalent initial flaw size (EIFS)-based fatigue life prediction model. A parametric study is performed to determine the optimal parameter combination of the subset simulation. The simulation results are compared with direct Monte Carlo simulations for model verification. The proposed method is shown to have similar accuracy with that of direct Monte Carlo simulation and significantly reduces the computational burden.

Keywords: fatigue crack growth, subset simulation, inverse reliability problem, fatigue life prediction

1. Introduction

Fatigue reliability is a time-dependent reliability problem and different metrics can be used to describe the random nature of fatigue damage [1-7]. One common approach is to calculate the reliability/failure probability at a specified life [3, 4]. This approach is very useful for engineering design against fatigue since the service life is usually given in design problems. Both simulation-based method and the FORM
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method can be used for this purpose [3, 4]. Another approach is the probabilistic fatigue life prediction, i.e. the remaining life estimation at a specified reliability level, which is formulated as an inverse reliability problem [6, 7]. This measure is very useful for damage prognosis and condition-based maintenance and is the focus of the current study. The inverse reliability methods have been developed and widely used for the reliability-based design optimization (RBDO) problem [8-10]. The RBDO problem is subject to the constraints that the probability of design feasibility is larger than or equal to a specified reliability level. The evaluations of reliability constraints are similar to the probabilistic fatigue life prediction problem (i.e., calculate the life variable under a specified reliability level). Xiang and Liu [6, 7] developed and applied an inverse first-order reliability method (IFORM) for probabilistic fatigue life prediction. The current investigation focuses on the efficient simulation-based method for inverse reliability analysis and probabilistic fatigue life prediction.

Simulation-based method is a widely-used technique for reliability analysis. Direct Monte Carlo simulation (MCS) can be used for probabilistic fatigue life prediction, but is time-consuming for large scale applications. Efficient simulation-based method for the probabilistic fatigue life prediction is the key objective of the presented study. Various sampling technique have been proposed to enhance the computational efficiency of direct MCS, such as importance sampling [11-13], directional sampling [14], and subset simulation [15-19]. Subset simulation is explored in this paper for the probabilistic fatigue life prediction.

Subset simulation is an efficient Monte Carlo technique originally developed for
structural reliability problems [15-19]. The basic idea is to express a small probability as a product of several large conditional probabilities of some intermediate events [15-19]. This allows converting a rare event simulation problem into a series of frequent event simulation problems. The Markov Chain Monte Carlo (MCMC) [20, 21] is employed to evaluate these large conditional probabilities of frequent intermediate events and the Metropolis-Hastings algorithm [20, 21] is adopted to generate the required conditional samples, which is well known as a flexible sampling technique to generate random samples for any arbitrary probability density function (PDF). The original subset simulation is proposed for the forward reliability analysis and is not suitable for the probabilistic life prediction (i.e., an inverse reliability problem). To see this, one new contribution of the proposed study is to develop an inverse formulation of subset simulation algorithm. In addition, the investigation of subset simulation on time-dependent fatigue problem is rarely found in the open literature. The proposed study integrates the inverse version of subset simulation algorithm with a previously developed equivalent initial flaw size (EIFS)-based fatigue life prediction model [3, 22, 23] for efficient probabilistic life prediction.

This paper is organized as follows. First, the basic principles of subset simulation are briefly reviewed. Following this, a mechanical model for the crack growth-based life prediction based on the equivalent initial flaw size (EIFS) concept is briefly discussed. Next, the subset simulation algorithm integrated with the deterministic fatigue model is applied to predict probabilistic fatigue life by treating it as an inverse reliability problem. A parametric study is performed to investigate the effect of
algorithm parameters on the computational efficiency and accuracy. Finally, the proposed methodology is verified by direct Monte Carlo simulation.

2. Background of subset simulation algorithm

In this section, a brief review of subset simulation for the forward reliability analysis is given. Detailed derivation and validation can be found in [15-19].

2.1 Basic principles of the subset simulation

Without loss of generality, it is assumed that the probability of a target event $F_T$ is given by

$$P(F_T) = P(G(x) > b)$$

(1)

where $G(x)$ is a response function of a random vector $x$ with a joint PDF $f_X(x)$, $b$ is the threshold for the target event. Given a series of intermediate events $F_i, i = 1, 2, ..., m$, let $F_1 \supset F_2 \supset \cdots \supset F_m = F_T$ be a descending sequence of events so that $F_k = \bigcap_{i=1}^{k} F_i, k = 1, 2, ..., m$. By the definition of conditional probability and the multiplication theorem in the probability theory, the probability $P(F_T)$ can be expressed as

$$P(F_T) = P(F_m) = P(F_m | F_{m-1}) P(F_{m-1}) = \cdots = P(F_i) \prod_{i=2}^{m} P(F_i | F_{i-1})$$

(2)

In Eq. (2), the probability of a target event $F_T$ is expressed as a production of a series of conditional probabilities $P(F_i | F_{i-1}), i = 2, ..., m$ and $P(F_i)$.

If the standard Monte Carlo simulation (MCS) is used to evaluate $P(F_T)$ in the original probability space, the number of samples would be very large if $P(F_T)$ is very small. The idea of subset simulation is to replace the evaluation of a small $P(F_T)$ in the original probability space with the evaluation of a series large
conditional probabilities in the conditional probability space. Even if \( P(F_r) \) is very small, \( P(F_i) \) and the conditional probabilities \( P(F_i|F_{i-1}), i = 2,\ldots,m \) in Eq. (2) can be made arbitrarily large by appropriate choosing the intermediate events \( F_i, i = 1,2,\ldots,m \). Thus, they can be evaluated efficiently by the simulation procedure.

The efficiency of simulation-based method can be measured by the coefficient of variance (COV) of the estimator, which is defined by the ratio of its standard deviation and its expectation. For example, if the target probability is \( P(F_r) = 10^{-3} \), it requires at least \( 10^4 \sim 10^5 \) samples in the original probability space with given a COV of 10%\textendash30%. By choosing \( m = 3 \) and \( P(F_i), P(F_i|F_{i-1}) = 0.1, i = 2,3 \), about \( 3 \times 10^3 \sim 3 \times 10^3 \) samples are required to evaluate the conditional probabilities according to Au and Beck’s study [15], which is much less than the standard MCS.

In Eq. (2), evaluating the conditional probabilities \( P(F_i|F_{i-1}), i = 2,\ldots,m \) by standard MCS is not efficient because it requires sampling directly from the conditional PDFs \( f_X(x|F_{i-1}) = I_{F_i-1}(x) f_X(x) / P(F_{i-1}) \). \( I_{F_i-1}(x) \) is an indicator function with a value of 1 if a new sample belongs to \( F_{i-1} \) or 0 if a new sample does not belong to \( F_{i-1} \). This indicates that it takes around \( 1/P(F_{i-1}) \) samples before one conditional sample occurs on average. In view of this, the Markov Chain Monte Carlo (MCMC) simulation using the Metropolis-Hastings algorithm [20, 21] is employed to evaluate these conditional probabilities. The algorithm of generating conditional samples by the Metropolis-Hastings algorithm is given in section 0.

Another important issue of the subset simulation is the choice of intermediate events \( F_i, i = 1,2,\ldots,m \). The sequence of intermediate events can be expressed as
\[ F_i = \{ G(x) > b_i \}, i = 1, \ldots, m \] (3)

where \( b_1 < b_2 < \cdots < b_m \) is a sequence of intermediate event thresholds. It is desirable to choose these intermediate events in an adaptive manner. This can be realized to generate \( \{b_1, \ldots, b_m\} \) so that the conditional probabilities \( P(F_i | F_{i-1}), i = 1, 2, \ldots, m \) and \( P(F_i) \) equal to the specified probabilities, which can be set to a constant probability \( p_0 \) for convenience. The value of \( p_0 \) cannot be too small. Otherwise the intermediate events would become rare events again which leads to an increase in the number of samples required in each simulation level (e.g., the simulation procedure that is used to evaluate the constant probability \( p_0 \)). This also increases the total number of sample \( n_i = m n_s \). Here \( n_s \) is the number of sample at one simulation level. On the other hand, the value of \( p_0 \) cannot be too large. Otherwise the sequence of intermediate event threshold would increase slowly which lead to an increase in the total number of simulation level \( m \) in order to reach a target probability. Au and Beck [15] suggested that the conditional probability \( p_0 \) take a value of 0.1, which is found to yield good efficiency. The choice of the conditional probability has not been investigated for the inverse reliability problem and the fatigue life prediction. A parametric study is performed in section 5, attempting to find the optimum algorithm parameter combinations for the probabilistic fatigue life prediction.

2.2 Samples generation by the Metropolis-Hastings algorithm

When implementing subset simulation procedure, the conditional samples are generated by the Metropolis-Hastings algorithm. For completeness of the paper, the Metropolis-Hastings algorithm for the MCMC simulation is briefly discussed for the
convenience of readers. Details about the algorithm can be found in [20, 21].

Let $f^*(\xi|x)$ to be a PDF for $\xi$ depending on $x$. In order to generate the next Markov Chain sample $x_{j+1}$ from the current sample $x_j$ conditional on an intermediate event $F_k$, the Metropolis-Hasting algorithm is presented as follow:

1. Generate a candidate state $\xi_{j+1}$ from the proposal PDF $f^*(\xi|x)$

2. Compute the acceptance ratio:

$$r_{j+1} = \frac{f_X(\xi_{j+1})f^*(x_j|\xi_{j+1})}{f_X(x_j)f^*(\xi_{j+1}|x_j)}$$

3. Set the new sample $x_{j+1}$ equal to $\xi_{j+1}$ with probability $\min(1, r_{j+1})$, or set $x_{j+1}$ equal to $x_j$ with probability $1 - \min(1, r_{j+1})$;

4. When $x_{j+1} \neq x_j$, perform an evaluation of the response function $G(x_{j+1})$. If $x_{j+1} \in F_k$, accept it as the next state; otherwise reject it and take the current state $x_j$ as the next one, i.e., set $x_{j+1} = x_j$.

The algorithm presented here is the original Metropolis-Hasting algorithm with an adjustment considering the demand of subset simulation (e.g., step (4)). It works well on low dimension problem. Au and Beck [15] also proposed a modified Metropolis-Hasting algorithm for high dimension problems since the former one encounters difficulties in generating a large number of independent random variables. It has been proved that the next sample $x_{j+1}$ will be distributed as $f_X(x|F_k)$ if the current one $x_j$ follows the stationary distribution of the Markov Chain [15, 21].

3. **Deterministic fatigue life prediction methodology**

A new fatigue life prediction method based on the equivalent initial flaw size (EIFS) concept has been recently developed [3, 22, 23]. The computation of the EIFS
only requires the fatigue limit data and the fatigue crack threshold intensity factor data without the traditional back-extrapolation procedure. Details about EIFS can be found in [3, 22, 23]. Only a brief review is given here.

The material fatigue crack growth curve can be expressed as

\[
\frac{da}{dN} = C(\Delta K - \Delta K_{th})^L \quad C = A \cdot B^R
\] (5)

where \( C \) and \( L \) are fitting parameters. \( L \) controls the slope in the Paris regime. \( C \) is a function of the applied stress ratio for a specific material. \( \Delta K_{th} \) is the intrinsic threshold stress intensity factor. It should be noted that the residual stress and environments will affect the crack growth law and the current study does not include these factors explicitly. The \( \Delta K_{th} \) is extrapolated using the long crack growth testing data. A detailed discussion about the calculation of \( \Delta K_{th} \) has been shown in [3, 22].

Many available models have been proposed to include the stress ratio effects in the crack growth rate curves, such as the Walker’s equation [24] and the FORMAN’s model [24]. Detailed study of the stress ratio effect is beyond the scope of this study.

A simple fitting function to include the stress ratio effects has been proposed as

\[
C = A \cdot B^R
\] (6)

where \( R \) is the stress ratio. \( A \) and \( B \) are two fitting parameters and can be fitted using experimental data under different stress ratios. Eq. (6) is just a fitting function to represent the stress ratio effect in the collected experimental data. If other function format is used (e.g., Walker’s equation), the same derivation can be used as well. Eq. (5) can be rewritten as

\[
dN = \frac{1}{A \cdot B^R \left[\Delta K - \Delta K_{th}\right]^L} da
\] (7)
Integrating both sides, fatigue life $N$ can be obtained as

$$
N = \int_0^N dN = \int_{a_c}^{a_i} \frac{1}{A \cdot B^R \left[ \Delta K - \Delta K_{th} \right]^L} da \tag{8}
$$

where $a_c$ is the critical length at failure, which can be calculated using the fracture toughness and applied stress levels. It depends on the specimen geometry and loading types. In the current study, $a_c$ is assumed to be a constant and $a_i$ is the EIFS determined by the Kitagawa-Takahashi diagram [25] and the El Haddard’s model [26] as

$$
a_i = \frac{1}{\pi} \left( \frac{\Delta K_{th}}{\Delta \sigma_f Y} \right)^2 \tag{9}
$$

where $Y$ is a geometry correction factor and depends on the crack configuration. $\Delta \sigma_f$ is the fatigue limit. This deterministic model is a new life prediction methodology based on the equivalent initial flaw size (EIFS) concept, which does not require back extrapolation to time zero from the crack growth curve [3, 22]. The benefit of this new EIFS calculation is that it is independent of the loading level or crack growth model. The EIFS using classical back-extrapolation method will depend on loading and is not a material property. Once the crack growth curve and the EIFS are determined, Eqs. (8) and (9) can be used for fatigue life prediction.

Different types of uncertainties from material properties, specimen geometric and external loading needs to be included for probabilistic analysis. In the current study, two independent random variables are considered in the fatigue crack growth model: the fatigue limit $\Delta \sigma_f$ and the parameter $A$ in the fatigue crack growth model. It is assumed that both the $\Delta \sigma_f$ and $A$ follow the log-normal distribution. Other
parameters can also be treated as random variables and the proposed inverse subset simulation method has no difficulties in handling multiple random variables. For example, the critical crack length $a_c$ and fracture toughness $K_c$ are also random variables. They will mainly affect the final crack growth and has little effect on the high-cycle to medium-cycle fatigue life prediction because most of the life will be spent during the near-threshold and Paris regime crack growth [3, 22]. For simplicity, they are assumed to be constant in the current study. Exponential power $L$ in the crack growth law could be treated as a random variable, too. The exponent $L$ represents the underlying physics of the crack propagation and usually depends on materials. For example, ductile steels usually have an $L$ close to 2 and aluminum alloys has an $L$ between 3~4. In the present study, $L$ is considered to be a constant. Another important issue is the correlation among random variables, which is critical for the uncertainty analysis. In the current study, $\Delta \sigma$, and $A$ are assumed to be independent random variables since each of them is corresponding to very different failure mechanisms (e.g., one is for near-threshold crack growth and one is for Paris regime crack growth). Further studies of the random variable selection and their statistical distributions and correlations are required. The proposed study aims to illustrate the application of the inverse subset simulation method and uses the above mentioned simplifications. For practical applications, detailed investigation on the uncertainty quantification is required. This requires extensive theoretical and experimental work, which is beyond the scope of this study.

4. **Subset simulation for inverse reliability analysis and probabilistic fatigue life prediction**
The original subset simulation is used to estimate the small failure probability in an engineering system (reliability problem). In this study, we will first explore its application on inverse reliability problems since this is rarely found in the open literature. A reliability problem is to determine the probability $P(F)$ if the target event $F = \{G(x) > b\}$ is known, e.g. the threshold value $b$ is known, as shown in Eq. (1). On the other hand, the inverse reliability problem aims to estimate the threshold value $b$, if the probability $P(F)$ is given. In this paper, the probabilistic fatigue life prediction is demonstrated and it belongs to the inverse reliability problem because it estimates the fatigue life under a given a reliability/failure probability level. The original subset simulation needs to be modified for this purpose. The modification is discussed below and illustrated using the probabilistic fatigue life prediction problem.

**4.1 Modification for inverse reliability analysis**

One constraint in the inverse reliability problem is the target failure probability level. It is straightforward to deal with this constraint in a stopping criterion given the target failure probability level. Therefore, a modified stopping criterion is added to the original subset simulation to represent this reliability constraint. In this case, the procedure of the subset simulation stops when the product of a series of conditional probabilities is less than the target probability $p$, i.e.

$$p_0^m < p$$

(10)

The threshold $b$ can be easily estimated from

$$b = quantile(g_m, p/p_0^{m-1})$$

(11)

since it is required to satisfy $p = p_0^{m-1} \times P(G(x) > b)$. In Eq. (11), the quantile
function is the inverse of the empirical distribution function, and \( g_{m.} = \{g_{m,1}, g_{m,2}, \ldots, g_{m,n}\} \) is the sorted response function values at the \( m \)-th simulation level, i.e., the last simulation level.

The similar idea can be extended if the desired quantity is the confidence bounds for the probabilistic life distribution. The estimated threshold \( b \) is the fatigue life under the reliability/failure probability constraint \( p \). Let \( p(p < 0.5) \) be the target confidence level, and assume that we are interested in a \((1 - 2p) \times 100\%\) probabilistic fatigue life confidence bound. \( N \) is used to denote the fatigue life. Given the target \( p \) level, the fatigue life bound problem can be expressed as

\[
1 - 2p = P(N_{1-p} > N > N_p)
\]  

(12)

where \( N_{1-p} \) and \( N_p \) are the upper confidence bound and the lower confidence bound, respectively. They are defined as

\[
p = P(N_{1-p} > N)
\]  

(13)

\[
p = P(N > N_p)
\]  

(14)

Now the aim is to estimate the values of \( N_{1-p} \) and \( N_p \). The proposed modified subset simulation algorithm can be used to predict both upper and lower life bounds. The deterministic fatigue life prediction method serves as the response function when implementing subset simulation. Thus, the probabilistic fatigue life prediction can be done by estimating the values of \( N_{1-p} \) and \( N_p \) from Eq. (11).

4.2 Procedure

The implementation procedure of subset simulation for evaluating probabilistic fatigue life is shown as follows in details. Here, we use the problem in Eq. (14) for demonstration. The input random vector is organized as \( \mathbf{X} = \{\Delta \sigma_f, A\} \) and \( \mathbf{x} \)
denotes an observation of \( \mathbf{X} \).

(1) In the first simulation level, \( n_i \) samples are generated by the direct MCS that using the given joint PDF \( f_x(x) \);

(2) Predict the fatigue lives using the method described in section 3 and sort them in an ascending sequence \( \{N_{1,i}, i = 1, \ldots, n_i\} \). Here, subscript 1 denotes that these samples belong to the first simulation level. Choose the threshold value \( b_1 = N_{1,n_i(1-p_0)} \) so that the first intermediate event

\[
F_1 = \{N > b_1\} = \{N > N_{1,n_i(1-p_0)}\}
\]

has a probability of \( p_0 \), i.e.

\[
P(F_1) = p_0
\]

Here, it is assumed that \( n_i(1-p_0) \) is chosen as an integer. It can be seen that \( n_i p_0 \) samples fall into the first intermediate event \( F_1 \) in this step.

(3) In the \( k \)-th simulation level, there are \( n_i p_0 \) samples which belong to the intermediate event \( F_{k-1}, k \geq 2 \) and can provide "seeds" for generating new samples conditioned on \( F_{k-1} \). Starting from these "seeds", \( n_i (1-p_0) \) new samples are generated by the Metropolis-Hastings algorithm.

(4) Compute and sort the fatigue lives corresponding to these \( n_i \) samples which are conditioned on \( F_{k-1} \). Choose the threshold value \( b_k = N_{k,n_i(1-p_0)} \) so that the conditional probability

\[
P(F_k \mid F_{k-1}) = P\{N > b_k \mid N > b_{k-1}\} = p_0
\]

and it is easy to know that the probability \( P(F_k) \) is

\[
P(F_k) = P(F_1) \prod_{i=2}^{k} P(F_i \mid F_{i-1}) = p_0^k
\]
(5) Repeat step (3) and (4) until \( p_m^n \) is less than the target probability \( p \). In another word, the calculation procedure is stopped when the target probability is reached. The lower confidence bound can be estimated by

\[
N_p = \text{quantile}(N_m, p/p_0^{m-1})
\] (19)

### 4.3 The number of simulation level

As mentioned before, the choices of conditional probability \( p_0 \) and the number of sample in each simulation level will affect the computational cost and the accuracy of final prediction results. For a given target probability \( p \), the total number of simulation level can be expressed as

\[
m = \left\lceil \frac{\log(p)}{\log(p_0)} \right\rceil
\] (20)

where \( \lceil \cdot \rceil \) means rounding a value to the nearest integer larger than or equal to it. From Eq. (20), it can be seen that the total number of simulation level \( m \) is a function of conditional probability \( p_0 \) and the given target probability \( p \). If a value of \( p_0 \) is chosen, there is a unique value of \( m \) corresponding to it. For a fair comparison, the computational cost should be usually measured by the total number of sample since each of them requires one run of the deterministic fatigue life prediction model instead of based on the number of simulation level or on the CPU time. Let \( n_s \) be the total number of sample in a subset simulation run and the number of samples at each simulation level is

\[
n_s = \frac{n}{m}
\] (21)

Based on the above discussion, it can be seen that if a target probability \( p \) and the desired total number of sample \( n_s \) are determined, the possible combinations of the
conditional probability \( p_0 \) and the number of samples at each simulation level \( n_s \) can be determined. For example, Table 3 summaries different choices with a target probability \( p=0.025 \), if the desired total number of sample \( n_t =1500 \).

<table>
<thead>
<tr>
<th>( p_0 )</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>( n_s )</td>
<td>750</td>
<td>750</td>
<td>500</td>
<td>375</td>
<td>300</td>
<td>250</td>
</tr>
</tbody>
</table>

Table 3 An example of the parameter combination

5. **Parametric study**

A detailed parametric study is performed for probabilistic fatigue life prediction under constant amplitude loading to investigate the effect of algorithm parameters on the efficiency and accuracy of the life prediction. The optimum choice of those parameters is suggested based on the current investigation. The material properties of Al 7075-T6 (R=-1) and Al 2024-T3 (R=0.1) are shown in Table 2. Distribution of \( A \) is obtained from fitting of crack growth rate data in the Paris regime. Distribution of fatigue limit is obtained by fitting the experimental S–N curve data [29-32] in the very long life regime (e.g., at \( 10^7–10^8 \) cycles) [30]. In the current parametric study, two-sided 95% confidence bounds are selected for investigation. Thus, the target probability \( p \) equals to 0.025. The combinations of \( p_0 \) and \( n_s \) shown in Table 1 are used for the parametric study. The prediction error is defined as

\[
\text{error} = \frac{\hat{N}_p - N_{MCS}}{N_{MCS}} \times 100\%
\]

where \( \hat{N}_p \) is the fatigue life prediction computed by the subset simulation. \( N_{MCS} \) is the fatigue life prediction obtained from the direct MCS with one million samples. Since the confidence bound 95% is not very high, one million MC simulation is assumed to be the ground truth. For very high confidence level or very low failure probability level (e.g., \( p=10^{-6} \)), one million MC simulations may not represent the
ground truth. For each combination of $p_0$ and $n_s$, 50 independent subset simulation runs were performed. The average mean error of the subset simulation is given in Figure 1.

![Figure 1](image)

Figure 1. Average mean error of subset simulation for Al 7075-T6 (R=-1)

It is seen that the average prediction accuracy of subset simulation is not a monotonic function as the conditional probability $p_0$ changes from 0.05 to 0.5. The combination of $p_0 = 0.1$ and $n_s = 750$ produce the best fatigue life prediction accuracy among the investigated six combinations.

Another parametric study is performed for material Al 2024-T3 with stress ratio $R=0.1$. Detailed material properties are shown in Table 2 and Table 3. The parameter combinations are taken from Error! Reference source not found.. Based on 50 independent Subset simulation runs, the average prediction error is shown in Figure 2. Different trend for Al 2024-T3 is observed comparing to that for Al 7075-T6. It seems that the selection of the conditional probability level also depends on the specific problem (i.e., material properties of the particular investigation). Nevertheless, the choice of $p_0 = 0.1$ produces the best fatigue life prediction again in this case.
In the following parametric study, the conditional probability $p_0$ is set to 0.1, while the number of sample in each simulation level varies from 100 to 1000. Based on 50 independent simulation runs, the average errors are plotted in Figure 3 and Figure 4, respectively for Al7075-T6 ($R = -1$) and Al2024-T3 ($R = 0.1$). It is seen that the average error decreases as the total number of sample increases. When the number of samples is larger than 750, the decrease of prediction error is very slow. In the current investigation, 750 samples at each simulation level (i.e., 1500 samples total) is chosen for the tradeoff between efficiency and accuracy.

### Table 4 Statistical data of parameter $A$ and fatigue limit $\Delta \sigma_f$

<table>
<thead>
<tr>
<th>Material</th>
<th>Stress ratio</th>
<th>Parameter</th>
<th>Mean</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al 7075-T6 [27]</td>
<td>$R = -1$</td>
<td>$A[27]$</td>
<td>7.38E-10</td>
<td>1.74E-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fatigue limit (MPa) [31]</td>
<td>352</td>
<td>52.24</td>
</tr>
<tr>
<td></td>
<td>$R = 0.1$</td>
<td>$A[27]$</td>
<td>2.61E-10</td>
<td>2.87E-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fatigue limit (MPa) [30]</td>
<td>176</td>
<td>5.89</td>
</tr>
</tbody>
</table>
The number of sample in each simulation level

Figure 3 Average error vs. the number of sample in each simulation level for Al

7075-T6 (R=-1)

Figure 4 Average error vs. the number of sample in each simulation level for Al

2024-T3 (R=0.1)

For comparison, model predictions using the direct MC method and the proposed inverse subset simulation method is shown in Fig. 5. Generally, the agreement is very good at different stress levels. The computational cost of the proposed inverse subset simulation is several magnitudes less than the standard MC simulation.
6. Conclusion

A general simulation algorithm based on subset simulation has been developed for probabilistic fatigue life prediction. It is shown that the proposed method can efficiently calculate the fatigue life with the similar accuracy of the direct Monte Carlo simulation. Parametric studies are used for the optimal algorithm parameter
determination. Several conclusions can be drawn based on the current investigation:

- The subset simulation is capable for the inverse reliability problem by adding a stopping criteria to include the reliability constraint;
- The optimal parameters in the proposed inverse version of subset simulation depends on the specific problem (i.e., different material properties);
- Parametric study suggests that the conditional probability level of 0.1 and the number of simulation samples of 750 at each level give an overall good efficiency and accuracy for the current investigation.

Current study focused on the constant loading case for the coupon level application. Further research is required to extend the proposed algorithm to structural system application under general random loading conditions. Extensive experimental and theoretical studies are required to validate the proposed methodology under realistic applications.
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Appendix 7: Accomplishments for Task 2.2

An Equivalent Stress Transformation for Efficient Probabilistic Fatigue Crack Growth Analysis under Variable amplitude Loadings
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Abstract: A general probabilistic fatigue crack growth prediction methodology for accurate and efficient damage prognosis is proposed in this paper. The methodology is based on an equivalent stress transformation and the inverse first-order-reliability method (IFORM). The equivalent stress transformation aims to transform the random variable amplitude loading to an equivalent constant amplitude loading spectrum. The proposed transformation avoids the cycle-by-cycle calculation under general random variable amplitude loadings. An inverse first-order reliability method (IFORM) is used to evaluate the probabilistic fatigue crack growth behavior and to further enhance the computational efficiency. Computational cost of the proposed study is significantly reduced compared with the direct Monte Carlo simulation. Thus, the proposed method is very suitable for real-time damage prognosis due to its high computational efficiency. Numerical examples are used to demonstrate the proposed method. Various experimental data under variable amplitude loading are collected for model validation.

Keywords: fatigue crack growth, probabilistic, inverse first-order reliability method, random loading

Nomenclature:

\[ C, m = \text{Material parameters in fatigue crack growth criteria} \]

\[ a, a_i = \text{crack length, initial crack length in cycle i, respectively} \]
\[\Delta \sigma, \Delta \sigma_i = \text{Stress range, stress range in cycle } i, \text{ respectively}\]

\[R, R_i = \text{Stress ratio, stress ratio in cycle } i, \text{ respectively}\]

\[N_i, N_{\text{total}} = \text{Number of fatigue cycle in cycle } i, \text{ total fatigue cycle respectively}\]

\[\Delta \sigma_{eqi}, R_{eqi} = \text{Equivalent stress range, equivalent stress ratio, respectively}\]

\[\Delta \sigma_{eq} = \text{is the equivalent stress level considering the load interaction effect}\]

\[\eta = \text{factor for the load interaction}\]

\[g() = \text{function to include stress ratio}\]

\[p_i(R, \Delta \sigma_i) = \text{occurrence probability of stress range and stress ratio}\]

1. Introduction

Fatigue failure is one of most common failure modes for materials and structures. Structures usually experience different random variable load spectrums during their service life. The applied fatigue cyclic loading [1] is stochastic in nature, which changes the stress amplitude and stress ratio throughout the entire life of the structure. One big challenge in fatigue crack growth prediction is the proper inclusion of random loading history effects, because different loading sequences may induce different load-interaction effects [2]. It may accelerate or decelerate the fatigue crack growth. During the last few decades, many studies have been performed to investigate the retardation of crack growth caused by single or multiple overloads [3-5]. Different models have been developed: yield zone models [6, 7], crack closure models [8-11] and strip yield models [9, 11, 12]. These models focus on different mechanism explanation of loading interaction effect and used different types of variable block loadings for model validation. Realistic random loading cases and the statistical
description of loading interaction effects have not been fully investigated in the past. Due to the complicated and nonlinear nature of random loading interaction, a cycle-by-cycle simulation is generally required for each different loading history. This approach is computationally expensive for probabilistic analysis, which usually requires a large number of Monte Carlo simulations. In view of this, the objective of this paper is to develop an efficient probabilistic methodology for fatigue crack growth prediction under general random variable amplitude loadings. The key idea is to derive an equivalent stress transformation based on the statistical description of the random loading, such as the probabilistic distribution of applied stress range and stress ratio. The variable amplitude loading crack growth problem is reduced to an equivalent constant amplitude crack growth problem, which greatly facilitates the integration for crack length prediction.

Fatigue reliability is a time-dependent reliability problem and different metrics can be used to describe the random nature of fatigue damage. One common approach is to calculate the reliability/failure probability at a specified life [13-16]. This approach is very useful for engineering design against fatigue since the service life is usually given in design problems. Both simulation-based method and the analytical probabilistic method (e.g., first-order reliability method (FORM)) can be used for this purpose [13]. Another approach is the probabilistic life prediction, i.e. the remaining life estimation at a specified reliability level. This measure is very useful for damage prognosis and condition-based maintenance and is the focus of the current study. Direct Monte Carlo simulation can be used for probabilistic fatigue prediction, but is
time-consuming for cycle-by-cycle fatigue crack growth analysis. Efficient methods for the probabilistic fatigue life prediction are the key objective of the proposed study and the inverse reliability method is proposed for this purpose. The authors have recently developed a probabilistic crack growth analysis using inverse FORM method under constant amplitude loadings [17]. This method will be used for probabilistic analysis.

This paper is organized as follows. First, the proposed equivalent stress transformation is derived for some special variable amplitude histories without considering the load interaction effect. Numerical examples are demonstrated to show the feasibility of the proposed equivalent stress transformation concept. Next, a small time scale fatigue crack growth model is briefly discussed and is used to obtain a correction factor in the proposed equivalent stress transformation to consider the load interaction effect. Following this, uncertainty quantification of material variability is performed and an efficient numerical algorithm for probabilistic crack growth is implemented using the inverse FORM calculation. Model predictions are compared with existing experimental data for model validation. Finally, some conclusions and future work are given based on the current investigation.

2. Equivalent stress transformation without load interaction

2.1 Basic concept of the equivalent stress transformation

There are several different functions to describe the fatigue crack growth rate curves, such as Paris’ model [18, 19], Forman’s model [20] and NASGROW equation [21]. Without loss of generality, a generic function of crack growth rate curve can be expressed as
\[
d a / d N = f(\Delta \sigma, R, a)
\]  
(1)

Eq. (1) can be reformulated as

\[
d N = \frac{1}{f(\Delta \sigma, R, a)} da
\]  
(2)

For an arbitrary fatigue cycle \(i\), the increment of crack length can be obtained by integrating both sides of Eq. (2).

\[
N_i = \int_{a_i}^{a_{i+1}} \frac{1}{f(\Delta \sigma, R, a)} da
\]  
(3)

where \(a_i\) is the crack size at the beginning of cycle \(i\) and \(a_{i+1}\) is the crack size at the beginning of cycle \(i+1\). The total fatigue life \(N\) under arbitrary random loading history is the summation of \(N_i\) and can be written as

\[
N_{total} = \sum_{i=0}^{n} N_i = \sum_{i=0}^{n} \int_{a_i}^{a_{i+1}} \frac{1}{f(\Delta \sigma, R, a)} da
\]  
(4)

where \(a_0\) is the initial crack size and \(a_n\) is crack length at fatigue cycle \(N\).

The main objective of this paper is to find an equivalent crack growth process under constant amplitude loading, which produces a similar crack length with that of the true random loading case. In this ideal crack growth process, the stress level is constant and is the proposed equivalent stress level (ESL). It should be noted that the concept of equivalent stress is not new and has been discussed for block loading conditions using Walker’s equation for stress ratio correction. The current study extend this concept to random loading cases using probability distribution function and includes the stress ratio effect using a generic function [20].

The equivalent stress level can be expressed as
\[ N_{\text{total}} = \int_{a_0}^{a_{n+1}} \frac{1}{f(\Delta \sigma_{eq}, R_{eq}, a)} \, da \quad (5) \]

The equivalent stress level can be obtained by equaling Eq. (4) and Eq. (5) as

\[ \int_{a_0}^{a_{n+1}} \frac{1}{f(\Delta \sigma_{eq}, R_{eq}, a)} \, da = \sum_{i=0}^{n} \int_{a_i}^{a_{i+1}} \frac{1}{f(\Delta \sigma_i, R, a)} \, da \quad (6) \]

Eq. (6) is the proposed equivalent stress transformation and it can be applied to different types of crack growth models. For any arbitrary functions of \( f() \), the analytical solution is not apparent and discussions of some special cases are given below.

### 2.2 Special cases of equivalent stress transformation

The stress range and stress ratio are the two major controlling factors in describing the general variable amplitude loading conditions. Several special cases of the equivalent stress transformation are discussed below.

#### Case 1: fixed stress ratio

A simple case for fixed \( R \) ratio is illustrated first for two different loading cycles, as shown in Fig. 1. The solid line represents an arbitrary variable amplitude loading (two cycles), and the dashed line represents the equivalent loading. Both the variable and constant loadings are under the same constant stress ratio (i.e., stress ratio of zero in this case). These two loadings have the same initial and final crack size. The fatigue crack growth caused by the equivalent stress range is the same as that caused by the two arbitrary loading cycles (Eq. (7)). The crack increments for the true loading history and the equivalent constant amplitude loading can be expressed as.
\[
\begin{align*}
N_{\text{total}} &= N_1 + N_2 = \int_{e_1}^{e_2} \frac{1}{f(\Delta \sigma_1, R, a)} \, da + \int_{e_2}^{e_3} \frac{1}{f(\Delta \sigma_2, R, a)} \, da \\
N_{\text{total}} &= \int_{e_2}^{e_3} \frac{1}{f(\Delta \sigma_{eq}, R, a)} \, da
\end{align*}
\]

To further simplify the discussion, a modified Paris law is used to derive the analytical solution of the equivalent stress. The modified Paris law is expressed as

\[
\frac{da}{dN} = C(\Delta K)^m = g(R)(\Delta K)^m
\]

where \(C\) and \(m\) are the fitting parameters in the Paris law. Parameter \(C\) is expressed as a generic function of applied stress ratio \(R\). For the case 1, the stress ratio is fixed and \(C\) is a constant. \(\Delta K_i = \Delta \sigma_i \sqrt{\pi a_i}\). This stress intensity factor (SIF) solution is for a center through crack in an infinite plate as a demonstration example. Other SIF solutions can be used, for example, by including a geometric correction factor for finite width plate.

Using Eq. (7) and the modified Paris law, the fatigue life \(N_i\) under the constant stress amplitude \(\Delta \sigma_i\) can be rewritten as

\[
N_i = \frac{2 \Delta \sigma_i^{2-m} \pi^{1-\frac{m}{2}}}{C \Delta \sigma_i^{2} \pi^{(2-m)}} \left( a_{\text{ref}}^{1-\frac{m}{2}} - a_i^{1-\frac{m}{2}} \right)
\]

Substituting Eq. (9) to Eq. (7), a relationship between the equivalent stress level and the variable loading can be developed as

\[
N_1 \Delta \sigma_1^m + N_2 \Delta \sigma_2^m = (N_1 + N_2) \Delta \sigma_{eq}^m
\]

If \(p_1\) and \(p_2\) are the occurrence probability of these two variable loadings, i.e., \(p_1 = N_1/(N_1 + N_2)\) and \(p_2 = N_2/(N_1 + N_2)\), Eq. (10) can be expressed as

\[
\Delta \sigma_{eq} = \left( p_1 (\Delta \sigma_1) \Delta \sigma_1^m + p_2 (\Delta \sigma_2) \Delta \sigma_2^m \right)^{\frac{1}{m}}
\]
This solution can be easily extended to include many load cycles and the general solution can be expressed as
\[
\Delta \sigma_{eq} = \left( \sum_{i=1}^{n} p_i (\Delta \sigma_i ) \Delta \sigma_i^m \right)^{1/m}
\]  

(12)

A numerical example of fatigue crack growth prediction is shown in Fig. 2. The material is Al-7075-T6 with an initial crack of 1.27 mm. The probability density function (PDF) of the stress range is shown in Fig. 2 (a), which follows a normal distribution with a mean value of 200 MPa and a standard deviation of 20 MPa. The first 50 of 10000 cycle random loading is shown in Fig. 2 (b). The stress ratio is a constant and equals to -0.5. Using the equivalent stress transformation (Eq. (12)), the fatigue crack prediction can be predicted. A comparison with the cycle-by-cycle calculation is shown in Fig. 2 (c). The solid line is the fatigue crack growth curve under the true random loading history and the dots are the fatigue crack growth under the equivalent constant amplitude stress loading. Although some small discrepancy of fatigue crack growth curve can be seen, the same final crack size can be obtained.

Case 2: fixed stress range

The above discussion is for variable loading cases with a fixed stress ratio. Another simple case is illustrated here, in which the stress range is fixed. As mentioned above, the parameter C in the modified Paris law is the a function of stress ratio (i.e., \( C = g(R) \)). For fixed stress range, the fatigue life can be rewritten as:

\[
N_i = \frac{g(0)}{g(R_i) g(0) \Delta \sigma^2 \pi (2 - m)} \left( a_{i+1}^{1-m} - a_i^{1-m} \right) \]  

(13)
First, only two variable loading histories are considered. A relationship between the equivalent stress (under stress ratio zero) and the variable loading can be developed.

\[
\Delta\sigma_{eq} = \left( \frac{N_1}{N_{total}} \frac{g(R_1)}{g(0)} \right)^{\frac{1}{m}} \Delta\sigma = \left( \frac{N_2}{N_{total}} \frac{g(R_2)}{g(0)} \right)^{\frac{1}{m}} \Delta\sigma
\]

(14)

where \( p_1 \) and \( p_2 \) are the occurrence probability of the two stress ratios. For more general cases of many fatigue cycles, the equivalent stress ratio can be described as

\[
\Delta\sigma_{eq} = \left( \sum_{i=1}^{n} \frac{N_i}{N_{total}} \frac{g(R_i)}{g(0)} \right)^{\frac{1}{m}} \Delta\sigma = \left( \sum_{i=1}^{n} p_i \frac{g(R_i)}{g(0)} \right)^{\frac{1}{m}} \Delta\sigma
\]

(15)

A numerical simulation is performed to verify the proposed equivalent stress level. Same material properties as the one used in the last section is used. The random loading has a constant stress range of 200 MPa and the stress ratio follows a normal distribution. The mean value and standard deviation of stress ratio are -1 and 0.1 respectively. The histogram of 10000 cycle random loading is shown in Fig. 3 (a). A demonstration of the first 50 cycles of fatigue loading is shown in Fig. 3(b). Fatigue crack growth prediction has been done using the equivalent stress level (Eq. (15)). A comparison with cycle-by-cycle calculation is shown in Fig. 3 (c). The solid line is the fatigue crack growth curve under the true random loading history and dots are the fatigue crack growth under equivalent stress range. Good agreement of the final crack size can be observed in Fig. 3(c).

Case 3: varying stress range and stress ratio

Above two special cases assume one of the applied loading parameters (e.g., stress range or stress ratio) is fixed. A general case is discussed here if both of them
are random variables. A joint distribution of them is required for the derivation. In this case, the crack growth for any arbitrary cycle is determined by the following equation.

$$N_i = \int_{\Delta n_i}^{\Delta n_{i+1}} \frac{1}{g(R_i)(\Delta \sigma, \sqrt{\alpha})^m} da = \frac{g(0)}{g(0)(\Delta \sigma, \sqrt{\alpha})^m} \int_{\Delta n_i}^{\Delta n_{i+1}} da$$  \hspace{1cm} (16)

Following the same procedure, the general equivalent stress can be expressed as

$$\Delta \sigma_{eq} = \left( \sum_{i=1}^{n} \frac{N_i}{N_{total}} \frac{g(R_i)}{g(0)} \Delta \sigma^m \right) \frac{1}{m} = \left( \sum_{i=1}^{n} p_i(R_i, \Delta \sigma) \frac{g(R_i)}{g(0)} \Delta \sigma^m \right) \frac{1}{m}$$  \hspace{1cm} (17)

where $p_i(R_i, \Delta \sigma)$ is the joint distribution of the stress range and the stress ratio. Eq. (17) is the generalized equivalent stress transformation without considering the loading interaction effect.

A numerical example is applied to the general case where both stress range and stress ratio varies. A joint distribution (Gaussian) of the stress range (mean: 200 MPa, std: 20 MPa) and the stress ratio (mean:-1, std: 0.1) is shown in Fig. 4 (a). The correlation coefficients of stress range and stress ratio is assumed to be 0.5. The first 50 cycles of a random 5000 loading history is shown in Fig. 4 (b). Fatigue crack prediction has been performed for this joint-distributed stress range and stress ratio. Comparison with cycle-by-cycle calculation is shown in Fig. 4 (c). Satisfactory results are obtained.

3. **Equivalent stress transformation with load interaction**

Previous discussion focuses on the equivalent stress transformation without considering load interaction. It is well known that the "memory" effect exists for fatigue crack growth and the coupling effect has to be considered. In this section, the previous developed equivalent stress model is extended to include the load interaction.
effect, such as the overload retardation and underload acceleration. The modification is based on a recently developed small time scale formulation of fatigue crack growth [22] and a load interaction correction factor.

A new small time scale model has been developed by Lu and Liu [22]. This method is based on the incremental crack growth at any time instant within a cycle, and is different from the classical reversal-based fatigue analysis. This methodology is based on the interaction of forward and reverse plastic zone and has been validated under various variable amplitude loadings, such as a combination of overload and underload. The small time scale method is briefly described below. Detailed derivation can be found in the referred paper [22].

The developed incremental crack growth model is schematically shown in Fig. 5. The model is developed based on the geometric relationship between the crack tip opening displacement (CTOD) and the instantaneous crack growth kinetics. Considering the geometry of crack tips at two time instants \( t \) and \( t + dt \), the relationship between the CTOD increment \( d\delta \) and the crack growth \( da \) can be expressed as

\[
da = \frac{\sigma \tan(\theta)}{2} d\delta = W d\delta
\]  

(18)

where \( W = \frac{\sigma \tan(\theta)}{2} \) and \( \theta \) is the crack tip opening angle (CTOA). It should be noted that Eq. (18) assumes the infinitesimal crack growth.

Using several hypotheses about the non-uniform crack growth kinetics within one loading cycle, a general instantaneous crack growth rate at any time can be expressed as
\[
\dot{a} = H(\dot{\sigma}) \cdot H(\sigma - \sigma_{ref}) \cdot \frac{2W\lambda\sigma}{1-W\lambda\sigma^2} \cdot \dot{\sigma} \cdot a \quad (19)
\]

where \( H(x) = \begin{cases} 1, & \text{if } x > 0 \\ 0, & \text{if } x \leq 0 \end{cases} \) and \( \sigma_{ref} \) is the lower integration limit. Eq. (19) includes two hypotheses: 1) there is no crack growth during the unloading path (see the term of \( H(\dot{\sigma}) \)); 2) there is no crack growth during the initial loading path (see the term of \( H(\sigma - \sigma_{ref}) \)). Detailed justification of these hypothesis and validation under uniaxial loadings can be found in [23]. The crack length at any arbitrary time can be calculated via direct time integration over both sides of Eq. (19). The load interaction effect can be predicted and explained using the small time scale model. It should be noted that any mechanism-based fatigue crack growth model can be used to include the load interaction effect. The small time scale model is selected in this study to show the overall methodology of the proposed equivalent stress transformation.

The key idea of this paper is the equivalent stress transformation. A modification of the equivalent stress transformation is proposed to include the load interaction effect. The equivalent stress transformation considering the load interaction effect is defined as

\[
\Delta\sigma_{eq}^* = \eta\Delta\sigma_{eq} \quad (20)
\]

where \( \Delta\sigma_{eq}^* \) is the equivalent stress level considering the load interaction effect and \( \Delta\sigma_{eq} \) is calculated using Eq. (17) without considering the load interaction term. \( \eta \) is the factor for the load interaction effect and depends on specific loadings and material properties. This factor can be calibrated by the cycle-by-cycle simulation results. Details are shown below for deterministic variable amplitude loading and random
variable amplitude loading cases.

If the applied variable loading spectrum is deterministic (i.e., the future loading sequence is known), the load interaction factor $\eta$ is a deterministic variable. The calibration of $\eta$ can be done by minimizing the crack length prediction error of the equivalent stress level and the cycle-by-cycle simulation results using the small time scale model. This procedure is based on the least square fitting. An example is shown below in Fig. 6. Fig. 6(a) shows the deterministic loading spectrum (i.e., three repeated overload block spectrum). Fig. 6(b) shows the crack length predictions using the cycle-by-cycle simulation (triangle symbols) and the prediction results using the equivalent stress transformation (solid line). Standard searching algorithms can be used to find $\eta$ to minimize the difference between these two predictions. If retardation effect is dominant, $\eta$ will be less than 1. If the acceleration effect is dominant, $\eta$ will be larger than 1. If no significant load interaction effect exists, $\eta$ will be close to 1.

Above discussion is for simple repeated block loading, where the future load sequence is known. If the specimen is under truly random loading, where the future load sequence is unknown, the load interaction factor $\eta$ becomes a random variable. In this case, several calibration using random generated loading histories are required. For each generated loading history, one $\eta$ value will be calibrated. All calibrated $\eta$ values can be used to calculate the statistics of $\eta$. In the probabilistic fatigue crack growth analysis shown below, $\eta$ is an input random variable including the future loading uncertainties. An example has been demonstrated for variable loading.
with unknown sequence. The variable loading is the same as shown in Fig. 6 (a) with unknown \( n1, n2 \) and \( n3 \). The summation of \( n1, n2 \) and \( n3 \) equals to 1997. Different crack length simulations with random combinations of \( n1, n2 \) and \( n3 \) are been generated first. Load interaction factor \( \eta \) is then calibrated for each case using least square regression. The calibrated \( \eta \) values can be fitted to a probability distribution. The empirical cumulative distribution function and fitting results are shown in Fig. 7. Once the distribution of \( \eta \) is found, the fatigue crack growth with unknown loading sequence can be predicted. Details of the model validation are discussed in Sec. 5.2.

4. **Probabilistic crack growth prediction using Inverse FORM**

Reliability analysis focuses on the probability of failure at a given spatial coordinate, which is made up of multi-dimensional variates, while inverse reliability analysis focuses on the coordinate in the multi-dimensional space at a certain reliability level. Simulation-based methods are the most traditional method; however, the computational efficiency can not satisfy the most current engineering projects. Analytical method such as first-order reliability (FORM) [24, 25] or second-order reliability method (SORM) are widely used numerical technique due to their efficiency and accuracy. Form method are widely applied in reliability analysis [26-28] as well as inverse reliability analysis.

FORM method requires a performance function to describe the either physical or no-physical phenomena. This performance function can be an explicit function, e.g., mechanical model, mathematical model, or can be an inexplicit function, which is just
based on many observations of a phenomena. A limit state function is expressed as a function of two sets of Gaussian variables $x$ and $y$, as shown below:

$$g(x, y) = 0$$  \hspace{1cm} (21)

where $x$ is a multi-dimensional random variable vector and represents material properties, loadings, and environmental factors, etc. $y$ is the index variable vector, e.g., time, spatial coordinates and displacement. Transformation [29] are required for non-Gaussian variables to their equivalent standard normal space.

$$\|x\| = \beta$$  \hspace{1cm} (22)

$$P_f = \Phi(-\beta)$$  \hspace{1cm} (23)

where $\beta$ is defined as the distance from origin to the most probable point (MPP) in the standard normal space. The failure probability $P_f$ can be calculated using the cumulative distribution function (CDF) $\Phi$ of the standard Gaussian distribution. $\beta$ is a non-negative value and the same value of $\beta$ may indicate different failure of probability.

For the failure probability larger or equal to 50%, at the MPP the vector $x$ is in the same direction with the normal direction at MPP, while for the rest case with failure probability less than 50%, the vector $x$ is in the opposite direction with the normal direction at MPP and the situation can be described as:

$$\frac{x}{\|x\|} = \pm \frac{\nabla_x g(x, y)}{\|\nabla_x g(x, y)\|}$$  \hspace{1cm} (24)

where $\nabla_x g(x, y)$ is the normal vector at MPP. The plus and minus sign represent $P_f$ larger than 50% and less than 50%, respectively.

The overall objective of the FORM method is to find a non-negative function
satisfying all constraint conditions specified in Eq. (22-25). The limit state function is expanded around random variable vector \( x_0 \) using first-order Taylor’s series expansion, and the indexing variable vector \( y \) is fixed.

\[
g(x, y) = g(x_0, y_0) + \nabla_x g(x_0, y_0)(x - x_0) + O(x) = 0
\]

The increments of \( x \) and \( y \) can be expressed as

\[
\Delta_1 = \begin{bmatrix}
\nabla_x g(x_0, y_0) \cdot x_0 - g(x_0, y_0) \\
\nabla_x g(x_0, y_0)
\end{bmatrix} \left( \nabla_x g(x_0, y_0) - x_0 \right)
\]

Using first order Taylor’s series expression, the limit state function can be expanded around \( x \) and \( y \) as

\[
g(x, y) = g(x_0, y_0) + \nabla_x g(x_0, y_0)(x - x_0) + \nabla_y g(x_0, y_0)(y - y_0) + O(x_0, y_0)(x - x_0) = 0.
\]

The new \( x \) can be obtained by rewrite Eq. (24),

\[
x = \pm \left( x_0 \right) \left( \frac{\nabla_x g(x_0, y_0)}{\| \nabla_x g(x_0, y_0) \|} \right)
\]

Substitue Eq.(28) into Eq.(27), the increments of \( x \) and \( y \) can be expressed as

\[
\Delta_2 = \begin{bmatrix}
-x_0 \pm x_0 \left( \frac{\nabla_x g(x_0, y_0)}{\| \nabla_x g(x_0, y_0) \|} \right) \\
\nabla_x g(x_0, y_0) \cdot x_0 - g(x_0, y_0) \pm x_0 \left( \frac{\nabla_x g(x_0, y_0)}{\| \nabla_x g(x_0, y_0) \|} \right)
\end{bmatrix}
\]

An analytical search algorithm is expressed as Eq. (30)

\[
(x, y) = (x_0, y_0) + (a_1 \Delta_1 + a_2 \Delta_2)
\]

\[
a_1 + a_2 = 1
\]

where \( a_1 \) and \( a_2 \) are non-negative value and represent the weight of each search directions. Eq. 32 is a general solution for both forward reliability and inverse
reliability. For forward reliability method, $a_1$ equals to 1, and $a_2$ equals 0; while for inverse reliability method, $a_1$ and $a_2$ can be any non-negative values which satisfy Eq. (31). Different combinations of $a_1$ and $a_2$ result different convergence speed.

The convergence criterion for the numerical search algorithm is

$$
\frac{\left(\|x - x_0\|^2 + \|y - y_0\|^2\right)^{\frac{1}{2}}}{\left(\|y\|^2 + \|y\|^2\right)^{\frac{1}{2}}} \leq \epsilon
$$

(32)

where $\epsilon$ is a small value and indicates that the relative difference between two numerical solutions is small enough to ensure the convergence.

5. Validation with experimental data

In this section, experimental validation of the proposed equivalent stress transformation is performed. The validation is performed for two types of loadings: 1) deterministic variable loading with known future loading sequence; 2) random variable loading with unknown future loading sequence.

For the current problem, the limit state function is defined as

$$g(C, K_c, \eta, N) = \log \left( \int_0^n \frac{1}{C[\Delta K]^m} (1 - \frac{K_{\max}}{K_c}) da \right) - \log(N)
$$

(33)

The random variables can be the parameters $C$, the critical stress intensity factor $K_c$ and the load interaction factor $\eta$ in the fatigue crack growth model. It is assumed that the $C$, $K_c$ and $\eta$ follow log-normal distribution. In the current study, $C$, $K_c$ and $\eta$ are assumed to be independent random variables since each of them are corresponding to very different failure mechanisms. Further studies of the random variable selection and their statistical distributions and correlations are required. The
The proposed study aims to illustrate the application of the inverse FORM method and uses above mentioned simplifications.

### 5.1 Model validation with known loading sequence

Several experimental data are collected from open literature for model validation. The material is aluminum 7075-T6. The constant amplitude loading testing is shown in Fig. 8 for Al-7075 and fitted statistical distribution of material parameters is listed in Table 1. The experimental data are reported in [30]. A summary of the properties of the specimens used for the collected experimental data are listed in Table 2.

Experimental data of Al 7075-T6 [30] under two blocks loading spectrum are used for model validation. A schematic illustration of the two blocks loading is shown in Fig. 9. $p$ and $n$ in Fig. 9 controls the number of cycles at the high amplitude and the low amplitude, respectively. Eight sets of experimental different block loadings (two constant and six variable amplitude loadings) are used for model validation and are plotted in Fig. 10. $p$ and $n$ values for each spectrum loading are shown in the legend.

In Fig. 10, the fatigue crack growth prediction has been performed for Al-7075-T6. Both one thousand samples of Monte Carlo simulation and the inverse FORM method are used to calculate the probabilistic fatigue crack distribution. In Fig. 10, the fatigue crack growth prediction results for Al-7075 have been shown for 2 constant amplitude loading cases ((a),(b)) and 6 variable amplitude loading cases ((c)–(h)). The triangles shown in Fig. 10 are the experimental data [30]. The solid lines and the dashed lines represent median prediction of fatigue crack growth and 90% confidence bounds using Monte Carlo simulation, respectively. The dots shown in Fig. 10 are for the results of median and 90% confidence bounds using the inverse FORM method.
method. It is shown that the inverse FORM results agree well with Monte-Carlo simulation for the median fatigue life prediction and 90% confidence bounds. Both methods capture the major trends of fatigue life curves.

5.2 Model validation with unknown future loading spectrums

Above validation section uses variable amplitude loading with fully-known loading sequence. Thus, uncertainties from loading spectrums do not exist. In realistic application, the loading statistical information may be available from existing database or field measurement. However, the true loading sequence for particular structure is unknown. Thus, the uncertainties from unknown future loading sequences may contribute to the overall scatter of the probabilistic fatigue crack growth prediction. In this section, model validation has been done with unknown future loading sequences. Experimental data has been collected for Al-7075-T6 under variable loading with 6% overload [31]. A summary of the properties of the specimens used for the collected experimental data are listed in Table 3. The variable amplitude loading testing is shown in Fig. 11. $P_{\text{max}}$ and $P_{\text{min}}$ of the load cycles are 2000N and 200N, respectively. The peak value $P_{\text{max,ol}}$ for the overload cycle is 2400N for the overload ratio 1.2. Seven specimens are tested under random loading sequences. In another word, the statistics of these seven loading spectrum are same (i.e., all with 6% overload), but the sequence is different from each other. The block sequences of the testing group are listed in Table 4.

In the current study, both the overload occurrence probability and the overload ratio are constants. Hence, the loading sequence controls the uncertainties of the fatigue crack growth. In this case, the coefficient $\eta$ can be written as an explicit
function of loading sequences. First, seven different loading spectrums with 6% overload have been generated first. For each generated loading history, one \( \eta \) value will be calibrated. All calibrated \( \eta \) values can be used to calculate the statistics of \( \eta \). In the probabilistic fatigue crack growth analysis shown below, \( \eta \) is an input random variable including the future loading uncertainties. The statistic of loading factor \( \eta \) can be easily calculated and applied into the probabilistic fatigue crack growth prediction.

Experimental data under different loading spectrums has been shown in Fig. 12. Fatigue crack growth using one thousand Monte-Carlo simulation and the inverse FORM have been applied for probabilistic fatigue crack growth analysis. The solid lines and the dashed lines represent median prediction of fatigue crack growth and 95% confidence bounds using Monte Carlo simulation, respectively. The red dots are the inverse FORM results. It can be observed that the inverse FORM method results match well with the MC results. The 95% confidence bounds cover all the experimental data.

### 5.3 Computational efficiency

A summary of computation time using three different approaches are shown in the Table 5. The computations are performed using the same PC: dual core (Intel 6600) with 4gb rams and windows 7 OS. MATLAB 2009b is the program used in the current study. For cycle-by-cycle simulation, the computation time for single simulation run is about 5000 hours (estimated). Exact time for 1000 MC simulation using the cycle-by-cycle simulation is only estimated. It can be easily observed that, the MC simulation using the equivalent stress level is much more efficient. The most efficient
one is the equivalent stress level concept with the inverse FORM. The computational
time is several magnitudes less than both cycle-by-cycle and
equivalent-stress-level-based MC simulation. Thus, the proposed method (equivalent
stress level with inverse FORM) is very useful for real-time damage prognosis. It
should be noted that a large number of MC simulation is required for very low failure
probability (e.g., one million samples for 0.001% failure probability). In that case, the
ratio of computational time of the proposed method and the direct MC will be even
larger.

6. Conclusion

In this paper, an efficient probabilistic methodology is proposed for fatigue crack
growth prognosis. The proposed method simplifies the fatigue crack growth analysis
under general random loadings and does not need cycle-by-cycle calculation.
Analytical inverse FORM method avoids large number of simulations and further
enhances the computational efficiency. The advantage makes it very suitable for
real-time damage prognosis. Extensive experimental data for Al-7075-T6 under
different loading spectrums are used to validate the proposed methodology. Generally,
the model predictions agree with experimental observations well. Several conclusions
can be drawn based on the current investigation.

- Equivalent stress transformation is verified with direct cycle-by-cycle
  simulation and is very effective to reduce the random loading crack growth
  problem to an equivalent constant loading crack growth problem.
Several magnitudes of computational time can be saved combing the equivalent stress transformation and the inverse FORM method for probabilistic analysis.

Current study focuses on some simple overload spectrums for model validation. Future research is required to validate or modify the proposed model under more complex loading spectrums. Only limited number of specimens is performed under each loading cases. It will be great to have a large number of specimens to fully validate the statistical crack growth behavior in the future.
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Appendix 8: Accomplishments for Task 2.3

Probabilistic fatigue damage prognosis of lap joint using Bayesian updating

Abstract. In this paper, a general framework for probabilistic prognosis and uncertainty reduction under fatigue cyclic loading is proposed. First, the general idea using the Bayesian updating in prognosis is introduced. Several sources of uncertainties are discussed and included in the Bayesian updating framework. An equivalent stress level model is discussed for the mechanism-based fatigue crack growth analysis, which serves as the deterministic model for the lap joint fatigue life prognosis. Next, an in-situ lap joint fatigue testing with pre-installed piezoelectric sensors is designed and performed to collect experimental data. Signal processing techniques are used to extract the damage features for the crack length estimation. Following this, the proposed methodology is demonstrated using the experimental data under both constant and variable amplitude loadings. Finally, detailed discussion on validation metrics and sensitivity analysis of the proposed prognosis algorithm is given. Several conclusions and future work are drawn based on the proposed study.

1. Introduction

There are various types of uncertainties for the remaining life prediction of structural components, such as measurement uncertainty, mechanism modeling uncertainty, modeling parameter uncertainty, and detection model uncertainty. In order to reasonably perform the damage prognosis and health management, these
uncertainties need to be quantified and managed for accurate prognosis and decision-making. Bayesian updating algorithm ([1-3]) plays an important role in the uncertainty incorporation. The model parameters are considered as random variables, whose probability distribution is updated as more and more information is available from the target system. Before conducting the damage prognosis, the current health condition [4, 5] of the target system needs to be assessed. There are many non-destructive evaluation (NDE) methods available for fatigue damage diagnostics, such as thermograph (Hung 1996)[6], ultrasonics [7], X-ray CT [8], etc. With the development of Lamb wave-based damage detection methods, piezoelectric sensors have been widely used [9-15] for structural health monitoring because of their low cost and high efficiency [16]. The built-in piezoelectric sensors are an ideal way to detect invisible fatigue crack growth in metal structures [17] and internal delamination in composite components [18]. However, most of the existing studies focus on the simple plate components with without complex local geometrical features. Extending these detection methods to more complex structural components (e.g., lap joints) and considering uncertainties requires further attention.

Two major approaches were used for prognosis: data-driven and mechanism-based approaches. The proposed study uses the mechanism-based approach for prognosis. Paris’ law [19] is one of the most widely used fracture mechanics-based model for fatigue life prediction. Several modified versions of the Paris’ law have been reported in the literature, such as the modification for the near threshold crack growth [20, 21], small/short cracks growth [22, 23], and crack closure...
model [24]. Most of these studies are difficult to be applied to random variable spectrum loadings. An Equivalent Stress Level model [25] was suggested that can efficiently calculate the fatigue crack growth under variable amplitude loadings.

The paper is organized as follows. First, a prognosis framework is introduced based on the Bayesian updating. Next, a piezoelectric sensor based lap joint fatigue testing is introduced and the corresponding detection models are presented and compared. Following this, the proposed prognosis method is demonstrated using the experimental measured signals for different specimens under different loadings. Finally, the prognosis performance is validated using prognosis metrics and prognostic sensitivity is analyzed numerically.

2. Model development

2.1. Background of the Bayes’ theorem and uncertainty updating

In the prognosis problem, the newly observed information can be incorporated to obtain a better knowledge about the system, including its parameter distribution, model accuracy, and future performance. Recently, Bayes’ theorem has been extensively used in various engineering fields for prognosis [26] [27]. The Bayes’ theorem is to update the distribution of the interested parameters with the in-situ system responses. The posterior distribution of the parameters can be obtained by combining the information of its prior guess and the belief about the current system response. In the Bayesian updating, model parameters are considered as random
variables, which can be updated using the in-situ observation data $x'$. The posterior distribution of the parameters can be express as

$$q(\theta) \propto p(\theta)p(x'|\theta)$$

(1)

where $p(\theta)$ is the prior distribution of the model parameter. $\theta$ can be a vector for multiple parameters. $p(x'|\theta)$ is the likelihood function. $q(\theta)$ is the posterior distribution of model parameter. In the Bayesian updating, model uncertainties and measurements uncertainties are incorporated in the construction of the likelihood function. Details are shown below.

In the prognosis problem, the sources of uncertainties usually include, but not limited to, the mechanism modeling uncertainty, the model parameter uncertainty, and the measurement uncertainty. Consideration of these uncertainties is essential for providing an informative inference and prognosis of the target system. For fatigue problems, the crack propagation is not a smooth and stable process, thus a good choice of the mechanism model to express the crack growth plays a vital role to predict the remaining fatigue life. The parameters uncertainties in the mechanism model will propagate to the prognosis results. Additionally, measurement uncertainties are determined by the measuring technique. Moreover, if the target system response is obtained by other measurements, such as signals, the uncertainties may be induced by the detection model used to predict the target system response.

Consider a generic mechanism model to describe the time-dependent behavior of a system
where $x_t$ is the target system response at time $t$ (e.g., the crack length in fatigue problem) $N$ is the index variable (i.e., non-random), such as time and spatial coordinates). $\theta$ is a vector for model random parameters. Due to the experimental measuring uncertainties, the testing measurement for the system response can be described by introducing a measurement noise $\epsilon_1$, i.e.,

$$x' = x_t + \epsilon_1$$

In some engineering applications, the system response cannot be directly measured and needs to be inferred from other types of signals. For example, the crack in a component cannot be easily measured directly using optical method due to the inaccessible locations of these cracks. Features from NDT sensor signal can be used to infer the crack length. In this case, the inference becomes the detection model and itself will have additional uncertainties (e.g., data reduction scheme in the feature extraction or regression analysis for the correlation between features and system responses). If a certain detection model $D(F)$ using received signal features $F$ is used to infer the system response, the detection model can be expressed as

$$D(F) = x' + \epsilon_2$$

where a random variable $\epsilon_2$ is used to describe the detection model uncertainties. To update the target system using the detected system response, the likelihood function $p(D(F)|\theta)$ needs to be constructed. In the following section, the likelihood function $p(D(F)|\theta)$ needs to be constructed.
function is formulated for given mechanism model and the detection model. The above described uncertainties are included in the likelihood function.

The probability distribution of $\epsilon_1$ is represented as $p(\epsilon_1|\theta) = f_1(\epsilon_1)$ and the probability of detection model error $\epsilon_2$ is $p(\epsilon_2|\theta) = f_2(\epsilon_2)$. The conditional probability of $p(D(F)|\theta)$ can be obtained by marginalizing the joint probability $p(D(F), x', \epsilon_2|\theta)$ over $x'$ and $\epsilon_2$, which is given as

$$ p(D(F)|\theta) = \int x' \int \epsilon_2 p(D(F), x', \epsilon_2|\theta)dx'd\epsilon_2 = \int x' \int \epsilon_2 p(x'|\theta) p(\epsilon_2|\theta)p(D(F)|x', \epsilon_2, \theta)dx'd\epsilon_2 $$ (5)

Based on Eq. (4)

$$ p(D(F)|x', \epsilon_2, \theta) = \delta(D(F) - x' - \epsilon_2) $$ (6)

Substitute the above equation into Eq. (5)

$$ p(D(F)|\theta) = \int x' p(x'|\theta) f_2(D(F) - x')dx' $$ (7)

In Eq. (7), the probability $p(x'|\theta)$ needs to be determined. Based on Eq. (2) and Eq.(4), we can get the equation $x' = M(N, \theta) + \epsilon_1$. The conditional probability of $p(x'|\epsilon_1, \theta)$ can be expressed as

$$ p(x'|\epsilon_1, \theta) = \delta(x' - M(N, \theta) - \epsilon_1) $$ (8)

Following the same procedure in Eq. (5), the conditional probability $p(x'|\theta)$ can be calculated by marginalizing over $\epsilon_1$

$$ p(x'|\theta) = \int \epsilon_1 p(\epsilon_1|\theta)p(x'|\epsilon_1, \theta)d\epsilon_1 = \int \epsilon_1 p(\epsilon_1|\theta)\delta(x' - M(N|\theta) - \epsilon_1)d\epsilon_1 $$
\[ = f_1(x' - M(N, \theta)) \quad (9) \]

Substitute Eq. (9) into Eq. (7)

\[
p(D(F)|\theta) = \int_{x'} p(x'|\theta) f_2(D(F) - x') dx' = \int_{x'} f_1(x' - M(N, \theta)) f_2(D(F) - x') dx' \quad (10)
\]

It can be seen that the condition probability \( p(D(F)|\theta) \) is the convolution between probability distribution \( f_1(\epsilon_1) \) and \( f_2(\epsilon_2) \). General solution for Eq. (10) is not apparent. To further simplify the calculation, it is assumed that \( f_1(\epsilon_1) \) and \( f_2(\epsilon_2) \) are independent Gaussian distributions [28, 29]. If the two errors are all Gaussian random noise with standard deviation \( \sigma_{\epsilon_1} \) and \( \sigma_{\epsilon_2} \), the convolution of the two Gaussian probability distribution can be expressed as

\[
p(D(F)|\theta) = \frac{1}{\sqrt{2\pi(\sigma_{\epsilon_1}^2 + \sigma_{\epsilon_2}^2)}} e^{\exp(-\frac{1}{2} \frac{(D(F) - M(N, \theta))^2}{\sigma_{\epsilon_1}^2 + \sigma_{\epsilon_2}^2})} \quad (11)
\]

2.2. In the Bayesian updating, the Markov-Chain Monte-Carlo (MCMC) method is used to draw samples. Since MCMC method is well documented in the open literature. No detailed discussion is given to save the space. Fatigue crack growth model

The proposed model is based on the equivalent transformation of a random loading to constant loading. It should be noted that the proposed methodology is generic and applicable to different types of mechanism models. For example, several mechanism models are available to describe the fatigue crack growth data under constant amplitude loading, such as Forman’s model [30], NASGROW model [31], and Paris’ law [19]. The used equivalent stress model is very efficient for the random...
variable loadings without the cycle-by-cycle calculation and has been validated with different sets of experimental data. In the equivalent stress fatigue crack growth model, a generalized crack growth rate curve is assumed as

\[
\frac{da}{dN} = f(\Delta \sigma, R, a)
\]  

(12)

For arbitrary crack growth, the fatigue cycles can be calculated by integrating both sides of Eq. (12).

\[
N_i = \int_{a_i}^{a_{i+1}} \frac{da}{f(\Delta \sigma, R, a)} da
\]  

(13)

where \(a_i\) is the crack size before \(N_i\) cycles and \(a_{i+1}\) is the crack size after \(N_i\) cycles. The total fatigue life \(N_{total}\) under arbitrary random loading history is the summation of \(N_i\) and can be written as

\[
N_{total} = \sum_0^N N_i = \sum_0^N \int_{a_i}^{a_{i+1}} \frac{da}{f(\Delta \sigma, R, a)} da
\]  

(14)

where \(a_0\) is the initial crack size and \(a_n\) is crack length at fatigue cycle \(N_n\).

The above discussion is for constant amplitude loading. For random variable loading, the proposed model tries to find an equivalent constant amplitude loading crack growth process under which the fatigue life obtained is the same with that of the true random loading case. The fatigue life of this equivalent crack growth process can be expressed as

\[
N_{total} = \int_{a_0}^{a_{n+1}} \frac{da}{f(\Delta \sigma_{eq}, R, a)} da
\]  

(15)

The equivalent stress level can be obtained by equaling Eq. (14) and Eq. (15) as

\[
\sum_0^N \int_{a_i}^{a_{i+1}} \frac{da}{f(\Delta \sigma_{i}, R, a)} da = \int_{a_0}^{a_{n+1}} \frac{da}{f(\Delta \sigma_{eq}, R, a)} da
\]  

(16)
Theoretically, Eq. (16) can be applied to any type of crack growth model. The detailed derivation for modified the Paris model is given below.

To incorporate the stress ratio effect, the Paris’ law is modified as

\[
\frac{da}{dN} = C (\Delta K)^m = g(R)(\Delta K)^m
\]  

where \(C\) and \(m\) are the fitting parameters in the Paris’ law. Parameter \(C\) can be expressed as \(kb^R\), where \(k\) and \(b\) are fitted by experimental data under different load ratios. Using Eq. (13) and the modified Paris’ law, the fatigue life \(N_i\) can be rewritten as

\[
N_i = \int_{a_i}^{a_{i+1}} \frac{1}{g(R_i)(\Delta \sigma_{1}\sqrt{\pi a})^m} da = \frac{g(0)}{g(R_i)(\Delta \sigma_{1})^m} \int_{a_i}^{a_{i+1}} \frac{1}{g(0)(\sqrt{\pi a})^m} \]  

Given two constant loading spectrums in one block, the relationship between the equivalent stress level and the variable amplitude loading can be described as

\[
N_1 \frac{g(R_1)(\Delta \sigma_{1})^m}{g(0)} + N_2 \frac{g(R_2)(\Delta \sigma_{2})^m}{g(0)} = (N_1 + N_2)(\Delta \sigma_{eq})^m
\]  

\[
\Delta \sigma_{eq} = \left( \frac{N_1}{N_1 + N_2} \frac{g(R_1)(\Delta \sigma_{1})^m}{g(0)} + \frac{N_2}{N_1 + N_2} \frac{g(R_2)(\Delta \sigma_{2})^m}{g(0)} \right)^{\frac{1}{m}}
\]  

where \(N_1\) and \(N_2\) are the two constant loading cycles in one block. Following the same procedure, the generalized equivalent stress can be expressed as

\[
\Delta \sigma_{eq} = \left( \sum_{i=1}^{n} \frac{N_i}{N_{total}} \frac{g(R_i)(\Delta \sigma_{i})^m}{g(0)} \right)^{\frac{1}{m}}
\]  

For the equivalent loading condition, the parameters \(k\) and \(m\) should be calibrated for specific specimens and are treated as random variables.
To precisely predict the fatigue life, an initial crack length is needed as input to the crack growth model. An equivalent initial flaw size (EIFS) concept [32] is applied to calculate the crack length for a given number of load cycles. In the probabilistic crack growth analysis, the EIFS and the parameter k for variable loading m are three random variables and will be updated. The initial estimation of EIFS can be calculated as [33]

\[
a = \frac{1}{\pi} \left( \frac{\Delta K_{th}}{\Delta \sigma_Y} \right)^2
\]

(22)

where \( Y \) is a geometry correction factor depending on specimen geometry and crack configuration, \( \Delta \sigma_f \) is fatigue limit, and \( \Delta K_{th} \) is the threshold stress intensity factor. For lap joints, the corresponding detailed solution for \( Y \) is given in [34].

As a short summary, the schematic diagram of the Bayesian updating framework for fatigue crack growth analysis is shown in Fig. 1. The corresponding prior distributions for model parameters are shown in Table .1. The probabilistic remaining useful life can be used calculated using the samples from the MCMC simulation.

3. Lap joint fatigue testing using a piezoelectric sensor network

In this section, the proposed methodology in section 2 is demonstrated using lap joint testing and model predictions are compared with experimental observations. Details are shown below.

3.1. Experiment Setup
The experimental setup for damage prognosis of riveted lap joint coupons consists of three major modules: sensing and data acquisition system, optical fatigue crack measurement system, and fatigue cyclic loading system (Figure 2). Sensing and data acquisition system generates a 3.5 cycles tone burst lamb wave from Piezoelectric (PZT) actuators and records the corresponding signal received by PZT sensors. Optical crack measurement system uses a traveling microscope to measure the crack length after a certain number of loading cycles at regular intervals. The specimen is subjected to tensile cyclic loading using a hydraulic testing machine. The experiment setup is shown in figure 1. The coupons were subjected to two types of loading spectrums: constant block loading and variable block loading as shown in figure 3.
Prior Likelihood function

\[ D(F) = M(N, \theta) + \varepsilon \]
\[ \varepsilon \sim N(0, [\sigma_\varepsilon^2 + \sigma_\tau^2]) \]

Posterior Bayes' Theorem

\[ \text{Post}(\theta) \propto p(\theta)p(D(F)|\theta) \]

Figure 1. The overall prognosis framework using Bayesian Updating

Figure 2. Systematic flow chart for the damage diagnosis system for lap joint
3.2. Specimen Geometry and Sensor Layout Design

The riveted panels are made of 0.063 inch Al 2024-T3 sheets that were originally provided by NRC, Canada. For repeatability, additional coupons were manufactured at NASA. Three rows of rivets are embedded in the panels. The detailed geometry is shown in figure 4 and corresponding mechanical properties of the material are shown in table 1. Multiple specimens are tested to show the reproducibility of the proposed method and to include the effect of uncertainties among different specimens. Detailed information for the specimens are shown in Table XXX.

The experimental results have shown that the major crack always appears at the countersunk hole in the first row. Therefore, the first row is considered as the target region for damage detection. The actuators and the sensors are placed on the opposite sides of the first row. This ensures the crack would be on the direct wave path of the sensor-actuator pairs whenever it appears. To employ a pitch-catch method [35], PZTs acting as actuators and sensors are glued on the two sides of the rivet holes. The corresponding sensor network configuration is shown in figure 5. Red dots represent actuators away from the target region and the green dots represent sensors near the
target region. Each pair of sensors can interrogate the damage information on their direct wave path.

<table>
<thead>
<tr>
<th>Material</th>
<th>Yield strength (Mpa)</th>
<th>Elastic modulus (Mpa)</th>
<th>$\sigma_u$ (Mpa)</th>
<th>$\Delta K_{th}$ (Mpa$m^{0.5}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al2024-T3</td>
<td>360</td>
<td>72000</td>
<td>490</td>
<td>1.1164</td>
</tr>
</tbody>
</table>

Figure 4. Geometry of the lap joint and detailed dimension of the connection part

Figure 5. Sensor network layout for damage detection on riveted lap joint

3.3. Experimental Result and Data Processing
In this study, a Hamming-windowed sinusoidal tone burst with 3.5 cycles was used as the actuating signal. The central frequency of this signal was set at 200kHz, as shown in figure 6. After installing the specimen on the hydraulic machine, the baseline signal for normal condition is collected first. Further data are collected periodically and the traveling microscope is used to measure the surface crack length at regular intervals. Figure 7 illustrates a typical signal obtained for specimen T4 subjected to the constant amplitude loading. With further signal processing, changes in selected features (phase change, correlation coefficient, and amplitude change) are calculated. The amplitude change reflects the energy dissipation due to the crack. The phase angle change is due to the traveling distance change due to the crack. The correlation coefficient change reflects the signal perturbation due to the new waves generated at the crack surfaces (Raghavan and Cesnik 2007). All of these feature changes can be obtained by comparing the received signals under normal and defect condition. Detailed description is given in the open literatures [36-38]. The relationship between trends in features and crack length is shown in figure 8.

![Graph](image)

**Figure 6.** A tone burst signal of 3.5 cycles with 200kHz central frequency
3.4. Detection model

3.4.1. Linear Regression model

As shown in figure 8, all features exhibit monotonic relationships with increasing crack length. Thus, all three features are potentially good candidates for the detection. A linear regression model is used to combine all three feature and to predict the crack length. Using datasets from several testing specimens, a linear regression is shown in Eq. (24), which is trained using datasets from five different specimens (T1, T2, T3, T4, and T5). Table 2 lists the regression coefficients for this formulation.

\[ a = B + \beta_1 x + \beta_2 y + \beta_3 z \]  

(24)
where $a$ is the detected crack length, $x$ is the correlation coefficient, $y$ is the phase change variable, and $z$ is the normalized amplitude.

### Table 2. Coefficients for linear regression model

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>4.23</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>1.98</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>4.23</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>-4.79</td>
</tr>
</tbody>
</table>

Using the diagnostic model described above, detected crack length for other specimens can be obtained. Figure 9 shows experimentally measured crack lengths and the detection results for the two specimens (NRC T6 and variable loading T7). It can be observed that detection results show good agreement with experimentally measured crack length in general.

![Figure 9. Measurement and detection model prediction using linear regression model](image)

**Figure 9.** Measurement and detection model prediction using linear regression model

### 3.4.2. Quadratic regression model
Following the same procedure as the above discussed linear regression model, the quadratic detection model is given as Eq. (25). This model is trained by datasets from five different specimens (T1, T2, T3, T4, and T5). The corresponding coefficients for this model are listed in table 3.

\[
a = A + \alpha_1 x + \alpha_2 y + \alpha_3 z + \alpha_4 xy + \alpha_5 xz + \alpha_6 yz + \alpha_7 x^2 + \alpha_8 y^2 + \alpha_9 z^2
\]

(25)

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7.92</td>
</tr>
<tr>
<td>\alpha_1</td>
<td>-2.77</td>
</tr>
<tr>
<td>\alpha_2</td>
<td>-2.69</td>
</tr>
<tr>
<td>\alpha_3</td>
<td>-9.41</td>
</tr>
<tr>
<td>\alpha_4</td>
<td>0.529</td>
</tr>
<tr>
<td>\alpha_5</td>
<td>-5.19</td>
</tr>
<tr>
<td>\alpha_6</td>
<td>10.0</td>
</tr>
<tr>
<td>\alpha_7</td>
<td>6.21</td>
</tr>
<tr>
<td>\alpha_8</td>
<td>0.67</td>
</tr>
<tr>
<td>\alpha_9</td>
<td>3.50</td>
</tr>
</tbody>
</table>

Using the quadratic regression model described above, detected crack length for various specimen can be obtained. The measurement and model prediction of specimen T6 and T7 are shown in figure 10.
3.4.3. Gaussian Regression model

Gaussian process regression is a generalization of the Gaussian probability distribution [39]. Random variables, such as scalars or vectors (for multivariate distributions) are considered using a probability distribution. Given a dataset $D = \{X_1, X_2, ... X_k | X_i \in \mathbb{R}^D\}$ and $y = \{y_1, y_2, ... y_k\}$, the system measurement $y$ can always be considered as a sample from a multivariate Gaussian distribution. The Gaussian process can be specified by its mean function and the covariance function as

$$m(X) = E(f(X)) \quad (26)$$

$$k(X,X') = E[(f(X) - m(X))(f(X') - m(X'))] \quad (27)$$

With an appropriate choice of mean function, covariance function, the function $y = g(x)$ can be defined as $g(x) \sim GP(m(x), k(x,x'))$. In comparison with several mean and covariance functions, the mean function and covariance function are chosen as

$$m(X) = ([y_1 \ y_2 \ ... \ y_D]X + y_0)^2 \quad (28)$$
where $y_0 \cdots y_D$, $\sigma_f$, $l$ are parameters need to be tuned to maximize the likelihood function. The detailed discussion of its application can be found in [39]. Since the signal feature space is in dimension 3 (Correlations coefficient, Phase change, and Amplitude), function $f_d(t)$ is chosen as $f_3(t) = 1 + t$. Following the previous procedure, this model is trained using datasets for (T1, T2, T3, T4, and T5), the datasets for T6 and T7 are used as validation. The results are shown in figure 11.

![Figure 11. Measurement and detection model prediction for specimens using GP regression model](image)

Based on the above discussion of detection models, the relevant measures of goodness of fit statistics can be obtained, which are given as

| Table 3. Comparison of regression statistic for different regression models |
|---------------------------------|-----------------|-----------------|
|                               | R square        | Standard error  |
| Linear regression model       | 0.909010        | 0.681268        |
### Table

<table>
<thead>
<tr>
<th>Model</th>
<th>R square</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadratic regression model</td>
<td>0.961062</td>
<td>0.508134</td>
</tr>
<tr>
<td>Gaussian Regression model</td>
<td>NA</td>
<td>0.611133</td>
</tr>
</tbody>
</table>

By comparing the above three detection models, the Quadratic regression model gives the smallest standard error and the largest R square value. In the following section, the corresponding model detection results are used in the Bayesian updating and the prognosis sensitivity respect to measurement noise is discussed.

### 4. Lap joint fatigue damage prognosis using Bayesian updating

#### 4.1. Constant Loading Case

Based on the prognostic method discussed before, the detected crack length from the above Quadratic model is used to update the model parameters, and then predict the remaining useful fatigue life (RUL). To validate the prognosis result, the optically measured crack length is considered as the ground truth. Figure 12 shows the prior belief and figure 13 shows the updated results from the proposed prognosis method. Blue solid line is the median prediction using the prior distribution. Hollow rectangular points are the optically measured crack length and are considered as the true crack length. Black solid points are the crack estimation from the Lamb wave-based damage detection method.
Figure 12. Prior belief and dataset for T6
From figure 13, it can also be seen that the median prediction trend gets closer to the testing dataset with additional updating using detection data. The uncertainty bounds become narrower with additional updating, which indicates the effectiveness of the Bayesian updating method in reducing prognostic uncertainties. This trend can also be observed in the updated parameter distribution, shown in figure 14.
Figure 14. Parameter updating result. a), Updated EIFS. b), Updated log(c). c), Updated m

4.2. Variable Loading Case

Following the same procedure as described in Section 4.1., the prognosis is carried out for variable amplitude loading case. The detected crack length from the Quadratic regression model is used as the updating dataset. Figure 15 shows the prior belief and two sets of data (i.e., crack length measurement from optical microscope
and those from Lamb wave detection). Figure 15 shows the updated results using the proposed prognosis method.

**Figure 15.** Prior belief and dataset for T7
Figure 16. Bayesian updating results with a), Updating one. b), Updating two. c), Updating three.

From the above figures, a similar trend can be observed for the updated crack growth trajectory as well as for the constant amplitude loading case. The 99% confidence bound is reduced when additional updating is performed. Figure 17 shows the updated parameters distribution. The distribution of the updated parameters converges as more detected data is used in the Bayesian updating.
Figure 17. Parameter updating result. a), Updated EIFS. b), Updated log(k). c), Updated m

Updated m
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5. Prognostic Performance Evaluation and sensitivity analysis

To evaluate the performance of the prognostic model, prognostic metrics are employed. A detailed discussion of metrics-based model validation can be found in [40]. Several relevant metrics, such as Prognostic Horizon (PH), $\alpha - \lambda$ Accuracy, Relative Accuracy (RA), Cumulative Relative Accuracy (CRA), and Convergence are discussed in that publication. In this paper, Prognostic Horizon is used to assess prognostic algorithms performance. The Prognostic Horizon describes the length of time before end-of-life (EoL) when a prognostic algorithm starts predicting with desired accuracy limits. The limit is expressed using an $\alpha$-bound given by $\pm \alpha \cdot t_{EoL}$.

In contrast, $\alpha - \lambda$ Accuracy determines whether prediction accuracy is within desired accuracy levels (specified by $\alpha$) at a given time. The smaller $\alpha$ means the higher desired accuracy. The red dot represents the time when the Bayesian updating is applied. The prognosis performance validation for constant loading case and variable loading case is shown below.

- Constant loading prediction performance assessment

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure18.png}
\caption{Prognostic performance validation for constant loading}
\end{figure}
Figure 18 shows that the excellent median prediction is obtained after each updating. The 99% RUL prediction interval enters the 10% error bound at the third updating, so the proposed prognostic method can provide a satisfactory prediction of RUL.

- Variable loading prediction performance assessment

![Graph showing RUL prediction](image)

**Figure 19.** Prognostic performance validation for variable loading

From figure 19, the same trend can be observed. The 99% RUL interval prediction enters the 10% error bound after each updating. With additional updating, the confidence bound is reduced as given more information. Therefore, the updating result can provide an informative RUL prediction at earlier stage of the whole lifecycle.

6. Conclusion

In this paper, an integrated fatigue damage diagnostics and prognostics methodology is proposed, which combines a piezoelectric sensor network-based damage detection method, physics-based fatigue crack propagation model, and a
Bayesian updating framework. The proposed method is demonstrated and validated using fuselage lap joints test datasets. Finally, the model predictions are evaluated using prognostic metrics quantitatively. Based on the results obtained, several conclusions can be drawn:

1. By properly interpreting the features changes of the received signal, the proposed diagnostic model provides a reasonable estimate of the crack length in lap joints.

2. The accuracy of crack length prediction is different for different detection models. Based on the comparison of the regression statistics, the Quadratic regression model shows a better result in the current study.

3. Bayesian updating can represent and manage the uncertainties introduced by model parameters and detection model. Additional measurements can greatly reduce prognostic uncertainties.

The current work focused on the damage size estimation for a known damage location identified based on hot spot identification (and consequent sensor placement). Further efforts are required to provide capability for more general crack location methods and to extend the proposed methodology to other structural components. Last but not the least, this work assumed presence of a single major crack for predictions. Further studies are required to consider multiple site cracks and their interactions.
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