Thermal non-equilibrium processes in partially ionized plasmas can be most accurately modeled by collisional-radiative kinetics. This level of detail is required for an accurate prediction of the plasma. However, the resultant system of equations can be prohibitively large, making multidimensional and unsteady simulations of non-equilibrium radiating plasma particularly challenging. In this paper, we present a scheme for model reduction of the collisional-radiative kinetics, by combining energy levels into groups and deriving the corresponding macroscopic rates for all transitions. Although level-grouping is a standard approach to this type of problem, we provide here a mechanism for achieving higher-order accuracy by accounting for the level distribution within a group. The accuracy and benefits of the scheme are demonstrated for the generic case of atomic hydrogen by comparison with the complete solution of the master rate equations and other methods.
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I. INTRODUCTION

The ability to model plasma flows with non-equilibrium chemistry plays an important role in a number of applications including but not limited to plasma propulsion,1 high-speed reentry flows,2 plasma-assisted combustion and interpretation of laser diagnostics.3 In order to better understand the physical characteristics of the flow and the coupling with chemistry under the conditions of interests, one needs to accurately model all the non-equilibrium processes associated with the atoms and molecules (e.g., excitation, ionization, and dissociation) through collisional and radiative interactions.4–6 The most accurate treatment for these non-equilibrium plasmas requires a state-to-state approach,7–13 also referred to as collisional-radiative (CR) models, in which deviations from the equilibrium distribution of the internal states can be captured.

These CR models, although very accurate from a physics point of view, can be computationally very expensive due to the large number of internal states for which the number densities must be computed. For an atomic plasma, these states correspond to all the electronic excitation levels of the various neutral and ion species considered. For a molecular plasma, additional degrees of freedom such as the rotational and vibrational modes further increase the level of complexity. In addition, these molecular degrees of freedom are strongly coupled to the chemical reactions. For example, vibrational excitation facilitates dissociation or other endothermic reactions, and recombination can also favor the production of excited states. These models, derived from ab initio cross section databases for all elementary processes, can be applied to a wide range of plasma conditions and offer more complete insight into the non-equilibrium effects. For example, a recent study of ionizing shocks in Argon by Kapper and Cambier10,11 demonstrated that this level of detail is needed for an accurate prediction of high-speed flows. In addition, the unsteady coupling of the hydrodynamics and CR kinetics leads to physical phenomena which can, in turn, provide additional information useful for model validation and/or experimental measurements of various parameters.

Due to the large computational workload involved in solving the CR master equations, simulations incorporating state-to-state kinetics have only been limited to zero- or one-dimensional with a few exceptions of two-dimensional calculations.11,14,15 For example, the run-time for solving a set of rate equations for the CR kinetics of atomic hydrogen scales as the cubic power of the size of the atomic state distribution function (ASDF) when an implicit, backward-Euler method is employed. While better scaling laws could be obtained with iterative and more approximate schemes, their accuracy and stability for extremely stiff problems are still an issue. The development of very efficient and accurate schemes for CR kinetics is still an ongoing research topic which will be presented elsewhere; here, we discuss a different approach, consisting of lowering the complexity of the calculations by developing a reduced-order kinetic model suitable for multidimensional flow calculations while maintaining a sufficient level of detail required to accurately model the plasma. Several mechanism reduction schemes have been proposed in the literature with applications to various types of kinetics. Colonna et al.16 utilize a two-level distribution model to study nitrogen dissociation rates in recombining flows, in which all the vibrational levels except for the last level are modeled by a single energy equation with an assumption of a Boltzmann distribution, and the last vibrational level is modeled using state-to-state kinetics to take in account the non-equilibrium effects of the upper states. Magin et al.17 have
developed a rovibrational collisional (RVC) coarse-grain model to characterize the internal energy excitation and dissociation processes of nitrogen flow behind a strong shock wave. The coarse-grain model is derived by lumping the rovibrational energy levels into groups, in which the population is described by a uniform distribution. Guy et al. proposed a multi-internal-temperatures models for a vibrationally non-equilibrium flow, in which the vibrational distribution is divided into two or three groups, each with its own vibrational temperature. Liu et al. on the other hand, proposed a mechanism reduction to CR models based on the multi-group maximum entropy principle with the constraints being the macroscopic parameters.

In this paper, we examine several different level grouping schemes for the state-to-state kinetics of atomic electronic states. The first approach is similar to that of Magin et al. for the rovibrational collisional coarse-grain model and therefore is based on uniform (U) binning of the levels. The second approach here consists of grouping levels into groups with an assumed Boltzmann (B) distribution, allowing a higher-order description of the ASDF. In this case, the effective excitation temperatures are evolved in time by conserving a set of moments of the distribution function; the most obvious solution is to solve for number density and energy, similar to the approach by Guys et al. However, we will show that a different set of moment variables of the same order should be used, due to the specific nature of the ASDF.

The method developed here can be applied to a wide range of state-to-state kinetics models including the RVC and vibrational collisional (VC) models or the electronic collisional-radiative model. In the interest of simplicity, we consider here the CR model of atomic hydrogen, using classical models for the level energies and rates; the actual values of these parameters are unimportant here, as long as the structure of the ASDF is representative of the actual species, notably the geometric progression of the level energies of the ASDF and the stiffness ratio. The level grouping techniques are applied to reduce the cost of solving the full master equations and the results are compared with the reference solution computed from the full master equations.

The rest of the paper is organized as follows: we describe the state-to-state kinetics and numerical solution in Sec. II, while in Sec. III we describe the various mechanism reduction methods. We compare the results of the reduced-order models with the full set of master equations in Sec. IV and examine the issue of energy conservation in Sec. V. Finally, a summary is given in Sec. VI, while the derivation of the kinetic rates used in this study is given in Appendix.

II. COLLISIONAL-RADIATIVE MODEL

A. Definitions and rates

As mentioned above, we consider here the ASDF of atomic hydrogen coupled to electron impact excitation and ionization, and the reverse processes (respectively, deexcitation and recombination), as well as the radiative rates for line transitions in an optically thin approximation. Radiative recombination is neglected and all radiation absorption is ignored, as is free-free (Bremsstrahlung) emission, since this does not directly affect the atomic level populations. The atomic states of the hydrogen atom are listed as a function of their principal quantum number \( n \) only, following the Bohr atomic model; the splitting of states with respect to orbital and spin numbers is ignored, and all states have a degeneracy \( g_n = 2n^2 \). The states number from \( n = 1 \) to \( \infty \) and we consider a finite number of states \( n = 1, \ldots, M < \infty \) before reaching the ionization limit. In this simplified model, the energy of each state is given as \( E_n = E_H (1 - 1/n^2) \), as measured from the ground state \( (E_1 = 0) \), and we will denote by \( I_n = I_H (1/n^2 - 1/M^2) \) the energy required for ionization of level \( n \).

The population density \( N_n \) is the number of atoms per unit volume of a state \( n \). For a single bound-bound transition between states \( n \) and \( m (m > n) \) induced by electron-impact collisions, the rate of change of the population density is of the form

\[
\frac{dN_n}{dt} = -\alpha_{nm} N_n N_e + \beta_{nm} N_m N_e.
\]

Hereafter, we will use the convention of indexing the rates with the final state on the left, and the initial state on the right, i.e., \( (j|i) \). The first term on the right of Eq. (1) describes the loss due to excitation from level \( n \) to \( m \), as a result of collisions between free electrons (of number density \( N_e \)); the second term describes the gain due to collisional deexcitation from the state \( m \), with number density \( N_m \). Note that for the same transition between the levels \( n \) and \( m \), we also have

\[
\frac{dN_m}{dt} = +\alpha_{mn} N_m N_e - \beta_{nm} N_m N_e.
\]

If there were only two states to consider, Eq. (1) would be the entire rate of change for level \( n \), but since all transitions involving the state \( n \) must be counted, the rate of change for excitation and deexcitation alone involves summing up the right hand side over all levels \( m \neq n \). At equilibrium (Boltzmann), the ratio of population densities is

\[
\frac{N_n}{N_m} = e^{-\Delta E_{nm}/kT_e},
\]

where \( \Delta E_{nm} = E_m - E_n \) is the difference in level energies. For electron-impact processes, the rates \( \alpha \) and \( \beta \) in Eqs. (1) and (2) are functions of \( T_e \) and are given by Eqs. (A9a) and (A9b) in Appendix. For low values of the energy gaps between levels \( \Delta E_{nm}/kT_e \ll 1 \), both forward \( (\alpha) \) and backward \( (\beta) \) rates become very large. This leads to a wide range of time scales as the number of levels is increased, and to a considerable stiffness in the system of equations. For example, Figure 1 demonstrates the increase in both the maximum eigenvalue (inverse time scale) and the spread of values, i.e., stiffness, as the plasma evolves as function of time. Additionally, Eqs. (A9a) and (A9b) show that the system is strongly diagonally dominant, in the sense that transitions with small changes in quantum number \( (m - n \approx 1) \) have a
higher rate than those with \( m - n \gg 1 \). In fact, a fairly good approximation here could be to consider a ladder process, i.e., transitions between neighboring states only, but this is not necessarily applicable to other atomic configurations, and this approximation is not used here.

For ionization and recombination processes, the rate of change of the population density for level \( n \) is

\[
\frac{dN_n}{dt} = -\alpha_{(n+1)}^+ N_{n+1} + \beta_{(n-1)}^- N_n N_e^2. \tag{4}
\]

The first term on the right side is the loss due to ionization of that level by electron collisions (\( N_e \)), while the second term is due to the capture by an ion (\( N_{n+1} \)) of a free electron (one factor of \( N_e \)), in the presence of a second electron (leading to an \( N_e^2 \) dependence), required for energy conservation. The equilibrium for ionization and recombination (Saha) involves a different relation

\[
\left( \frac{N_e N_{n+1}}{N_n} \right)^* = S_n(T_e) = \frac{g_+}{g_n} \left( \frac{2\pi m_e kT_e}{h^2} \right)^{3/2} e^{-e\phi_+/kT_e}, \tag{5}
\]

where \( g_+ \) is the degeneracy of the ion ground state (for atomic hydrogen, \( g_+ = 1 \)). Thus, we cannot assume that the equilibrium values are the same for both excitation/deexcitation and ionization/recombination processes. Usually, we can have Boltzmann equilibrium (3) without Saha equilibrium, but hardly the reverse, mostly because it takes more energy to ionize than to excite; for the upper states close to the ionization limit \( (n \gg 1) \), the difference is less significant.

Only the radiative transitions between atomic levels (“line,” or “bound-bound” emission) are considered here. For each bound-bound transition \( m \rightarrow n \) \((m > n)\), we have

\[
\frac{dN_n}{dt} = +A_{(n|m)} N_m, \tag{6}
\]

\[
\frac{dN_m}{dt} = -A_{(m|n)} N_m. \tag{7}
\]

\section{B. Master equations}

Once all the macroscopic rates are obtained, we can construct the master equations describing the collisional-radiative kinetics of all levels. In this study, we consider atomic hydrogen, which has only one ion state, and only electron collisions, which allows us to remove the superscript \( e \) in the rate definition hereafter. The rate of change of the population density of a level \( n \) is thus written as

\[
\frac{dN_n}{dt} = -\sum_{m>n} \alpha_{(m|n)} N_{m} N_n + \sum_{m<n} \beta_{(n|m)} N_{n} N_m + \sum_{m=n} A_{(m|m)} N_m
\]

\[
+ \sum_{m>n} \alpha_{(n|m)} N_{n} N_m - \sum_{m<n} \beta_{(m|n)} N_{m} N_n - \sum_{m<n} A_{(m|n)} N_n
\]

\[
- \alpha_{(n+1)}^+ N_{n+1} + \beta_{(n-1)}^- N_n N_e^2. \tag{8}
\]

Similarly, we can write another equation for the rate of change of the population density of the ions according to the rate of ionization or recombination

\[
\frac{dN_e}{dt} = \sum_n \alpha_{(n|e)} N_n N_e - \sum_n \beta_{(e|n)} N_e N_n^2. \tag{9}
\]

Finally, the electron density is related to the ion density by the charge neutrality condition

\[
N_e = \sum_q Z_q N_q. \tag{10}
\]

We will compute the time evolution of a uniform plasma; if we assume a constant temperature bath, the conservation equations above constitute a complete set, but for constant-volume conditions—with time variation of the temperature—there is also conservation equation for the electron energy, which will be examined in more detail in Sec. V. The task of deriving a reduced model for the CR kinetics aims at modeling the shape of the ASDF at a lower computational cost compared to that required to solve the full master equations, while maintaining sufficient accuracy to capture the non-equilibrium effects. The most natural way to accomplish this is to partition the excited states into groups or “bins,” therefore reducing the number of variables in the system. Various assumptions can be made about the internal structure of each group, i.e., the distribution of states within the groups, and various approaches to solving the group-based variables can be devised.

\section{C. Numerical solution}

Examination of Eqs. (8) and (9) reveals that the full system of ODEs can be written in the following form:

\[
\frac{dX_p}{dt} = -J_p \cdot X_p + \sum_q K_{pq} X_q \quad \{ p, q \} \in \{ 1, \ldots, M, 1^+ \}, \tag{11}
\]

where \( X_p \) is the \( p \)-element of the vector of conserved variables—for the set of master equations (8), \( X_p = N_p \)—and \( J_p, K_{pq} \) are matrices built from summation over all possible transitions between levels, and are themselves functions of
Thus, the source term can generally be decomposed into a linear and non-linear terms. The system (11) can be solved using a variety of techniques. In this study, we have used a backward Euler scheme to avoid the stiffness of the CR kinetics. Expanding the general system (11)

\[
dX_p = -(\mathbf{J}_p + d\mathbf{J}_p) \cdot \langle X_p \rangle + \sum_q (\mathbf{K}_{pq} + d\mathbf{K}_{pq}) \langle X_q \rangle + dX_p
\]

and retaining 1st-order terms only, we obtain

\[
A_{pr} \cdot dX_r \simeq -J_p \cdot X_p + \sum_q K_{pq} \cdot X_q
\]

with the Jacobian

\[
A_{pr} = (1 + J_p)\delta_{pr} - K_{pr} + X_p \left( \frac{\partial J_p}{\partial X_r} \right) - \sum_q X_q \left( \frac{\partial K_{pq}}{\partial X_r} \right).
\]

For this implicit method, there is no stability restriction on the time step. For consistency, all the simulations shown in this paper utilized a constant time step. The same solution methodology is applied to the various cases of level groupings, where now some of the conserved variables in the set \( \{X_p\} \) are summations over the levels within the groups/bins, while in the general case of non-isothermal plasma, it also includes the electron energy \( E_e \).

### III. LEVEL GROUPING STRATEGIES

#### A. Uniform grouping

Consider a group of \( M \) individual levels \( \{n_0, \ldots, n_{M-1}\} \), abbreviated as \( i \in n \) and denote the group, or “bin” number by \( n \); hereafter, \( n, m, \ldots \) are the group indices and \( i, j, \ldots \) are level indices. This first approach to model reduction is essentially a zeroth-order approximation of the internal \(^{23}\) distribution function, where only one moment variable, either the total number density of the group or the total excitation energy of the group, is required. The traditional choice is to conserve the total number density of the group, i.e., \( \mathcal{N}_n = \sum_{i \in n} N_i \). Using Eq. (3), a Boltzmann approximation of the internal partition function \( Z_n \) is obtained by \(^{24}\)

\[
\mathcal{N}_n = N_{n_0} \sum_{i \in n} N_i \simeq N_{n_0} \sum_{i \in n} g_i e^{-\Delta E_i/T_e} = Z_a
\]

where \( \Delta E_i = E_i - E_{n_0} \) is the difference in energy between the level \( i \) and the first level of the group, \( n_0 \). The approximation of a group with uniform internal distribution is equivalent to having a characteristic group temperature \( T_n \) approaching infinity, compared to the total energy width of the group, i.e.,

\[
Z_n \rightarrow g_n = \sum_{i \in n} g_i,
\]

where \( g_n \) is the overall group degeneracy. The simplest model therefore consists of assuming all levels within the group to be distributed uniformly, i.e., weighted by the level degeneracy

\[
N_i = \frac{g_i}{g_n} N_n^i.
\]

The rate equation for a group \( n \) is obtained by summing the master rate equations (8) and (9) for all the levels \( i \) within the group, and utilizing relation (15)

\[
\frac{d\mathcal{N}_n}{dt} = -N_e \mathcal{N}_n \sum_{m \geq n} \sum_{i \in n} \sum_{j \in m} g_i \alpha_{ij}^m + \sum_{m \geq n} \sum_{i \in n} \sum_{j \in m} g_i \beta_{ij}^m
\]

\[
+ N_e \mathcal{N}_m \sum_{i \in n} \sum_{j \in m} g_j \alpha_{ij}^m + \sum_{m > n} \sum_{j \in m} \sum_{i \in n} g_j \beta_{ij}^m
\]

\[
- N_e \mathcal{N}_n \sum_{i \in n} g_i \alpha_{(+i)}^n + N_e^2 \mathcal{N}_n \sum_{i \in n} \beta_{(+i)}^n.
\]

Similarly for the ion state, one obtains

\[
\frac{d\mathcal{N}_n}{dt} = N_e \sum_{n} \mathcal{N}_n \left[ \sum_{i \in n} \frac{g_i}{g_n} \alpha_{(+i)}^n \right] - N_e^2 \mathcal{N}_n \sum_{n} \sum_{i \in n} \beta_{(+i)}^n.
\]

The terms within brackets in Eqs. (18) and (19) contain effective rates for the groups, which can be pre-computed. For example, in the first term on the right-hand-side of Eq. (18)

\[
\alpha_{ij} = \sum_{i \in n} \frac{g_i}{g_n} \alpha_{ij}^n
\]

is an effective excitation rate from group \( n \) to group \( m \). Note that since this model does not require computing an excitation temperature \( T_n \), all the effective transition rates between the groups can be expressed as a function of the kinetic temperature \( T_e \) only. It is important to emphasize that the grouping of levels is applied on the high energy states only; thus in any simulation we must choose a number of low-energy, “resolved” levels, as well as a variable number of groups combining the upper states. The number of discrete states, the number of groups and their widths are variable parameters of the model, whether we use uniform binning as above, or Boltzmann internal distributions, discussed below. In order to bound this parameter space (optimization is beyond the scope of the present work), we need to provide a reference solution, such that the population density of each level can be compared to the one reconstructed from the assumed internal distribution within each group. Figure 2 shows the evolution of the electron density computed from the master equations. This test corresponds to a strong ionization regime.
and the time evolution of the ASDF shows an increasing population of the higher atomic levels while the electron density grows exponentially. It also demonstrates the effect of the number of levels included in the simulation, i.e., using a fewer number of atomic states has an impact on delaying the onset of the electron avalanche. This indicates that ionization from the high-energy states is an important process, and therefore the evolution of the upper states must be accurately captured. We could always increase the size of the ASDF to obtain higher accuracy, but with diminishing ratios in Eq. (15)—and the total energy within the bin $E_n = \sum_{i,n} E_i N_i$, for which we can write conservation equations, derived from Eq. (8)

$$\frac{dN_n}{dt} = -N_e N_n \left[ \sum_{m>n} \sum_{i,n} \frac{g_i}{Z_n} e^{-\Delta E_{i}/T_n} \sum_{j,m} \beta_{(ij)} \right] + \sum_{m<n} \sum_{i,n} \frac{g_i}{Z_n} e^{-\Delta E_{i}/T_n} \sum_{j,m} \beta_{(ij)} \right] \ldots \quad (20a)$$

$$\frac{dE_n}{dt} = -N_e N_n \left[ \sum_{m>n} \sum_{i,n} \frac{g_i}{Z_n} e^{-\Delta E_{i}/T_n} \sum_{j,m} E_i \beta_{(ij)} \right] + \sum_{m<n} \sum_{i,n} \frac{g_i}{Z_n} e^{-\Delta E_{i}/T_n} \sum_{j,m} E_i \beta_{(ij)} \right] \ldots \quad (20b)$$

For sake of brevity, we did not write the entire list of contributions in Eq. (20), which can be easily derived from Eq. (18) by generalizing the weighting factors $g_i / g_n$ to $g_i e^{-\Delta E_{i}/T_n} / Z_n$, and similarly for other groups. By solving for total number and total energy of each group, according to Eqs. (20a) and (20b), we can guarantee direct conservation of both mass (total number of levels $N_n$) and energy ($E_n$). However, this approach presents some problems in determining the internal Boltzmann temperature, as will now be shown. First, let us define a total group/bin energy measured from the lower bound, i.e., $\Delta E_n = \sum_{i,n} (E_i - E_{min}) N_i$; the rate of change of this shifted energy is still given by the right-hand-side of Eq. (20b). We can then write

$$\Delta E_n = N_{n_{\text{shift}}} \sum_{i,n} g_i \Delta E_i e^{-\Delta E_{i}/T_n} = N_n \langle \Delta E \rangle_n, \quad (21)$$

where

$$\langle \Delta E \rangle_n = \frac{1}{Z_n} \sum_{i,n} g_i \Delta E_i e^{-\Delta E_{i}/T_n} = T_n^2 \frac{d}{dT_n} \ln(Z_n) \quad (22)$$

is the average group energy measured from the first internal level. Similarly, a specific heat at constant-volume can be determined, i.e.,

$$C_v(T_n) = \frac{d}{dT_n} \langle \Delta E \rangle_n = T_n^2 \left[ \sum_{i,n} g_i (\Delta E_i)^2 e^{-\Delta E_{i}/T_n} / Z_n - \langle \Delta E \rangle_n^2 \right] = T_n^2 \left[ \langle \Delta E^2 \rangle_n - \langle \Delta E \rangle_n^2 \right]. \quad (23)$$

Since $N_n$ and $E_n$ are conserved variables, we obtain new values at each time level $k$ and in order to compute the Boltzmann temperature $T_n$, we need to iterate the equation
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FIG. 2. Time evolution of the electron number density using different total number of atomic states. The electron temperature is set at 3.0 eV.

B. Boltzmann grouping—Number and energy

Several assumptions can be made regarding a Boltzmann-like structure within the group. Panesi et al.\textsuperscript{12} and Magin et al.\textsuperscript{25} rely on the assumption that the population within a group follows a Boltzmann distribution at the kinetic temperature, i.e., in this case, $T_n \equiv T_e$. This approach is only valid if the rates of exchange between the levels within the group are much faster than the exchange rates with levels outside the group; otherwise, one could then assume that the entire ASDF is governed by $T_e$ and is always in Boltzmann equilibrium. The validity of this assumption is highly questionable for atomic state populations.\textsuperscript{26} Furthermore, when different collision partners must be considered, the kinetic temperature can be either that of the heavy particles or the electrons (e.g., electron-impact excitation and heavy impact quenching); in this case, choosing either one of the kinetic temperature can impact on the results.

In order to accurately describe the population of a group with a Boltzmann distribution, two moment variables of the ASDF need to be conserved. The selection of these variables, however, can be arbitrary. Guy et al.\textsuperscript{18} conserved the total number density of the group and the average excitation energy; these, respectively, correspond to zeroth- and first-order moment variables, and would appear to be a natural choice. Consider the total number of states $N_n$—defined in Eq. (15)—and the total energy within the bin $E_n = \sum_{i,n} E_i N_i$, for which we can write conservation equations, derived from Eq. (8)
\[(\Delta E)_{e}(T_n^*) + C_e(T_n^*)\delta T_n^* = \frac{\Delta E_n^{(k)}}{N_n^{(k)}}, \quad (24)\]

where \(T_n^*\) is the running iterated value, until convergence (\(\delta T_n^* \simeq 0\)). However, the slope of the curve \((\Delta E)_{e}(T_n)\) is extremely flat at low temperature, i.e., \(C_e \rightarrow 0\). In fact, when \(T_n \rightarrow 0\), to the leading order we have: \(N_n \simeq N_{n_0} o(1 + \epsilon)\), \((\Delta E)_{e} \simeq o(\epsilon)\) and \(C_e(T_n) \simeq o(\epsilon)\), where \(\epsilon = e^{-\Delta E_1/T_0}\) is a small parameter. Therefore, during the iterations \(\delta T_n^* = o(\epsilon)/o(\epsilon)\) and arbitrary temperature solutions can be obtained. Our studies showed that indeed, numerical instabilities prevent us from obtaining satisfactory solutions in many test cases. While it is possible to introduce limiters to prevent unphysical or improbable values and stop the iteration counters, this is not a satisfactory solution to the problem. We should also emphasize that the problem occurs when \(T_n\) is small, which does not imply that electronic levels are unpopulated, since we may very well have small \(C_n\) temperatures as a result of initial conditions or running iterations, but non-negligible overall electronic excitation \((N_n \neq 0)\).\(^{27}\)

C. Boltzmann grouping—Partitioning

In the approach above, we are dealing with two reduced variables \(N_n\) and \(E_n\) (or \(\Delta E_n\)) which are both summations over the internal levels. An alternative may consist of keeping one of the level populations as a variable. Therefore, we could instead choose for each group \(n\) to conserve the population of the lowest level in that group \(N_{n_0}\) and \(N_n\), whose evolution is given by a form similar to Eq. (20a). To evaluate the Boltzmann temperature of the group, we now have at time step \((k)\), from Eq. (15):

\[N_n^{(k)} = \frac{N_{n_0}^{(k)}}{g_{n_0}} \sum_{i \in n} g_i e^{-\Delta E_i/T_n} = \frac{N_{n_0}^{(k)}}{g_{n_0}} Z_n(T_n^{(k)})\]

so that in order to evaluate the new bin temperature \(T_n^{(k)}\) we need to solve

\[Z_n(T_n^*) + \left(\frac{dZ_n}{dT_n}\right) \delta T_n^* = \frac{N_n^{(k)}}{N_{n_0}^{(k)}} g_{n_0} \quad (25)\]

until convergence. Using Eq. (22), this leads to

\[
\delta T_n^* \simeq \frac{T_n^{(2)}}{Z_n(T_n^{(k)})(\Delta E_n/T_n^{(k)})} \left[ \frac{N_n^{(k)}}{N_{n_0}^{(k)}} g_{n_0} - Z_n(T_n^*) \right], \quad (26)
\]

where, again, the dependencies on temperature have been explicitly written. At low \(T_n\), the denominator is \(o(\epsilon)(1 + \epsilon)\) and the numerator is a difference between two terms of \(o(1 + \epsilon)\). Therefore, the iterative procedure is again numerically unstable.

To attempt to alleviate this problem, we have examined yet another approach: for each group \(n\) we conserve the population of the lowest level in that group \(N_{n_0}\) and \(N_n\), the total population of the \textit{remaining} upper states \(n'\) of that group, such that \(n = n_0 \cup n'\). This is an effective partitioning within the group, which allows us to separate the variables, one of \(O(1)\) and the other of \(O(\epsilon)\). Clearly, we have now

\[N_n = \frac{N_{n_0}}{g_{n_0}} \sum_{i \in n'} g_i e^{-\Delta E_i/T_n} \quad \text{using} \quad N_n = \frac{N_{n'}^0}{Z_n} g_{n'} e^{-\Delta E_i/T_n}. \quad (27)\]

In order to evaluate the new temperature from the two conserved variables, we iterate on \(\delta T_n^*\) using a form similar to Eq. (25).

\[
Z_n'(T_n^*) + \left(\frac{dZ_n'}{dT_n^*}\right) \delta T_n^* = \frac{N_n^{(k)}}{N_{n_0}^{(k)}} g_{n_0} - Z_n'(T_n^*). \quad (28)
\]

However, it is easy to see that since \(\frac{d}{dT} Z' \equiv \frac{d}{dT} Z\), we obtain a similar equation to Eq. (26):

\[
\delta T_n^* \simeq \frac{T_n^{(2)}}{Z_n'(T_n^*) (\Delta E_n/T_n^*)} \left[ \frac{N_n^{(k)}}{N_{n_0}^{(k)}} g_{n_0} - Z_n'(T_n^*) \right]. \quad (29)
\]

In the same limit \(T_n \rightarrow 0\), both numerators and denominators are of \(O(\epsilon)\) and the temperature iterations are again unstable; this was verified through extensive tests under a variety of conditions and configurations. To avoid this systematic numerical problem, we must consider another way to evaluate the Boltzmann temperature inside each group.

Consider instead the following expansion of the partition function near the mean relative energy value \(\overline{\Delta E_n} = \frac{1}{g_{n_0}} \sum_{i \in n} g_i \Delta E_i\). Defining \(\delta_i \equiv \Delta E_i - \overline{\Delta E_n}\) as the shifted energy gap, we have

\[
Z_n(T_n^*) = \sum_{i \in n} g_i e^{-\Delta E_i/T_n} = e^{-\overline{\Delta E_n}/T_n} \sum_{i \in n} g_i e^{-\delta_i/T_n} = e^{-\overline{\Delta E_n}/T_n} \sum_{i \in n} g_i \left[ 1 - \frac{\delta_i}{T_n} + \frac{\delta_i^2}{2 T_n^2} + \cdots \right]
\]

\[
\simeq g_{n_0} e^{-\overline{\Delta E_n}/T_n} \left[ 1 + o(\delta_i^2/T_n^2) \right], \quad (29)
\]

where \(g_{n_0}\) is the total degeneracy—see Eq. (16). Therefore, up to second-order in the approximate ratio of the bin width to the temperature, the partition function can be approximated by a single exponential function and the relation (29) can be inverted. If we use the \((N_{n_0}, N_n)\) pair of conserved variables, we have

\[
\frac{N_n^{(k)}}{N_{n_0}^{(k)}} g_{n_0} = Z_n(T_n^*) \equiv g_{n_0} e^{-\overline{\Delta E_n}/T_n^{(i)}}. \quad (30)
\]

However, the left-hand-side of Eq. (30) is \(O(1 + \epsilon)\), and the right-hand-side should be as well. To see that this is the case, consider the first terms in the expansion of Eq. (29)\(^{28}\)

\[
Z_n(T_n^*) \simeq e^{-\overline{\Delta E_n}/T_n} \left[ g_{n_0} e^{-((\Delta E_0 - \overline{\Delta E_n})/T_n) + g_1 e^{-(\Delta E_1 - \overline{\Delta E_n})/T_n} + \ldots} \right].
\]

Since \(\overline{\Delta E} \simeq \Delta E_1\) and \(\Delta E_0 \equiv 0\), the right-hand-side is \(O(\epsilon)(O(1/\epsilon) + 1 + \cdots) \approx O(1 + \epsilon)\). Again, this is not a
Note that we have used the total number of errors. Furthermore, by computing the average gap \( \Delta \) from the lower-bound of the energy bin, the requirement \( (\delta) \ll T_n \) may be hard to justify at low group temperature.

Instead, we can take advantage of the self-similar structure of the atomic spectrum (exact for hydrogen, approximate for other atoms) and the fact that the energy gaps become narrower as the level index increases. Thus, let us define the average energy counting from the first level above the lowest level, as obtained from \( Z_n' \), defined in Eq. (27)

\[
Z_n' = \sum_{i \in n'} g_i e^{-\Delta E_i/T_n} = e^{-\Delta E_n/T_n} \sum_{i > n_0} g_i e^{-\delta_i/T_n}.
\] (31)

By definition of the mean, the first-order term in the expansion of the exponential on the right-hand-side should be: \( \sum_{i \in n'} g_i \delta_i = 0 \), where now \( \delta_i \equiv \Delta E_i - \Delta E_n \). This yields

\[
\Delta E_n = \frac{1}{g_n} \sum_{i > n_0} g_i \Delta E_i = g_n' \Delta E_n \equiv g_n' \Delta E_n' \quad \text{with} \quad g_n' = \sum_{i > n_0} g_i.
\] (32)

Therefore, \( \Delta E_n' \) differs from \( \Delta E_n \) only by a normalization factor, since \( \Delta E_n \equiv 0 \). Note that \( \Delta E_n > \Delta E_n \) and to lowest-order, \( Z_n(T_n) \approx g'_n e^{-\Delta E_n/T_n} \approx o(\epsilon) \). Using the conserved pair \( (N_m, N_n') \), the group temperature is now estimated by

\[
\frac{N_m}{N_m} g_m = Z_n(T_n) \quad \rightarrow \quad T_n \approx \frac{\Delta E_n}{\ln \left( \frac{N_m}{N_m} g_m \right)} \approx \frac{1}{\ln(\epsilon)}.
\] (33)

This is now a stable computation when \( \epsilon \to 0 \). Furthermore, the approximation \( (\delta) \ll T_n \) is more justifiable since the largest value \( (\delta_0 = E_m - \Delta E) \) is removed from the average.

We see that we now have the means to compute the internal group temperature from conserved variables without risking fatal numerical errors; this is possible only by separating the lowest and upper levels within the group, i.e., by performing a sub-scale, internal partitioning of the group.29 This is the approach used here for the last Boltzmann (hereafter denoted as B5) group we investigated, for which the appropriate pair of conserved variables to use is therefore \( (N_m, N_n') \). Note that it is also possible to improve on the temperature evaluation by incorporating all higher-order terms into the definition of the total degeneracy, i.e.,

\[
Z_n(T_n) = g'_n(T_n) e^{-\Delta E_n/T_n} \rightarrow \frac{dZ_n}{dT_n} = Z_n(T_n) \left[ \frac{\Delta E_n}{T_n^2} + \frac{d}{dT_n} \ln(g'_n) \right].
\] (34)

If \( T_n^* \) is the running iteration, first evaluated by Eq. (33), successive estimates of \( T_n^{(k)} \) are obtained, using Eq. (34), from:

\[
T_n^{(k)} - T_n^* = \frac{\ln\left( Z_n^{(k)}(T_n) \right) - \ln Z_n(T_n)}{dZ_n/dT_n} (T_n^*)
\]

This iterative procedure can rapidly converge (as demonstrated in our tests) because we have an excellent approximation of the initial temperature from the lowest-order direct evaluation (33), and the \( o(\epsilon) \) term has been factored as the leading term in the expansion. In other words, \( g'_n(T_n) \) is a smooth function of temperature with a non-vanishing gradient, allowing gradient-descent iterations.

D. Boltzmann grouping—Effective rates

As before, the master equations are used to derive the conservation equations for the two new variables \( (N_m, N_n') \), by setting \( i = n_0 \) for the first one, and summing over all levels \( j \in n' \) in the second case. The latter yields the following:

\[
\frac{dN_n'}{dt} = -N_n' \left[ \sum_{m \in n'} \sum_{j \in m} g_j e^{-\Delta E_j/T_n} Z_n'(j) + \sum_{m \in n'} \sum_{j \in m} g_j e^{-\Delta E_j/T_n} Z_n' \sum_{j \in m} \beta(j) \right] + N_n' \left[ \sum_{m \in n'} \sum_{j \in m} g_j e^{-\Delta E_j/T_n} Z_m(j) + \sum_{m \in n'} \sum_{j \in m} g_j e^{-\Delta E_j/T_n} Z_m \sum_{j \in m} A(j) \right] - N_n' \left[ \sum_{j \in n'} g_j e^{-\Delta E_j/T_n} Z_n'(j) \right] - N_n' \left[ \sum_{j \in n'} g_j e^{-\Delta E_j/T_n} Z_n(\delta) \right] + N_n' \left[ \sum_{i \in n'} g_i e^{-\Delta E_i/T_n} Z_n'(i) \right] + N_n' \left[ \sum_{i \in n'} g_i e^{-\Delta E_i/T_n} Z_n(\delta) \right] - N_n' \left[ \sum_{i \in n'} g_i e^{-\Delta E_i/T_n} Z_n'(i) + \sum_{i \in n'} g_i e^{-\Delta E_i/T_n} Z_n \sum_{i \in n'} A(i) \right] + N_n' \sum_{i \in n'} g_i e^{-\Delta E_i/T_n} \beta(i) \] (36)
(and tabulated) as a function of two temperatures: the kinetic temperature $T_n$ and the group excitation temperature $T_m$. Notice also that because of the bin-averaging, the effective radiative transition rates have also become temperature-dependent ($T_m$).

Similarly, the rate of change of the number density of the ground state of each group is

$$
\frac{dN_{m0}}{dt} = -N_n N_{m0} \sum_{m<n} \sum_{j<m} \alpha_{(m|j)} + \sum_{m<n} \sum_{j<m} \beta_{(m|j)}
$$

$$
+ N_n N_{m0} \sum_{m>n} \sum_{j<m} \frac{g_i e^{-\Delta E_i/T_n}}{Z_m} \alpha_{(m|j)}
$$

$$
+ \sum_{m>n} \sum_{j<m} \frac{g_i e^{-\Delta E_i/T_n}}{Z_m} \beta_{(m|j)} - N_{m0} \sum_{m<n} \sum_{j<m} A_{(j|m)}
$$

$$
+ N_n \sum_{m>n} \sum_{j<m} \frac{g_i e^{-\Delta E_i/T_n}}{Z_m} A_{(m|j)}
$$

$$
+ N_n \sum_{m>n} \sum_{j<m} \frac{g_i e^{-\Delta E_i/T_n}}{Z_m} \beta_{(m|j)} + \sum_{m<n} \sum_{j<m} \frac{g_i e^{-\Delta E_i/T_n}}{Z_m} A_{(n|i)}
$$

$$
- N_n N_{m0} \alpha_{(m+|m0)} + N_n^2 N_{m0} \left[ \beta_{(m+|m0)} \right]. \quad (37)
$$

Again, using the total number of levels $N_{m} = N_{m0} + N_{m}'$ on the right-hand-side allows us to consider together transitions between lowest states at the boundaries of different groups ($N_{m0} - N_{m}'$), as well as the transitions with the excited sub-partitions ($N_{m0} - N_{m}'$) and simply the expressions. Since the ion is conserved here as an individual state, the rate of change of its number density remains the same but can be rewritten in terms of the group number densities

$$
\frac{dN_n}{dt} = N_n \sum_{m<n} N_{m} \sum_{i<n} \frac{g_i e^{-\Delta E_i/T_n}}{Z_n} \alpha_{(i|+)}
$$

$$
- N_n^2 N_{m0} \sum_{m<n} \sum_{j<m} \beta_{(j|+)} \right]. \quad (38)
$$

Each term in brackets in Eqs. (36)–(38) is an effective rate for transfer between the group variables ($N_{m0}, N_{m}'$); $\forall n$. As mentioned in Sec. III A, both individual levels and groups (uniform or Boltzmann) are considered when solving the ASDF. The few individual states are the lowest in the energy scale, with the largest successive gaps, while the multitude of upper levels is distributed into a variable number of groups. This is justified on the basis of the kinetic rates (see the stiffness ratios of Figure 1), and as justification of the expansion (29).

### IV. ACCURACY OF UNIFORM AND BOLTZMANN METHODS

#### A. Isothermal ionization test case

In the previous section, we have discussed several approaches to the level grouping strategy; these are summarized in Table I. This sequence of models was developed as a result of preliminary tests and the failure to obtain converged solutions for the group Boltzmann temperature $T_n$ in many instances. Thus, we found that the only model which was able to provide stable and satisfactory solutions for all test cases was model B5, using a sub-partition of the group into the ground level $n_0$ and the remainder, and the use of the form (31) for the partition function, which allowed us to factorize out the vanishingly small terms at low $T_n$. Therefore, considerations of the “equation of state” of the Boltzmann group dictated the correct approach to use here, and while all the models explored are listed in Table I, only the zeroth-order uniform binning described in Sec. III A and the B5 models are shown here and compared to the reference solution obtained from solving the full master equations; these are indicated as (U) and (B) models, respectively.

We conducted a large number of additional tests but for the sake of brevity, we are showing here the results of three representative cases: the initial conditions are summarized in Table II. For all the results shown in this section, a constant time step of $10^{-7}$ s had been used for the test cases in the ionization regime (cases 1 and 3), and a time step of $10^{-3}$ s was used for the recombination regime (case 2); the same backward-Euler scheme of Sec. II C was used throughout.

As indicated in Sec. III, the reference solution is based on the detailed kinetics for 20 atomic levels, while the group-based solutions will be based on a few low energy levels individually monitored, and with partitioning of the remaining upper states into a variable number of groups. The first test case is the iso-thermal relaxation in the excitation and ionization regime, i.e., the initial population of excited states and electron density is well below equilibrium. This test case is the same as the one shown in Figure 2 for a variable number of electronic levels, solving for the full master equations (8) and (9). As the plasma relaxes towards equilibrium, an increasing number of electronic levels become populated and the electron number density grows exponentially, until an ionization cascade occurs. The rates increase very rapidly just before equilibrium, and the system becomes very stiff, as shown by the large spread of eigenvalues in Figure 1.
Figure 3 shows a comparison of the number densities of all the atomic states for the isothermal test case (1). In this simulation, the ground state and the first 4 excited states (1,…,5) are conserved as discrete levels while the remaining upper states (6,…,20) are partitioned into two groups, each of which has either a uniform or Boltzmann distribution. There are both significant and subtle differences in the traces of the upper states. First, comparison of the uniform (Figure 3(b)) and Boltzmann (Figure 3(c)) grouping shows the influence of the assumed internal distribution, as the reconstructed levels of the groups are clearly separated in the uniform case. Second, comparison with the reference solution of Figure 3(a) shows that the Boltzmann groups are clearly more accurate. Slight differences remain in the very early stages of evolution below 1\microsecond for example and around 10\microseconds.

The combined effect of the number of resolved lower levels and grouping strategy is shown in Figure 4. Generally speaking, one can clearly observe a dramatic improvement, for the same number of resolved levels, by switching from a uniform to Boltzmann group. By selecting the time of maximum rate of growth of the electron density as the approximate location of the avalanche ionization, we can measure the relative error in density. As shown in Table III, the error can be very substantial unless there is sufficient resolution of the ASDF kinetics, through the number of resolved lower levels and a higher-order (B) description of the groups. This is important when comparing, for example, with time-gated experimental results.

By conserving more discrete states and reducing the size of the upper state groups, the results are of course significantly improved. This is to be expected for ASDF kinetics, since the energy gaps are larger for the first levels, and grouping together these states would be less accurate, first by yielding excessive bin energy widths compared to mean energy and temperature scale—violating the validity condition for the expansion (29)—and also by disallowing

---

TABLE III. Relative error on electron density at peak rate of growth (approximately 33\microseconds).

<table>
<thead>
<tr>
<th>Method</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 levels + 1 U-group</td>
<td>2618</td>
</tr>
<tr>
<td>3 levels + 1 B-group</td>
<td>89.2</td>
</tr>
<tr>
<td>4 levels + 1 U-group</td>
<td>165.8</td>
</tr>
<tr>
<td>4 levels + 1 B-group</td>
<td>23.7</td>
</tr>
<tr>
<td>6 levels + 1 U-group</td>
<td>20.9</td>
</tr>
<tr>
<td>6 levels + 1 B-group</td>
<td>0.9</td>
</tr>
</tbody>
</table>
potential deviations from Boltzmann equilibrium in the most populated range of excited states.

There can of course be variations in the grouping strategy, but in all cases the general guidelines of keeping the widths of the groups small and the levels with the largest energy gaps as individual states are perfectly consistent with the objective of computational cost reduction, since the discrete lower energy states evolve more slowly and the upper states are numerous and have similar energy.

The relative accuracy of the grouping approaches can also be seen in Figure 5 where the ASDF is plotted at four different instances of time corresponding to \( t = 10, 20, 30, \) and \( 40 \mu s \). Both solutions with level grouping are obtained from using 3 atomic levels and 1 group of upper states. It is clearly seen that the Boltzmann group gives a more accurate representation of the upper states distribution during the heating process. We also showed in Figure 5 the results of a simplified model where it is assumed (see Sec. III B) that all groups have the same internal temperature, equal to the kinetic temperature, i.e., \( T_b(n) = T_c \), \( \forall n \) (dashed line). This assumption is clearly violated, as shown in Figure 6, although the difference remains mostly confined to the upper states distribution. We should point out again that significant differences would be expected in a two-temperature kinetic representation of the upper states distribution, i.e., including heavy-particle collisions.

We note also that the ASDF from the full solution indicates that the high lying states, starting from the third excited state, behave like a continuum state, although there appears to be two distinct sub-groups among the upper states, as can be seen most clearly at \( t = 10 \mu s \). This suggests that the upper states are most effectively resolved by two groups or more, again confirming that relatively small widths of the groups are preferable, albeit at an increased computational expense. Figure 6 further illustrates this point by showing the evolution of the Boltzmann temperatures of the upper states, using here 4 discrete atomic states and partitioning the upper states into 3 groups. While the Boltzmann temperatures of the first two groups are close to each other, the temperature of the third group is slightly higher. This again confirms that the upper states need to be resolved by at least 2 groups. When the system is near equilibrium, both approaches give similar results.

In these simulations, we have assumed that the plasma is optically thin to all the radiation from the line transitions. Spectral signatures being a major diagnostic tool for determining plasma conditions, it is important to know the CR kinetics in detail in order to match experimental data. Usually, this is accomplished by post-processing the numerical solution with a highly resolved spectral code—including radiation transport (RT) if necessary—with detailed computation of line shapes. This approach is accurate if the key parameters of such a spectral model, in particular \( N_a \) and \( T_c \), are also very accurate. As discussed above and shown in Table III, our Boltzmann grouping procedure provides a significant improvement over conventional approaches, leading to a potentially much more accurate spectral signature prediction in transient and non-equilibrium plasma conditions. In addition, the ASDF solution is much closer to the true physical state, which may also lead to faster integration of the detailed CR kinetics with RT. These will be investigated in the future.

Accurate evaluation of the radiative emission is also important during the computation of flow dynamics, from simple reasons of power coupling, e.g., radiative cooling. Figure 7 shows the radiative losses due to bound-bound radiation from the upper states (5,…,20) to the first three atomic states (1, 2, 3) computed by grouping all the upper states together as a single group with a Boltzmann distribution. Although this is somewhat coarse approximation to the ASDF, it is clear that the grouping scheme provides an excellent approximation to the radiative power. An accurate reproduction of the radiative spectrum depends inevitably on the reconstructed population of the atomic levels and, as can be seen by comparing the profiles in Figure 3, the agreement can be excellent.

B. Isothermal recombination test case

In this case, we performed a cooling test where the plasma is suddenly brought down from 3 eV to 1 eV. Thus, the simulation was run at a constant temperature \( (T_e = 1 \text{ eV}) \), while the initial conditions are the Boltzmann and Saha equilibrium values at 3 eV; these are exactly the conditions which would be obtained at the end of the first test case in
the absence of radiative losses. For all the simulations shown in this case, a constant time step of $10^{-5}$ s has been used.

In this case, the cooling process occurs very rapidly and the plasma is in a deexcitation and recombination regime; the ground state and the electron number densities are quickly adjusted to their new equilibrium values, as can be seen in Figure 8. Strictly speaking, since bound-bound radiation is assumed to be optically thin, the system cannot reach equilibrium. However, a quasi-equilibrium state is achieved at approximately 1 ms, after which the bound-bound radiation is the dominant net rate of change and the system continues to cool down at the radiative time scales. Note also that the uniform grouping is significantly less time-accurate than the Boltzmann method, as was already the case in the ionization regime—see Figure 4.

Figure 9 shows the evolution of the excited states as function of time for reference, uniform groups and Boltzmann groups. Once again, there is a noticeable discrepancy between the reference solution and the uniform bin model, especially concerning the red curve which crosses other levels during the relaxation process. This curve is the density of H(2), the first excited state, and is an effect of the strong radiative decay of this state. Notice that the plot starts at $t = 10^{-5}$ s, i.e., the first implicit time step, but already the solution is far from the Boltzmann equilibrium which is the initial condition at $t = 0$, such that there is a population inversion with respect to H(2) for many upper states. Notice also that the time scale is logarithmic, and the processes considerably slow down as the electron density drops significantly.

Because we are considering only electron impact collisions, the ASDF essentially becomes “frozen” in a quasi-static but
non-equilibrium state. If collisions by heavy particles were also considered, these would rapidly become the dominant process, leading to faster relaxation towards equilibrium. However, in some case of rapid plasma expansion, similar “frozen-in” non-equilibrium distribution functions of the ASDF could be obtained.

To better appreciate the accuracy of the Boltzmann grouping procedure, Figure 10 shows the evolution of several excited states compared to the exact solution and similarly to the “heating” (ionization) case, excellent agreement was obtained. In this simulation, the first 3 atomic states (1, 2, 3) are conserved as discrete levels and the upper states (4, …, 20) are lumped into 1 Boltzmann group.

Finally, we show in Figure 11 the snapshots of the ASDF during the recombination. Contrary to the case of ionization, the upper states are not depleted but enhanced instead—as expected, since the recombination proceeds preferentially onto the upper states. As a reflection of the observation made for Figure 10, the agreement is excellent for all atomic states.

V. ENERGY CONSERVATION

A. Effective rates

The systems of equations (18)–(19) and (36)–(38) describe the complete evolution of the ASDF but for an isothermal plasma. In the more general case, the ASDF kinetics are coupled to the energy of the system; here, this includes only the total energy of the free electrons $E_e$. Thus for constant-volume or constant-pressure conditions, there must be an evolution equation for the energy or enthalpy (only constant-volume kinetics are considered here). We must then exert care that the formulation exactly conserves energy, i.e., $E_e^{(k)} + \sum_n E_n^{(k)}$ at any time level ($k$) remains the same within numerical round-off errors. If we were dealing with only electron-impact collisions, it would be sufficient to sum the energies of all levels using the new population densities at the end of the time step, compute the difference and assign the change to $E_e$. However, there are two obvious problems with this scenario: (a) when other collision partners must be accounted for, or when the electrons themselves are partitioned (e.g., for non-Maxwellian kinetics), one must be able to correctly apportion the changes in energy, e.g., to $E_e$ and $E_h$ (for heavy particles) and (b) for large time steps, there is no guarantee that the subsequent change in $E_e$ is physically acceptable, i.e., $E_e^{(k)} = E_e^{(k-1)} + \delta E_e > 0$. We must therefore include an evolution equation for $E_e$ (and another for $E_h$ if heavy particle collisions are included), which must then be fully coupled, so that the Jacobian of the system (14) includes derivatives of the rates with respect to $E_e$, through the variation of $T_e$.

Energy conservation can be satisfied if the construction of the source term on the right-hand-side of the master equations also satisfies it. Thus, we must explicitly construct the energy source term from the master equations, as was already described briefly in Eq. (20). The same procedure is used, with the understanding that

$$\frac{dE_e}{dt} = -\sum_n \frac{dE_n}{dt}$$

Thus we can combine contributions as follows:

$$\frac{dE_e}{dt} = -N_e N_e \left[ \sum_{m > n} \frac{g_i e^{-\Delta E_i/T_e}}{Z_n} \sum_{j \leq m} \Delta E_{ji} \alpha_{ji} + \sum_{m < n} \frac{g_i e^{-\Delta E_i/T_e}}{Z_n} \sum_{j \geq m} \Delta E_{pj} \beta_{ji} \right] \ldots$$

where $\Delta E_{ji} = E_{ji} - E_i$. Note that in the case of excitation from level $|i\rangle$, i.e., the first summation in Eq. (39), $\Delta E_{ji} > 0$, while $\Delta E_{ji} < 0$ in the second term for de-exitations from that level. We can then construct another set of effective rates, this time for the energy equation. Using the sub-partitioning of model B5, the rates derived from the first term on the right of Eq. (36) are...
\[
\frac{dE_e}{dt} = -N_e N'_n \sum_{m>n} \tilde{\gamma}_m^{(n'|n)} - N_e N'_m \sum_{n>m} \tilde{\beta}_m^{(m'|m)} + \ldots .
\]

Note that the same formulation applies for uniform groups by taking the limit \(T_n \to \infty\), and summing over the complete set \(n = \{n_0, n'\}\). The rate of energy change can also be expressed as

\[
\frac{\tilde{\gamma}_m^{(m'|m)}}{T_n} = \tilde{\gamma}_{m}^{(m'|m)} \cdot \tilde{\nu}_{m}^{(m'|m)},
\]

where \(\tilde{\gamma}_{m}^{(m'|m)}\) is of course given by the effective rate for the conserved number densities

\[
\frac{\tilde{\nu}_{m}^{(m'|m)}}{T_n} = \sum_{m<n} \sum_{n|m} \frac{g_i e^{-\Delta E_i/T_n}}{2 T_n} \tilde{\gamma}_{i}^{(n'|i)}.
\]

Equation (42) defines an average energy \(\tilde{\nu}_{m}^{(m'|m)}\), transferred during excitation of levels of group \(n'\) to levels of group \(m'\), which can be tabulated as function of the initial \(T_n\) and collisional \(T_e\) temperatures. This approach was successfully used, for example, for vibrational non-equilibrium

**B. Isochoric ionization test case**

The third test case of Table II was designed to test for energy conservation. In this case, the energy loss and gain due to collisional processes are taken into account in the conservation equation for the electron energy. The evolution now proceeds at constant volume, and the electron temperature changes rapidly, as seen in Figure 12. The initial conditions are the same as those of the first test case, and the system is initially far below Boltzmann and Saha equilibrium. However, contrary to the isothermal case, the initial excitation and ionization processes deplete the electron energy and the system “freezes” rapidly, and the excited states remain at a low population density. If an external heating source was applied (e.g., Ohmic heating), the system would more closely resemble the isothermal test case, and the system would become stiff again. Here, we are mostly concerned with testing energy conservation and to simplify the analysis, the radiative rates were removed from the kinetics, so that no radiative energy losses were present.

We can monitor the error by comparing the values of \(E_e\) at the end of each time step with the total potential energy contained in the electronic states, by reconstruction of the level populations. Figure 13 shows both the accumulated error (symbols) and the one at each time step (solid line); this test was conducted with 5 resolved levels and 2 Boltzmann groups, and all computations were performed with a constant time step of \(10^{-10}\) s, using the same backward-Euler integration scheme.

The error is certainly acceptable, but it is not commensurate with numerical round-off, which we would have expected if the scheme was exactly energy-conserving. By comparison, the cumulative error in energy was below \(10^{-13}\) when solving the full master equations without level grouping.

While the exact solution consists of summing-up the contributions from each individual level, leading to the rate of change expressed by Eq. (20b). However, we are not using here the internal energy \(E_n\) as a conserved variable, and we must be careful that the procedure be consistent with our definition, or reconstruction of the internal energy. The corrected procedure is described next.

**C. Corrected energy rates**

Consider for example the change in electron energy due to excitations and de-excitations, and let us examine first the case of uniform grouping.

\[
\frac{dE_e}{dt} = -\sum_{m>n} N'_m \sum_{n} \tilde{\gamma}_m^{(n|m)} N'_n + \sum_{m>n} N'_n \sum_{m} \tilde{\beta}_m^{(m|n)} N'_m N_e. \quad (43)
\]
There are two formulations of the effective rates of energy transfer:

**Formulation 1:**

\[
\tilde{\beta}_{(mn)}^F = \sum_{j=m}^{n} \sum_{i=r}^{n} \frac{g_i}{g_m}(E_j - E_i) - \sum_{j=m}^{n} \sum_{i=r}^{n} \frac{g_i}{g_m}(E_j - E_i)\beta_{(ij)}.
\]

\[
\tilde{\beta}_{(mn)}^E = \sum_{j=m}^{n} \sum_{i=r}^{n} \frac{g_i}{g_m}(E_j - E_i) - \sum_{j=m}^{n} \sum_{i=r}^{n} \frac{g_i}{g_m}(E_j - E_i)\beta_{(ij)}.
\]

**Formulation 2:**

\[
\tilde{\beta}_{(mn)}^F = (\tilde{E}_m - \tilde{E}_n) \sum_{j=m}^{n} \sum_{i=r}^{n} \frac{g_i}{g_m}(E_j - E_i),
\]

\[
\tilde{\beta}_{(mn)}^E = (\tilde{E}_m - \tilde{E}_n) \sum_{j=m}^{n} \sum_{i=r}^{n} \frac{g_i}{g_m}(E_j - E_i).
\]

where \(\tilde{E}_n = \sum_{j=n}^{\infty} \tilde{E}_j\) and similarly for \(\tilde{E}_m\).

Only the second formulation is exactly energy-conserving. This is quite clear because in that case, the term on the right side of Eq. (44) is the product of the change in number density of the groups \((dN^F_n/dt)\) and the difference in average group energy \((E)\). Energy conservation follows from the definition of the total group energy \(E_n = \tilde{E}_m N_n\). Thus, the model assumptions constrain us to choose the appropriate formulation of the effective rates for energy change that is consistent with the definition of group energy.

Let us now examine the case of the Boltzmann grouping (B5), using the pair of conserved variables \((N_{ab}, N_{ab}^F)\); the rates of energy exchange must therefore be consistent with the electronic energy defined from these two variables, and with the equation of state used to describe the internal partition (i.e., \(T_n\)). We start with the conservation of the group energy

\[
\frac{dE_n}{dt} = \frac{d}{dt} \left( N_{mb} E_{mb} + N_{mb}^F (E)_{mb} \right)
\]

\[
= E_{mb} \frac{dN_{mb}}{dt} + (E)_{mb} \frac{dN_{mb}^F}{dt} + N_{mb}^F \frac{d(E)_{mb}}{dt}.
\]

Note that the averaging \(\langle \rangle_{mb}\) is done for the remaining levels above the ground level \(l_{mb}\) of that group. We can write a similar equation for the total energy measured from the ground state of that group, i.e.,

\[
\frac{d\Delta E_n}{dt} = \sum_{i=r}^{n} \Delta E_i \frac{dN_i}{dt} = \frac{d}{dt} \left( N_{mb} (\Delta E)_{mb} \right)
\]

\[
= \langle \Delta E \rangle_{mb} \frac{dN_{mb}}{dt} + N_{mb}^F \frac{d\langle \Delta E \rangle_{mb}}{dt}.
\]

The first term in Eq. (47) describes the change in group energy from the global change in population of the group, i.e., \(\langle \Delta E \rangle_{mb} dN_{mb}/dt\). The last term describes the change of the internal structure of the group as a result of the collisional transitions, since

\[
\frac{d\langle \Delta E \rangle_{mb}^2}{dt} = \frac{1}{T_n^2} \left[ \langle \Delta E^2 \rangle_{mb} - \langle \Delta E \rangle_{mb}^2 \right] \frac{dN_{mb}}{dt} = C_{e,mb} \frac{dE_{mb}}{dt}.
\]

From Eq. (31),

\[
\frac{dZ_n^F}{dt} = g_{n} \frac{dN^F_n}{dt} \left[ \frac{dN^F_n}{N_{n0}} - \frac{N^F_n dN^F_{n+1}}{N_{n+1} dt} \right] = Z_n^F \left[ \frac{\Delta E_n}{T_n} + \frac{d \ln \frac{g_n^F}{g_n}}{dT_n} \right] \frac{dN_n}{dt}.
\]

Inserting into Eq. (47),

\[
N_{mb}^F \frac{d\langle \Delta E \rangle_{mb}^2}{dt} = C_{e,mb} T_n^2 \left[ \frac{\Delta E_n}{T_n} + \frac{d \ln \frac{g_n^F}{g_n}}{dT_n} \right] \left[ \frac{dN^F_n}{dt} - \frac{N^F_n dN^F_{n+1}}{dt} \right].
\]

We can now combine with the other terms of Eq. (47) to obtain an expression which only depends on the rates of change of the conserved variables \((N_{ab}, N_{ab}^F)\). Defining

\[
\xi_{ab} = \frac{C_{e,mb} T_n^2}{\left[ \frac{\Delta E_n}{T_n} + \frac{d \ln \frac{g_n^F}{g_n}}{dT_n} \right] N_{n0}^F} \text{ and } \omega_{ab} = \xi_{ab} \frac{N_{mb}^F}{N_{n0}}
\]

and adding the contribution from the ground state of the group, we obtain

\[
\frac{dE_n}{dt} = \left[ E_{mb} - \omega_{ab} \right] \frac{dN_{mb}}{dt} + \left[ E_{mb} + \langle \Delta E \rangle_{mb} + \xi_{ab} \right] \frac{dN_{mb}^F}{dt}.
\]

One can then identify the rates of change of the population density with the effective rates. Considering transitions between groups \(n\) and \(m > n\), and using a similar expression for \(dE_{mb}/dt\), we have

\[
\tilde{\xi}_{(mn)|m} = \left[ E_{mb} - \omega_{mb} - E_{mb} + \omega_{ab} \right] \cdot \tilde{\xi}_{(mn)|m} \equiv \tilde{\xi}_{(mn)|m} \cdot \tilde{\xi}_{(mn)|m},
\]

\[
\tilde{\xi}_{(mn)|m} = \left[ E_{mb} + \langle \Delta E \rangle_{mb} + \xi_{mb} - E_{mb} + \omega_{mb} \right] \cdot \tilde{\xi}_{(mn)|m} \equiv \tilde{\xi}_{(mn)|m} \cdot \tilde{\xi}_{(mn)|m},
\]

\[
\tilde{\xi}_{(mn)|n} = \left[ E_{mb} + \langle \Delta E \rangle_{mb} + \xi_{mb} - E_{mb} + \langle \Delta E \rangle_{mb} - \xi_{ab} \right] \cdot \tilde{\xi}_{(mn)|n} \equiv \tilde{\xi}_{(mn)|n} \cdot \tilde{\xi}_{(mn)|m},
\]

\[
\tilde{\xi}_{(mn)|n} = \left[ E_{mb} + \langle \Delta E \rangle_{mb} + \xi_{mb} - E_{mb} + \langle \Delta E \rangle_{mb} - \xi_{ab} \right] \cdot \tilde{\xi}_{(mn)|n} \equiv \tilde{\xi}_{(mn)|n} \cdot \tilde{\xi}_{(mn)|m}.
\]

It is instructive to examine the limit of infinite Boltzmann temperatures; in this case,

\[
\tilde{\xi}_{ab} \to 0, \quad C_{e,mb}, \xi_{mb}, \omega_{mb} \to 0 \text{ and } \langle \Delta E \rangle_{mb} \to 0
\]

and similarly for \(m'\). Equation (52) becomes
Using the definition of the average energy exchange (51), we obtain the final form

$$\frac{dE_n}{dt} = E_n + \sum_{i,n} g_i E_i \frac{dN_n}{dt} = E_n + \sum_{i,n} g_i E_i \frac{dN_n}{dt}$$

where we have also used the fact that in that limit, $N_n/g_n = N'/g_n$, and used the definition of the sub-partition group ionization potential averaged over the sub-partition $n'$. Using $I_i = I_i - E_i = I_m - \Delta E_i$, it is easy to see that

$$\langle i \rangle_n = I_m - \langle \Delta E \rangle_n \text{ and } \frac{d\langle i \rangle_n}{dt} = -C_{n,n'}.$$ 

Equations (49) and (50) are still valid, and using again the definitions (51), we obtain the final form

$$\frac{dE_n}{dt} = -[I_m + \omega_{n'}] \frac{dN_n}{dt} - [I_m - \langle \Delta E \rangle_n - \xi_{n'}] \frac{dN_n}{dt}.$$ 

Note the similarity with Eq. (52). The effective rates are therefore

$$\hat{\mathcal{E}}_{(m|n)} = [I_m + \omega_{n'}] \cdot \hat{\mathcal{E}}_{(m|n)} \equiv \hat{E}_{(m|n)},$$

and for ionization:

$$\hat{\mathcal{E}}_{(+|n')} = (I_m - \hat{E}_{n'}) \cdot \hat{E}_{(+|n')},$$

The use of effective group energies provides a straightforward approach, and the effective rates of energy transfer for all transitions (including de-excitations, recombination, and radiative transitions) can now be expressed in a simple form. Note that Eq. (61) is similar to the case of uniform grouping (45) and since we have already demonstrated that we can recover the uniform grouping case in the limit of infinite temperatures, we have achieved here a fully consistent model.

We are now left with the task of verifying energy conservation with this revised approach. Using the same test case (3), we now find a much smaller level of error, as can be seen from Figure 14—compare with Figure 13—that is the characteristic of the level of numerical round-off. Note that the cumulative error sums the absolute values of the stepwise error ($L_1$ norm), and is therefore a maximum bound. Figure 15 shows the effect of bin size on the relative error;
this observation is similar to the one made regarding the accuracy of the ASDF—see Figure 5, i.e., smaller group widths are preferred. However, it is clear that even for one or two bins, the error on energy conservation remains very small.

VI. CONCLUDING REMARKS

In this paper, we described a model reduction mechanism for the collisional-radiative kinetics of the ASDF, by grouping electronic states into groups and deriving the corresponding macroscopic rates to take in account all the transitions. While level-grouping is a commonly used and necessary procedure when dealing with a very large number of atomic levels, as in high-temperature plasma, the procedure is commonly based on uniform grouping (i.e., simple average over the level degeneracies). A higher-order description of the internal structure of the groups was developed here by assuming a Boltzmann distribution of the group, with different temperatures for each group. This approach was shown here to have superior features to the uniform grouping procedure, as summarized below.

Numerical instabilities in the limit of low internal temperature led us to the design of this non-traditional approach. Instead of conserving the total energy of a group, we used a novel approach using conserved variables, and consistency requirements led us to a Boltzmann distribution of the levels within the group, with different temperatures for each group. This approach was shown here to have superior features to the uniform grouping procedure, as summarized below.

The two grouping schemes (uniform and Boltzmann) were implemented on an electronic collisional-radiative model for atomic hydrogen and the results were compared with the full solution of the master equation on a large number of numerical tests, of which a representative sub-set was shown here. Both schemes showed agreement with the solution of the master equations and have excellent convergence properties. However, substantial accuracy improvements were obtained at minimal computational cost with the Boltzmann grouping. Detailed tests of energy conservation revealed the need for a revised approach to the construction of effective rates of energy transfer. This was made necessary by the structure of the energy levels of atomic plasma.

The free electrons are assumed to follow an isotropic Maxwellian distribution $f_e(v_e)$

$$f_e(v_e)dv_e = \frac{2}{\sqrt{\pi} (kT_e)^{3/2}} v_e^{1/2} e^{-v_e/kT_e} dv_e,$$  

(A3)

where $m_e$ is the electron mass, $v_e = m_e v_e^2/2$ and $T_e$ is the temperature. The rate of excitation is obtained by averaging over the distribution function

$$\langle v_e \rangle = \frac{\int_{v_e} f_e(v_e)dv_e}{\int_{v_e} f_e(v_e)dv_e} \quad \text{(A4)}$$

leading to

$$\langle v_e \rangle = \left( \frac{4\pi a_0^2}{kT_e} \right) \left( \frac{I_N}{kT_e} \right)^2 (3\psi_{nm}) \psi_{nm},$$  

(A5)

where
\[ \bar{v}_e = \left( \frac{8kT_e}{\pi m_e} \right)^{1/2}, \quad \psi_{nm} = e^{-\chi_{nm}} - E_1(\chi_{nm}), \quad \text{and} \]
\[ E_1(x) = \int_x^{\infty} e^{-y} \, dy. \quad (A6) \]

Here, \( \bar{v}_e \) is the mean thermal electron velocity, \( \chi_{nm} = \Delta E_{nm}/kT_e \) and \( E_1 \) is the exponential integral. The reverse rate can be found from detailed balance
\[ \beta_{(n\to m)}^c = \frac{n^2}{m^2} e^{-\chi_{mn}} \cdot \sigma_{(m\to n)}. \quad (A7) \]

We use the low temperature approximation\(^6\) (\( \chi_{nm} \gg 1 \))
\[ E_1(x) \approx \frac{e^{-x}}{x} \left( 1 - \frac{1}{x} \right), \quad (A8) \]

in which case
\[ \sigma_{(m\to n)}^c \approx \left[ 4\pi a_0^2 \cdot \frac{32}{\pi \sqrt{3}} \bar{v}_e \right] \frac{e^{-\chi_{nm}}}{n^5 m^5 (n^2 - m^2 - 2)}. \quad (A9a) \]
\[ \beta_{(n\to m)}^c \approx \left[ 4\pi a_0^2 \cdot \frac{32}{\pi \sqrt{3}} \bar{v}_e \right] \frac{1}{n^5 m^5 (n^2 - m^2 - 2)}. \quad (A9b) \]

The factor in brackets is an upper bound, which is reached for the upper states when \( \chi_{nm} \to 0 \). Another scale is the factor \( I_{H}/kT_e \) in \( \chi_{nm} \), which is effectively responsible for the stiffness. If that factor is very low (high temperatures), all rates are of the same order; at low temperatures, the exponential term dominates and the range of time scales is increased.

The cross-section for ionization by electron impact has a form similar to Eq. (A1), i.e.,
\[ \sigma_n^c = \left( 4\pi a_0^2 \right) \frac{I_H^2 (e - I_n)}{I_n e^2}. \quad (A10) \]

This leads to an ionization rate coefficient\(^6\)
\[ \chi_{(+\to n)}^c = \left( 4\pi a_0^2 \right) \bar{v}_e \left( \frac{I_H}{kT_e} \right)^2 \psi(x_n). \quad (A11) \]

The final state (\(+\)) is an ionized state, i.e., where one electron initially bound to the atom has reached the ionization limit (\( n = \infty \)) and is part of a free continuum of states. Using the principle of detailed balance, the reverse (recombination) rate is
\[ \beta_{(+\to n)}^c \approx \frac{4a_0^2h^3}{\pi m_e^2kT_e} \left( \frac{I_H}{kT_e} \right)^2 n^2 \psi(x_n) e^{\chi_n}. \quad (A12) \]

Using the same low temperature approximation (A8), we obtain\(^6\)
\[ \chi_{(+\to n)}^c \approx \left( \frac{8kT_e}{\pi m_e} \right)^{1/2} n^4 e^{-\chi_n}. \quad (A13a) \]

The rates of radiative transitions between levels can also be obtained classically for the hydrogen atom.\(^5\) The spontaneous emission rates from an upper level are
\[ A_{(nm)} = \left( \frac{8\pi^2c^2}{m_e c^2} \right) \frac{g_n}{g_m} f_{nm} = \frac{1.6 \times 10^{10}}{m^2 n^2 (n^2 - n^2)} \text{s}^{-1}. \quad (A14) \]

The expression on the right is for atomic hydrogen only.

\(^21\) Two of the test cases considered here are isothermal, i.e., \( T_e = \) constant. The third test case has a variable \( T_e \) but is designed only to test energy conservation, and hence radiative energy losses would not serve this purpose.
Strictly speaking, the ionization limit \( I_H \) is attained for \( n \rightarrow \infty \). In reality, the ionization potential is lowered as a result of interaction with the plasma (Debye shielding) and quantum uncertainty. In practice, the truncation is accomplished at a lower limit still; for the current purpose, details of this truncation procedure can be ignored. Suffice to say that the series extends to a number \( n = M \), which can be considered large, e.g., \( O(100) \).

That is, within the group.

For further ease of notation, the Boltzmann constant \( k \) is not explicitly written.


In a log-plot, this model assumes that the slope within each “bin” is always the same, and is not related to the average slope determined by the difference between adjacent bins.

Note that this problem is particularly relevant to ASDF kinetics because of the geometric progression of the energy levels. By performing tests on a pseudo-atom with equidistant energy levels, stability of the iterations was much improved, although not entirely eliminated for some conditions.

We have here temporarily simplified the notation \( g_0 \equiv K_{n_0} S_1 \equiv K_{n_0+1} \cdots \).

This approach is a reflection of the self-similar structure of the atomic levels.

Since we are considering electron collisions only, all test cases must start with an initial degree of ionization \( x_e \neq 0 \).

This understandably so, since the ladder-climbing process of the early evolution would be difficult to describe with grouping methods, even by 1st-order approximation of the internal distribution within the groups.

By coincidence, the results of uniform binning for 6 resolved levels is right on top of the solution for a Boltzmann group with 4 lower levels.

Although the grouping techniques are formulated here for a general set of kinetics, the effectiveness of the grouping approach is problem specific. For other situations, e.g., ro-vibrational states, a different strategy may be required than the one discussed here for atomic states.


Note that the scheme includes numerical errors resulting from the forward and backward sweeps of the Gaussian elimination procedure. However, this is negligible here, since we have used double-precision.

Contrary to the uniform grouping case, we need to use two values, one for \( n_0 \) and one for \( n' \), which reflects the additional degrees of freedom in the Boltzmann model.
