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This report provides data from our study of differential susceptibility to DoD priority pathogens (*Francisella tularensis* (FT), *Burkholderia pseudomallei* (Bp), *Acinetobacter baumannii* (Ab), *Leishmania major* (Lm), SARS, H5N1 avian influenza) using BXD recombinant inbred mice. We have identified 38 phenotypes that may that may lead to differential immune responsiveness of C57BL/6 (B6) vs DBA/2 (D2) mice following Ab infection. Data from the Bp study indicates that survival of acute pneumonic *Burkholderia* infection is a complex trait that may involve at least 3 different loci. FT studies have shown that there are differences in innate immune responses to pneumonic FT infection between B6 and D2 mice. The SARS study found that D2 mice are more susceptible to MA15 virus than B6 mice. The mouse genomics core continues to generate datasets (spleen, lung, T-cells, etc) from BXD strains, which are available on GeneNetwork. The bioinformatics core has implemented a method for performing Bayesian network analysis of biological data, such as responses to pathogen infection and other biological processes. Studies with all the pathogens are ongoing to identify host genes/pathways that are involved in disease process.
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Introduction

In our third annual report we are providing data on our ongoing studies. We have included background data from previous reports as a link to understanding our recent data. We have made some interesting observations, and would therefore like to continue these studies.

Our hypothesis is that differential susceptibility to DoD-priority pathogens is the result of host genetic variability, and that these discrete loci and/or gene pathways can be identified using BXD recombinant inbred mice. The pathogens we are studying are naturally occurring endemic diseases, emerging infectious diseases, and potential biowarfare agents: Leishmania major, Burkholderia pseudomallei, Severe Acute Respiratory Syndrome (SARS-CoV), highly pathogenic H5N1 Avian Influenza virus, Francisella tularensis and multidrug resistant Acinetobacter baumannii.

The three main objectives of our study are:

1. To identify specific phenotypic differences in the responses of the BXD parental strains following infection with each of the DoD-priority pathogens.
2. To identify host genetic loci and pathways that correlate with the differential susceptibility/resistance phenotype(s) of the parental mouse strains to the DoD-priority pathogens.
3. To define and validate candidate genes and gene networks responsible for differential susceptibility/resistance phenotype(s) of the parental mouse strains for each DoD-priority pathogen.

In this report, we describe our research progress for a specific pathogen in relation to the proposed objectives. We have addressed these objectives to different extents for the different pathogens because the infection models for each pathogen have not developed at the same rate. For example the Francisella, Burkholderia and Acinetobacter are more advanced than the SARS model. The mouse genomics core has continued to generate datasets for different mouse strains and these datasets are available on GeneNetwork. The bioinformatics core has provided an update on the Bayesian network analysis of biological data in response to infection by a pathogen.
Key research accomplishments, reportable outcomes, conclusion, references

1. Bacterial Pathogens
1.1 Studies with *Acinetobacter baumannii*

A. Overview
In the progress report from September 2010, we reported that we were having difficulty establishing pulmonary infection with *Acinetobacter baumannii* (Ab) that resulted in disease symptoms in either of the parental mouse strains. We performed a series of experiments using cyclophosphamide treatment in an effort to reduce the innate response to Ab in hopes of establishing a disease state in one or both of the parental strains. We were unable to establish symptomatic infections using this approach.

In an effort to identify a differential phenotype in the parental strains following pulmonary infection with Ab, we initiated studies to evaluate a series of immune parameters within the lung following intranasal infection with Ab. We performed time-course studies in which mice were infected with $1 \times 10^6$ CFU of Ab, and then a subset of the mice were sacrificed every 24 hours, bronchiolar lavage (BAL) was performed, and flow cytometric analyses was performed to determine the frequency of neutrophils within the BAL cell population.

The results of these studies have revealed that there is a significant difference in the recruitment of immune cells to the peritoneal cavity of B6 vs. D2 mice 24 hours after intranasal challenge (Figure 1). No differences were observed in mice sacrificed at later timepoints (data not shown). Flow cytometric analysis revealed that the bulk of the cells recruited to the lungs of D2 mice were neutrophils (data not shown).

We have initiated a series of studies using several lung parameters as phenotypic readouts for BXD analyses. Based on the data shown in Figure 1, recruitment of cell to the lungs is the one of the phenotypes of interest and is the one that we have concentrated most of our efforts on to this point. We have performed screening with 25 BXD strains (all between 10-12 weeks old) and have found that several of the BXD strains are phenotypically similar to D2 mice, some are phenotypically similar to B6 mice, and several strains display intermediate phenotypes (Figure 2). Some of the group sizes are too small to yield statistically relevant findings, and additional studies will be performed with these strains as mice of the appropriate age become available.

Interval mapping (using GeneNetwork.org) using this cohort of animals reveals a suggestive QTL on chromosome 10 (Figure 3). We have established breeding cages for additional strains that will be used to continue this line of investigation and to confirm/narrow the interval on chromosome 10 that appears to correlate with the differential innate immune responses of B6 and D2 mice following *Acinetobacter* infection.
We have also been collecting bronchiolar lavage fluids (BALF) and serum samples upon sacrifice of each of the mice shown in Figure 2. Each of the samples will be subjected to multiplex cytokine quantitative analyses using a Luminex 32-plex cytokine/chemokine kit. Approximately half of the BALF samples have already been analyzed and it is apparent that there are significant differences in the production of a number of the analytes by the parental and BXD strains following Ab infection. In BALF samples, we have observed differences in production of 24 of the 32 analytes tested (IFN-γ, IL-1α, IL-1ß, IL-2, IL-4, IL-3, IL-6, G-CSF, IL-9, IL-12p40, IL-12p70, LIF, IL-13, LIX, IL-15, IL-17, IP-10, KC, M-CSF, MIP-2, MIG, VEGF, TNF-α). Interval mapping of these differential cytokine/chemokine phenotypes have identified several QTL that correlate with differential expression of many of these cytokines. The most commonly observed QTLs are on chromosomes 5 (centered at approximately 100Mb) and 6 (centered at approximately 26Mb). As shown in Figure 4, either significant or suggestive QTLs were observed for each of the cytokines at a similar region of chromosome 5, and suggestive QTLs were observed at a similar region of chromosome 6 for four of the six cytokines shown.

We surveyed the genes that are within the suggested interval of chromosome 5 in an effort to identify genes that have obvious roles in the production of immune responses (Figure 5). Many of the prospective genes that were identified are likely to play a role in innate resistance to bacterial pathogens. For example, Cmklr1, a genetic locus on chromosome 5, encodes chemokine-like receptor-1. This receptor is expressed on a number of immune cells including plasmacytoid dendritic cells, myeloid dendritic cells, macrophages, and NK cells [1]. After activation of this receptor, these cells synthesize and secrete a number of proinflammatory cytokines, including IL-6 and TNFα [2].
causes initiation of signaling cascades such as ERK1 and NF-kB [3]. Gpr81, which encodes G-protein coupled receptor (GPCRs) 81, was also found within the loci of the suggestive QTL on chromosome 5. GPCRs are expressed on inflammatory cells such as polymorphonuclear leukocytes, monocytes and macrophages for classic chemoattractants and chemokines. These receptors also play a crucial role in the migration of phagocytes to sites of inflammation[4].

Other genes of interest that lie within this locus encode the IL-31 receptor and neutrophil cytosolic factor (IL-31r and NCF1 respectively). The IL-31 receptor is expressed on a number of cell types including monocytes, epithelial cells and T cells and has role in limiting type 2 inflammation in the lung [5, 6]. NCF1 encodes neutrophil cytosolic factor (p47hox). This protein has been implicated as a regulator for IL-4 signaling pathways that are important for macrophage cell fate choice. Furthermore, this protein is a subunit of the NADPH oxidase enzyme complex, which plays an essential role in the function of phagocytes [7].

Genes of interest within the interval identified on chromosome 6 (Figure 6) include Irf5, which encodes the protein interferon regulatory factor 5. This protein binds to specific regions of DNA that regulate the activity of genes that produce interferons and other cytokines. Irf5 has also been shown to stimulate the activity of natural killer cells [8]. Another gene of interest within this QTL is NRF1 (Nuclear respiratory factor-1) gene that is an early phase component of the host antibacterial defenses [9].

Figure 6. Identity of host genes encoded within the suggestive QTL on chromosome 6 that are potentially involved in immune processes. Genes that are potentially involved in immune processes are listed in blue.

Linkage analysis of several other cytokine phenotypes identified suggesting QTLs on chromosome 12 (Figure 7), significant and suggestive QTLs of chromosome 15 (Figure 8), and a significant QTL on chromosome 19 (Figure 9). Genes within the...

Figure 7. Interval mapping of a differentially expressed cytokines/chemokines. Interval mapping was performed using the in silico resources within GeneNetwork.org to identify genetic loci that correlate with differential disease-state expression of TNF-alpha, MIP-2, and G-CSF in the lungs of Acinetobacter-infected mice.

Figure 8. Interval mapping of phenotypic data from differentially-expressed cytokines/chemokines. Interval mapping was performed using the in silico resources within GeneNetwork.org to identify genetic loci that correlate with differential disease-state expression of IL-1beta and IL-17 in the lungs of Acinetobacter-infected mice.

Figure 9. Interval mapping of phenotypic data from differentially-expressed cytokines/chemokines. Interval mapping was performed using the in silico resources within GeneNetwork.org to identify genetic loci that correlate with differential disease-state expression of IL-1alpha and LIX in the lungs of Acinetobacter-infected mice.
identified interval on chromosome 19 (Figure 10) that are of immediate interest include secretoglobin, and T-cell immune regulator (Tcirg1). Secretoglobins modulate inflammatory and immunologic responses to the environment at mucosal surfaces and inside the body and are associated with increased bronchial inflammation [10]. This multi-functional protein with anti-inflammatory/immunomodulatory properties has been implicated to have a homeostatic role against oxidative damage, inflammation, autoimmunity and cancer [10, 11]. Tcirg1 is a membrane protein that is induced after immune activation on the surface of certain peripheral human T and B cells as well as monocytes and IL-10 expressing T-cells. This gene has implicated in inhibiting T-cell proliferation by modulation of CTLA-4 expression [12]; of course, this function is unlikely to have any role in the innate response to Acinetobacter. Loci included the significant QTL region on chromosome 19 also encode several G-protein coupled receptors that as previously stated, are important for the migration of phagocytes.

Dr. Cui has performed a preliminary analysis of these data (only 17 BXD strains) and has identified a significant correlation between the levels of a number of these cytokines (Figure 11) and has identified three genetic genomic locations [Chr 6 near 65 Mb (mCV22576656), Chr 14 near 43 Mb (rs13482156), and Chr 19 near 51 Mb (rs3716572)] that each impact the level of several cytokines. We performed principal components analysis of the cytokines with an absolute correlation greater than 0.7 for the three loci and mapped the first principal component of each of the groups of cytokines (Figure 12). The first principal component of each of the sets of cytokines has a significant or highly suggestive QTL at the marker location. Several genes at these
three loci, including a cluster of immunoglobulin kappa (IGK) genes on Chr 6, Mbl1 and Bmp4 on Chr 14, and Nfk2 on Chr 19, have been previously associated with immune responses. These locations are promising starting points for developing network models that explain variation in response to infection with *Acinetobacter*. We have also begun to analyze serum samples collected from this cohort of mice (13 strains) and have observed differences in the levels of 14 of the analytes tested (eotaxin, G-CSF, IFN-g, IL-1a, M-CSF, IL-6, IL-13, KC, LIX, MIP-1a, MIP-1b, RANTES, and TNFa). Preliminary analyses of these data suggest that the loci on Chr 6 (mCV22576656) and Chr 14 (rs13482156) that were shown to influence the levels of cytokines in the BALF are also correlated with cytokine levels in the serum (data not shown).

We have also begun to analyze serum samples collected from this cohort of mice and have observed differences in the levels of 14 analytes of the analytes tested (eotaxin, G-CSF, IFN-g, IL-1a, M-CSF, IL-6, IL-13, KC, LIX, MIP-1a, MIP-1b, RANTES, and TNFa; data not shown). In summary, we have identified 38 phenotypes that may be useful in our search for host genetic elements that lead to differential innate immune responsiveness of B6 vs. D2 mice following infection with *Acinetobacter baumannii*.

B. Key Research Accomplishments:

- We have confirmed that B6 and D2 mice produce differential innate immune responses to pneumonic Ab infection.
- We have identified a suggestive QTL on chromosome 10 that appears to correlate with the differential recruitment of immune cells to the lungs in response to pneumonic *Acinetobacter* infection.
- We have identified putative QTL’s (chromosomes 5, 6, and 19) that correlate with a disease-state expression of a series of cytokines/chemokines in the lung compartment of *Acinetobacter*-infected.
- We have identified 38 total phenotypes that include cell recruitment to the lungs, differential expression of 24 cytokines/chemokines in the lung compartment, and 14 cytokine/chemokines that are differentially expressed in the circulation (serum) of acutely infected mice.

C. Reportable outcomes:


D. Conclusions:

We have identified a large number of clear phenotypic differences between the innate responsiveness of B6 and D2 mice to pulmonary infection with *Acinetobacter baumannii*. We have initiated studies in a cohort of BXD strains and hope to identify host genes that correlate with the differential responsiveness of the parental strains to *Acinetobacter*. Although we have only completed analyses of relatively few BXD strains, we have already identified a significant correlation between several cytokines produced in the lungs and the differential responsiveness of B6 vs. D2 mice to *Acinetobacter* infection. Moreover, we have preliminarily identified a genetic locus on chromosome 10 that correlates with differential recruitment of immune cells to the lungs and four loci (on chromosomes 5, 6, 12, and 19) that appear to correlate with differential production of a number of cytokines/chemokines following pneumonic infection. Identification of this large panel of queriable phenotypes will allow for very interesting network modeling that has potential to identify gene networks that are involved in a variety of innate immune responses to *Acinetobacter* infection.

E. References:

1.2 Studies with *Burkholderia pseudomallei*

1.2.1 Identification of host genes that correlate with differential susceptibility/resistance to infection

**A. Overview**

Our initial studies with a pneumonic *Burkholderia* challenge model (intranasal instillation) confirmed the previously published observation that B6 mice are more resistant than D2 mice to Bp infection. We found that following intranasal instillation of 50 CFU of Bp strain 1026b, D2 mice typically succumbed to infection by day 4 post-infection while B6 mice survived the infection. Subsequent studies showed that the same results were obtained with challenge doses of up to 200 CFU/mouse.

Based on these findings, we initiated forward genetics studies with a cohort of BXD strains in an effort to identify host genetic loci that correlate with the differential susceptibility observed in the parental strains. We screened a cohort of 35 BXD strains for susceptibility to pneumonic Bp infection. Groups of male mice were challenged with 50-100 CFU of Bp (from a diluted frozen stock) via intranasal instillation and then monitored for weight retention and survival. B6 and D2 mice were included in each of the 19 experiments that have been performed, and the D2 mice were always the last group to be challenged to ensure the “potency” of the challenge stock throughout the instillation process. We found that several of the BXD strains were highly susceptible to Bp (similar to D2 mice), others were relatively resistant to Bp (similar to B6 mice), and several strains displayed intermediate phenotypes (Figure 13A). Interval mapping (see GeneNetwork.org) using this cohort of animals revealed a significant QTL on chromosome 5 and suggestive QTLs on chromosomes 7 and 14 (Figure 13B) that correlated with differential susceptibility/resistance to Bp.

Another disease-state phenotype that may prove useful in understanding the host response to Bp infection is weight retention two-days post-challenge. Linkage analysis of weight retention in male mice following pneumonic challenge with Bp identified a highly suggestive QTL on chromosome 15 that correlates with the differential in weight retention that was observed in the parental and BXD mouse strains (Figure 14).

Interestingly, females from several of the BXD strains as well as female D2 mice were significantly more resistant to pneumonic Bp infection that their male counterparts. Linkage

---

**Figure 13.** Interval map using survival of pneumonic challenge with *Burkholderia pseudomallei* as the query phenotype. A cohort of male mice which included 35 BXD strains was infected intranasally with 50-100 CFU of *Burkholderia pseudomallei*. Infected mice were monitored for survival for up to 11 days post-infection and those that survived infection were given a value of “1” while those that succumbed to infection received a value of “0” (Panel A). Interval mapping was performed using the *in silico* resources within GeneNetwork.org to identify genetic loci that correlated with survival (Panel B).

**Figure 14.** Interval map using weight retention following pneumonic challenge with *Burkholderia pseudomallei* as the query phenotype. A cohort of male mice which included 35 BXD strains was infected intranasally with 50-100 CFU of *Burkholderia pseudomallei*. Infected mice were monitored for weight retention for up to 11 days post-infection. Interval mapping was performed using the *in silico* resources within GeneNetwork.org to identify genetic loci that correlated with survival.
analyses of survival data from female mice yields very different results from those obtained using data from male mice. Several peaks are observed, none of which are even considered suggestive QTLs. Moreover, inclusion of survival data from both male and female mice for linkage analysis results in an inability to identify QTLs that correlate with survival/resistance to Bp infection (Figure 15). We are hopeful that identification of additional strains with this differential sex-related phenotype will lead to identification of correlating host genetic factor(s).

We have also initiated studies to identify additional Bp disease-state phenotypic differences between the parental strains. Parental mice were challenged with 100 CFU via intranasal instillation and then sacrificed 24 hours later for collection of blood serum and bronchoalveolar lavage. BAL cells and BAL fluids/serum were collected from each mouse and subjected to flow cytometric analysis and multiplex cytokine/chemokine analysis (32-plex), respectively. Neutrophil recruitment was significantly higher (p=0.03) in D2 mice (compared to B6; data not shown). Multiplex cytokine analysis identified six analytes from the BALF and five analytes from the serum whose Bp disease-state levels were significantly different between the two parental mouse strains (Figure 16). Similar preliminary studies with a cohort of BXD strains suggested that we will be able to exploit these additional phenotypes as well as some additional lung cell phenotypes and cytokine/chemokine phenotypes (data not shown) for forward genetic analyses.

Based on these findings with the parental strains, we have initiated studies in which we are measuring disease-state lung parameters, such as immune cell recruitment to the lungs (bronchoalveolar lavage cells or BAL cells) and cytokine/chemokine expression in the lungs (BAL fluids or BALF) and peripheral circulation (blood serum), 24-hours post-infection (intranasal instillation).

To monitor the frequency of neutrophils (CD11b+ / GR1+), alveolar macrophages (CD11c+ / F4/80+ / CD205+), interstitial macrophages (F4/80+ / CD11b+), g/d T cells (g/d TCR+), and NK cells (NKGA/C/E+) recruited to the lungs as well as the activation status of the macrophage cell types (MHC class II expression levels / I-A/I-E+), BAL cells are subjected to eight-color flow cytometric analysis after staining with the following marker-specific
flourochrome conjugates: Ly6G-Ly6C-Horizon-V450, CD11b-Horizon-V500, I-A/I-E-FITC, gamma/delta TCR-PE, NKGA/C/E-PerCP-eFluor 710, CD205 (DEC205)-PE-Cy7, CD11c-APC, and F4/80-APC-Alexa Fluor 750. We have observed differences in each of these parameters in the parental strains as well as the randomly selected BXD strains studies to date. For example, the frequency and activation status (MHC surface density) of both interstitial and alveolar macrophages vary widely between different strains of mice (Figure 17). Linkage analyses of these data reveal a suggestive QTL on chromosome 16 correlating with frequency of interstitial macrophages (male mice only). Additional BXD strains and additional numbers of many of the strains shown in Figure 5 must be performed before fruitful linkage analysis can be performed with each of these parameters. We have also begun to measure the concentrations of cytokines/chemokines in the BALF collected from these mice via 32-plex Luminex analyses. We are at various stages of analyzing these data. Clearly, there are differences amongst the parental and BXD strains for many of the analytes we have measured, and preliminary linkage analysis using these analytes as query phenotypes have identified suggestive QTLs correlated with differential cytokine expression (data not shown). Clearly, more BXD strains are needed for these analyses (and we are continuing to add strains as they become available though our breeding program), and due to the relatively high degree of biological variability that is associated with these measurements we will need to reach our goal of 10 mice/sex/strain before we expect to have high confidence in the resulting linkage analysis.

B. Key Research Accomplishments

- We have identified one highly significant QTL and two suggestive QTLs that correlate with differential susceptibility of mice to pneumonic *Burkholderia pseudomallei* infection. Screening of additional BXD strains that have recombinations within the intervals of these three QTLs will allow us to increase the precision of QTL mapping significantly, helping us to identify specific candidate genes that correlate with differential susceptibility to *Burkholderia*.
- We have clearly shown that there are sex-based differences in susceptibility to pneumonic Burkholderia infection (female mice generally appear to be more resistant to this pathogen).
- Using parental strain we have identified at least eleven additional phenotypes that will allow fruitful linkage analysis (once the number of strains and N-numbers are increased) that will allow us to perform computer modeling studies that are designed to identify gene networks that are critical for various innate immune as well as susceptibility/resistance to *Burkholderia* infection.
- We have generated preliminary data using measurements of disease-state cytokines/chemokine production and innate immune cell frequencies/activation status in the lungs of acutely infected parental
and BXD mice. These preliminary data indicate that the phenotypes identified using parental mice (as well as several others) will be useful for QTL analyses.

C. Reportable Outcomes

Publications:

Ceballos-Olvera, I., Sahoo, M., Miller, M.A., del Barrio, L., and Re F. 2011. Inflammasome-dependent pyroptosis and IL-18 protect against Burkholderia pseudomallei lung infection while IL-1b is deleterious detrimental. *PLOS Path.* 7(12): e1002452. PMID- 22241982


D. Conclusions

Using survival as a phenotype for linkage analyses to identify host loci that correlate with differential susceptibility/resistance of mice to pneumonic *Burkholderia pseudomallei* infection has been successful. Survival of acute pneumonic *Burkholderia* infection is a complex trait in mice that appears to involve at least three different host loci (on chromosomes 5, 7, and 14). We have not identified any specific host genes that involved, but we now are able to select BXD strains (or collaborative cross strains) that have recombinations within these three loci to narrow the interval (and the candidate gene pool). We have also identified a number of additional phenotypes that include weight retention, immune cell frequency/activation status in the lungs, and cytokine/chemokine expression in the lungs of acutely infected mice. Once the “lung parameter” studies have been completed on 30-35 strains, we expect to have at least 15 phenotypes that will be useful for identifying QTLs that correlate with differential innate responsiveness of the parental mouse strains. Network modeling of using these data will allow us to identify host gene networks that enable mice to survive acute pneumonic *Burkholderia pseudomallei* infection.
1.2.2 Studies on cellular pathways responsible for genetic susceptibility to *Burkholderia pseudomallei* infection

Our recently published results indicate that excessive inflammation instigated by IL-1 is deleterious in melioidosis. Accordingly, inhibition of the inflammatory response reduced mortality and morbidity. We have now explored different approaches to reduce the innate immune response to infection with *B. pseudomallei* with the expectation that it would increase resistance to this pathogen. For example, we have found that intranasal administration of LPS and the neutrophil chemoattractant fMLP 48 hours before infection protected mice from infection with lethal doses of *B. pseudomallei* (figure 1).

![Figure 1. LPS+fMLP protect from lethal doses of *B. pseudomallei*. Mice were pre-exposed to LPS (100 mg) 72 hrs and fMLP (20 nM) 48 hrs before intranasal infection with lethal doses of *B. pseudomallei*. WT, *Il-1r1*<sup>−/−</sup>, *Nlrp3*<sup>−/−</sup> mice were infected with 250 CFU. *Asc*<sup>−/−</sup>, *Il-18*<sup>−/−</sup>, *Il-1r1/Il-18* DKO, *Casp-1*<sup>−/−</sup> mice 30 CFU.](image)

C57 BL/6 (WT), C57 with Nlrp3 inflammasome knock out (*Nlrp3*<sup>−/−</sup>), C57 IL-1 receptor 1 knock out (*Il-1r1*<sup>−/−</sup>), C57 Asc knock out (*Asc*<sup>−/−</sup>), and C57 IL-18 knock out (*Il-18*<sup>−/−</sup>) were all protected by the LPS/fMLP pretreatment relative to similarly infected, untreated mice. The pretreatment was less effective in C57 IL-1 receptor 1/ IL-18 double knock out (DKO) and C57 Caspace 1 knock out (*Casp-1*<sup>−/−</sup>) mice. Each of the gene knock outs eliminated one or more inflammasome or inflammatory cytokine components of the innate/inflammation response to bacterial infection. This treatment resulted in lower production of inflammatory cytokines, lower recruitment of neutrophils to the lung (as measured by MPO content in BALF), and lower bacterial burden in organs (figure 2).
Figure 2. LPS+fMLP protect from lethal doses of *B. pseudomallei*. Mice were pre-exposed to LPS (100 mg) and fMLP (20 nM) 48 hours before infection and then intranasally infected with lethal doses of *B. pseudomallei*. Mice were sacrificed 48 hours postinfection and cytokine levels in BALF and bacteria burden in organs were measured.

Various mechanisms may account for this protective effect. It is conceivable that LPS pre-exposure renders mice tolerant to endotoxic shock during infection. LPS administration is also increasing IFN-γ production in response to infection. Finally, LPS treatment diminishes recruitment of neutrophils to the lung. Our future experiments will determine which of these mechanisms is responsible for the protection.
1.3 Studies with *Francisella tularensis*

A. Overview

*Francisella tularensis* Schu S4 is an extremely virulent bacterial pathogen in humans (LD<sub>50</sub>&lt;10 CFU) and in all mouse strains that have been studied (LD<sub>50</sub>&lt;10). In our hands, there is very little difference in the ultimate outcome of infection of the two parental mouse strains (B6 and D2); the mice all die and at very similar rates. However, we and others have observed differences in the bacterial burdens that are observed in B6 vs. D2 mice. It is known that B6 mice typically carry 5-10 fold higher FT burdens than D2 mice during acute infection. It stands to reason that these two mouse strains produce distinct innate immune responses that are responsible for this difference in bacterial burdens.

In an effort to identify phenotypes of differential innate immune responsiveness of B6 vs. D2 mice to pneumonic *Francisella tularensis* Schu S4 (FT) infection, we performed a timecourse study of disease-state lung parameters following pneumonic infection. Mice were challenged with 250 CFU of FT via intranasal instillation. At each of the following timepoints (12, 18, 24, 48, 72, 96, and 120 hours) post-infection, 5 mice/group were subjected to submandibular puncture for blood collection and were then sacrificed. Immediately after sacrifice, bronchoalveolar lavage was performed using 1 ml of sterile PBS, cells were pelleted via centrifugation, BAL cells were enumerated using a Millipore Sceptor automatic cell counter, and BALF fluids were stored at 80˚C until use. Cytokine/chemokine quantitation in each BAL fluid was then performed via Luminex-based multiplex analysis (32-plex Millipore kit).

We found that on day 3 post-infection (72 hrs), cells numbers recruited to the lungs of D2 mice were significantly higher than observed in B6 mice (Figure 1). Interestingly, this difference in BAL cell numbers was transient.

Multiplex cytokine analysis of BALF revealed that most of the cytokine and chemokine levels remained relatively flat in the lungs of both B6 and D2 mice for the first two days of acute infection. However, on day three significant increases in levels of several cytokines were observed in the lungs of either B6, D2, or both strains. Differential expression of 10 analytes (M-CSF, G-CSF, IL-1alpha, IL-6, IL-12p40, IL-17, LIF, RANTES, KC, and VEGF) was observed on day 3 post-infection (also see Figure 2 and Figure 3). On day 4 post-infection there were 11 analytes that appear to be differentially expressed in B6 vs. D2 mice (M-CSF, G-CSF, IL-6, IL-12p70, IL-17, LIF, KC, VEGF, MIP-2, MCP-1, and MIG) and on day 5 post infection 10 of the analytes were differentially expressed by B6 vs. D2 mice (M-CSF, G-CSF, IL-1alpha, KC, VEGF, MIP-2, MIG, Eotaxin, MIP-1alpha, and MIP-1beta).
We also analyzed serum samples via Luminex-based cytokine/chemokine multiplex analysis (32-plex Millipore kit). Similar to our findings with the BALF, most of the cytokine levels remained fairly flat until three days post-infection. At this timepoint, a significant elevation in concentration of many of the cytokines was apparent in serum of either B6, D2, or both strains (Figure 4). However, in contrast to what was observed in the BALF, there were only six analytes that appeared to be differentially expressed (IL-1beta, IL-6, IL-12p70, IL-17, MIP-1alpha, and IL-10), and only 4 of those were statistically relevant differences (Figure 5). Interestingly, only three of the six analytes that were differentially expressed in the serum were found to be differentially expressed in the lung compartment. On day 4 post-infection, 19 of the analytes (Figure 4) appeared to be differentially expressed by B6 vs. D2 mice (M-CSF, IL-1beta, IL-2, IL-5, IL-6, IL-10, IL-12p70, IL-13, RANTES, KC, MIP-2, MCP-1, MIG, Eotaxin, MIP-1alpha, MIP-1beta, TNF-alpha, IP-10, and IFN-gamma). On day 5, only IL-12p40 appeared to be differentially expressed by B6 vs. D2 mice.
These studies have identified a large number of potential disease-state phenotypes that could be useful for QTL analysis and gene network modeling studies. Choosing the most appropriate timepoint for collecting the data will be a critical decision. Clearly, days 3 and 4 post-infection offer the most distinct phenotypes for QTL analysis, and the day 4 timepoint offers the largest number of phenotypes. However, day 3 post-infection may be the more relevant timepoint for evaluating the effect of disease-state cytokine/chemokine expression on the developing innate immune response to FT.

Figure 4. Kinetic monitoring of cytokine/chemokine levels in the peripheral circulation of B6 and D2 mice following pneumonic challenge with *Francisella tularensis* Schu S4. B6 and D2 mice (35/group) were challenged via intranasal instillation with 250 CFU FT Schu S4. At the indicated time points (12, 18, 24, 48, 72, 96, and 120 hrs post-infection), blood samples were collected via submandibular puncture. Quantitation of cytokine/chemokine levels in the serum samples was performed via Luminex-based multiplex analysis (32-plex Millipore kit).

Figure 5. Differential expression of cytokines/chemokines by B6 vs. D2 mice 72-hours post-infection with *Francisella tularensis* Schu S4. B6 and D2 mice (5/group) were challenged with 250 CFU FT Schu S4. Blood serum was collected via submandibular puncture 72-hours later. Cytokine/chemokine quantitations were performed via Luminex-based multiplex analysis (32-plex Millipore kit). Statistical analyses were performed using a student-t test and p values are indicated.
B. Key Research Accomplishments

• We have identified 16 distinct phenotypes of differential responsiveness of B6 vs. D2 mice to pneumonic FT infection (BAL cell numbers, 9 analytes in BALF, and 6 analytes in serum) on day 3 post-infection.
• We have identified 25 distinct phenotypes of differential responsiveness of B6 vs. D2 mice to pneumonic FT infection (6 analytes in BALF, and 19 analytes in serum) on day 4 post-infection.
• We have identified 11 distinct phenotypes of differential responsiveness of B6 vs. D2 mice to pneumonic FT infection (10 analytes in BALF, and 1 analyte in serum) on day 5 post-infection.

C. Reportable Outcomes

Publications:

D. Conclusions

We have laid the groundwork for QTL analyses that could identify host genetic loci that correlate with differential innate immune responses to pneumonic FT infection. These differences in innate immunity result (at least in part) in a 5-10 fold difference in bacterial burdens between B6 and D2 mice. Our results have also shown quite nicely that the innate response to FT challenge is significantly delayed compared to most infection models. Most of the cytokine levels in both B6 and D2 mice remained relatively flat until day three post-infection. This is unusual and in stark contract to the other 2 pathogens we have discussed in this progress report (Acinetobacter baumannii and Burkholderia pseudomallei).
2. Studies with SARS-CoV.

2.1 Overview

To determine if there is a difference in susceptibility to SARS-CoV infection between the parental strains (C57BL/6J and DBA/2J), we challenged 10-week old, female mice of both strains via intranasal route with $1 \times 10^5$ TCID$_{50}$ of the mouse adapted SARS-CoV strain (diluted in PBS), i.e., MA15 virus, and monitored the mice for weight change and viral replication in the lung tissues for 9 days. As controls, we also inoculated 4 mice from each strain with culture supernatants of Vero-E6 cells (the cell host for propagating the MA15 virus inocula) diluted in PBS. As shown in Fig. 1, neither C57BL/6J nor DBA/2J mice receiving control inocula (mock infection) lost weight during the 9-day observation period, indicating that the light anesthesia and intranasal challenge procedures do not produce appreciable adverse effects to these mice, nor do the constituents in culture medium of Vero-E6 cells.

In contrast, there was significant weight loss in both strains of mice infected with the MA15 virus. C57BL/6J mice lost a little over 10% of their starting weight at 2-3 days post infection (dpi), followed by a relatively fast recovery. On 8-9 dpi, C57BL/6J mice have regained weight to nearly pre-infection levels. However, DBA/2J mice had substantially more weight loss at 3-5 dpi than C57BL/6J mice, and these mice did not start to recover until after 6 dpi. In addition, a total of two DBA/2J mice died on 3 and 5 dpi, after losing 18% and 25% weight, respectively.

Fig. 1. Weight change of C57BL/6J and DBA/2J mice following challenge with mouse-adapted SARS-CoV, MA15. C57BL/6J (n=26) and DBA/2J (n=28) mice were inoculated with $10^5$ TCID$_{50}$ of MA15 virus in PBS via the intranasal route. Control mice (4/group) received Vero-E6 culture supernatant diluted in PBS. Mice were monitored daily for weight change and a subset of infected mice (3-5/group) were sacrificed on 1, 2, 3, 4, 5, and 9 days post infection for evaluation of viral replication in the lungs (see Fig. 2). Asterisk denotes 1 mouse (DBA/2J) death observed on 3 and 5 days post infection, respectively.
Analyses of infectious viral titers in lungs from a subset of infected mice revealed that high levels of pulmonary viral replication in both strains of mice for the first 4 dpi (Fig. 2), with DBA/2J mice harboring consistently 2-3 fold higher levels of viral replication. Strikingly, while viral titers have dropped to the $10^3$ TCID$_{50}$/g tissue range in C57BL/6J mice at 5 dpi, viral replication remained high at $>10^5$ TCID$_{50}$/g tissue levels in DBA/2J mice. The 65-fold higher level of viral replication in DBA/2J mice than in C57BL/6J mice at this time point was consistent with the sustained weight loss seen in DBA/2J mice at 5 dpi. Collectively, these data demonstrate that DBA/2J mice are more susceptible to MA15 virus infection than C57BL/6J mice, in particular, in disease development and in supporting sustained pulmonary viral replication.

![Graph showing viral replication in the lungs of C57BL/6J and DBA/2J mice intranasally challenged with $10^5$ TCID$_{50}$ of MA15 virus. Data shown are infectious viral titers in lung tissues from 3-5 mice/strain at each time point.]

2.2 Reportable Outcomes

Publication:


2.3 Conclusions

We have shown that DBA/2J mice are more susceptible to MA15 virus infection than C57BL/6J mice. Compared with C57BL/6J mice, DBA/2J mice develop a more severe disease (as evidenced by more substantial weight loss at 3-5 dpi) and support higher viral replication in the lung, especially at 5 dpi. These findings provide the basis and reveal clear phenotypes for conducting BXD mice studies to identify host genes/pathways that are involved in the differential responses of the parental strains to MA15 virus infection.
3. Mouse Genomics Core

3.1 Transcriptome-mapping results using spleen gene expression data from BXD RI strains

This research program relies on massive gene expression data for the spleen from the BXD strains. These data are of tremendous use for cloning candidate genes and defining gene networks that modulate host-pathogen interactions and the lethality of select agents. During this past period, we performed linkage analysis of whole genome on the transcript level using the BXD spleen gene expression data that were created through Affymetrix GeneChip Mouse Gene 1.0 ST array. There are approximately 35,556 probe sets in this array. About 67% of probe sets (23,745) shows presence in BXD mouse spleen with mean expression values above 7. About 33% of probe sets (11,811) don’t express in BXD mouse spleen, and was removed for this analysis. Using our QTLReaper (www.genenetwork.org/qtlreaper.html), a total of 16968 eQTLs have been identified with LRS =>10 (roughly at suggestive level), 3016 eQTLs have been identified with LRS =>17 (roughly at significant level), 581 eQTLs have been identified with LRS =>50 (at very significant level and its expression phenotype looks like a Mendelian trait) (Table 1). We categorized these eQTLs into two groups: cis-eQTLs, in which the gene and associated marker were within 5 Mb, and trans-eQTLs, in which the gene and associated marker were separated by more than 5 Mb. We identified 1565 cis-eQTLs and 1451 trans-eQTLs at genome-wide significant level (LRS=>17). By increasing the LRS value, the ratio of cis-eQTL to trans-eQTL increases dramatically, but the percentage of cis- and trans-eQTL is similar at significant level (Table 1). These gene expression and eQTL data will be used for candidate gene analysis not only by our own group (see example below), but also by the entire research community.

<table>
<thead>
<tr>
<th>LRS</th>
<th>Total number</th>
<th>% of probesets</th>
<th>Cis</th>
<th>Trans</th>
<th>% of Cis</th>
<th>% of Trans</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;=10</td>
<td>16968</td>
<td>71.46</td>
<td>2020</td>
<td>14948</td>
<td>11.90</td>
<td>88.10</td>
</tr>
<tr>
<td>&gt;=17</td>
<td>3016</td>
<td>12.70</td>
<td>1565</td>
<td>1451</td>
<td>51.89</td>
<td>48.11</td>
</tr>
<tr>
<td>&gt;=50</td>
<td>581</td>
<td>2.45</td>
<td>497</td>
<td>84</td>
<td>85.54</td>
<td>14.46</td>
</tr>
</tbody>
</table>

3.2 Candidate gene analysis for QTL that control oviduct infection phenotype

One example of candidate gene selection using system genetic strategy and spleen transcriptome-mapping data above is to narrow down the causal gene of QTL that is related to the genetic variance of oviduct infection (OI). This QTL has been mapped to distal chromosome 3 (Figure 1). There are more than 100 genes in the QTL region.

Figure 1. Interval mapping of oviduct gross pathology across the BXD strains reveals a QTL on distal Chr 3
We performed correlation analysis, eQTL analysis, and co-localization analysis using spleen gene expression data above, and finally narrowed down candidate genes from 126 to 5. The expression of those 5 genes is significantly correlated with OI phenotype (P< 0.05), and is cis-regulated with LRS 17 and above (P< 0.05) (Table 2).

**Table 2. Candidate genes for a QTL of oviduct infection**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Gene (Chr: Mb)</th>
<th>Expression Max</th>
<th>LRS</th>
<th>eQTL (Chr: Mb)</th>
<th>r</th>
<th>p value (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lphn2</td>
<td>Chr3: 148.478819</td>
<td>8.55</td>
<td>55.4</td>
<td>Chr3: 148.269914</td>
<td>-0.50</td>
<td>0.002</td>
</tr>
<tr>
<td>Syde2</td>
<td>Chr3: 145.651617</td>
<td>7.58</td>
<td>26.4</td>
<td>Chr3: 145.095423</td>
<td>-0.59</td>
<td>0.000</td>
</tr>
<tr>
<td>Mcoln2</td>
<td>Chr3: 145.812797</td>
<td>9.78</td>
<td>25.6</td>
<td>Chr3: 144.425237</td>
<td>0.35</td>
<td>0.037</td>
</tr>
<tr>
<td>Ttl7</td>
<td>Chr3: 146.606970</td>
<td>7.80</td>
<td>25.3</td>
<td>Chr3: 148.269914</td>
<td>-0.43</td>
<td>0.008</td>
</tr>
<tr>
<td>Ankrd13c</td>
<td>Chr3: 157.610215</td>
<td>10.36</td>
<td>17.4</td>
<td>Chr3: 157.878563</td>
<td>0.35</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Further analysis of gene function and gene network suggest that Syde2 is the strongest candidate gene. It may work with several other genes together to affect severity of oviduct infection (Figure 2).

3.3 BXD strains colony for DoD select agents

We maintained more than 400 cages for DoD including most of JAX BXD strains and all of the UTHSC strains. During 2011–2012, we continue to provide BXD mice to the research program and added more new strains into the RBL area for multiple DoD projects. We are developing another 80 new BXD strains continuously, which will be used for result validation as the second cohort. Of these new strains, ~36 new strains have passed the 10th generation of inbreeding, and ~59 strains have passed the 8th generation. In the past year, we genotyped all of these 80 new BXD strains with 50 UTHSC BXD strains together using GeneSeek SNP array at about 8000 SNPs density. Many alleles have already
showed homozygosis for most of strains that can be used to validate genetic modulators for some selected phenotype or gene expression.

3.4 Develop and test the method of reverse complex trait analysis (RCTA)

QTL mapping usually proceeds through a forward genetics approach, starting with a complex phenotype that varies across a population and attempting to identify the genes and, potentially, genetic variations that cause this variation. RCTA is a novel reverse genetics method, and often starts with natural sequence variants rather than with engineered alleles or mutagenized stock. After we generated ~100X whole-genome shotgun coverage of DBA/2J (D2) combining with public available sequence of C57BL/6J (B6), we were able to generate a nearly comprehensive list of sequence variants, and identify the downstream effects of those sequence variants using BXD RI strains. In the past few years, we have identified 4.8 M SNPs, 680K insertions and deletions (InDels), and thousands of inversions and copy number variants (CNVs) segregating among the 80 BXD strains. In this past year, we explored possible functional consequences of sequence and structural variants using a large data set of expression profiles from the BXD family, and developed and tested the method of reverse complex trait analysis (RCTA). Here is one example that is related to immune system.

There is a single nonsynonymous SNP in \textit{Wdr26}, which is a gene with an important role in innate immune response through suppression of the MAPK signaling pathway. Expression mapping showed that \textit{Wdr26} is associated with a strong \textit{cis} eQTL with an LRS 40 in lung (Figure 3).

![Figure 3. Interval mapping of \textit{Wdr26} expression showed it is cis-regulated.](image)

Expression levels of \textit{Wdr26} covary well ($r = -0.7167$, $p = 0.0012$) with T cell proliferation in the immune system (GN Trait ID 10237, Figure 4), a trait that maps very closely to \textit{Wdr26} with an LRS $> 49$. The human ortholog, \textit{WDR26}, directly binds free G$\beta$γ and forms a complex with endogenous G$\beta$γ in T cells, attenuating chemotaxis in the T cells, which corroborates the function of \textit{Wdr26} in mouse. This example illustrated that the functional consequence of the single nonsynonymous SNP in \textit{Wdr26} can be readily determined by the reverse complex trait analysis.
The expression of *Wdr26* correlated with T cell proliferation very well ($r = -8.33$, $p < 0.0001$).

The identification of sequence variants that modulate phenotypes is fundamental to understanding the genetic basis of both qualitative Mendelian traits and quantitative complex traits. The reverse complex trait analysis could efficiently link sequence variants to novel phenotypes. The tools and resources for RCTA analysis are publically available at GeneNetwork (GN) for DoD group and others in the research community.

3.5 **New infectious or immune related data entered into GeneNetwork**

We have generated and distributed a large number of important resources that are now used by DoD investigators to address central questions on the genetics of infection response. These data sets include spleens (109 strains), lung (57 strains), T cell (33 strains), etc.

3.6 **Reportable outcomes**

**Publication:**

4. Construction of gene network models

4.1 Introduction
Bayesian networks are graphical models that represent the dependence structure among multiple interacting variables. They consist of variables (nodes) that are connected by directed edges representing causal relationships between the nodes. The graphical representations in Bayesian networks allow for clear visualization and interpretation of the relationships between variables. Additionally, the causal dependencies implied by the networks provide testable hypotheses that can be used to assess the validity of the model or further investigate the relationships in the network. We have developed a workflow for Bayesian modeling of biological networks, such as those that are involved in determining responses to pathogen infection, and apply the model to two datasets using the BXD family of recombinant inbred mice. First, we provide an overview of modeling of the disease status of BXD mice infected with \textit{Chlamydia psittaci}. Next, we apply our Bayesian network modeling method to the expression of immune related genes in the spleens of BXD mice.

4.2 Body
4.2.1 Summary of modeling of \textit{Chlamydia} infection:
In the last year, we completed our investigation of \textit{Chlamydia} infection in BXD mice and prepared a manuscript that has recently been published (2). We provided an extended discussion of these results in last year’s annual report and will, therefore, only briefly summarize the creation and validation of the \textit{Chlamydia} infection model.

BXD strains with the D2 genotype at the Ctrq3 locus are more susceptible to infection with \textit{Chlamydia psittaci} than strains with the B6 genotype; however, the specific molecular mechanism through which the genotype impacts disease status is unknown (1). To elucidate the pathways that connect Ctrq3 genotype with disease outcome, we created a Bayesian network model from three sets of data: (1) Ctrq3 genotype, (2) intermediate immune-related phenotypes, including quantitative variables associated with cytokines, macrophages, neutrophils, and pathogen load, and (3) disease status as quantified by the ratio of weight 6 days after infection to weight at the time of infection. Based on an analysis of correlations between variables, we selected 5 variables (genotype at Ctrq3, neutrophil level, pathogen load, MAS, and weight ratio) and created a Bayesian network model based on these variables (Figure 1). We performed cross-validation of the model to assess its accuracy and found that all variables in the network were predicted with an accuracy > 80%.

We further investigated two of the relationships implied by the network. First, we used the model to predict the effects of external intervention on macrophages on disease progression and compared the predictions with data obtained from mice in which macrophages were chemically depleted. The effect of macrophage depletion on neutrophil level and weight change predicted by the model matched what was observed experimentally. Second, we found that strains with the susceptible genotype lost weight as a function of pathogen load while strains with the resistant genotype were almost completely unaffected over a wide range of pathogen load and confirmed this result in a larger cohort of BXD mice.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{BayesianNetwork.png}
\caption{Bayesian network modeling of \textit{C. psittaci} infection}
\end{figure}
4.2.2 Modeling of immune-related genes in the spleens of BXD mice:
Gene expression in the spleen of young adult mice was profiled using the Affymetrix GeneChip Mouse Gene 1.0 ST array in a total of 108 strains, including 81 BXD strains. The data is freely available in the GeneNetwork website (www.genenetwork.org) and further details of the sample collection and processing are available at genenetwork.org/dbdoc/UTHSC_SPL_RMA_1210.html. To examine the expression of immune related gene in the spleen, we selected all 1249 genes with an “immune system process” Gene Ontology annotation (GO:0002376). We then identified all probesets in the spleen gene expression dataset that target these genes. A total of 1421 probesets target these immune related genes, and this collection of probesets was used in all of the following analysis.

Initial QTL mapping results:
We performed gene expression quantitative trait locus (eQTL) mapping of the immune related genes using QTLReaper (www.genenetwork.org/qtlreaper.html) for the BXD strains. 414 of the probesets were associated with eQTLs with an LRS ≥ 15. We categorized these eQTLs into two groups: cis-eQTLs, in which the gene and associated marker were within 5 Mb, and trans-eQTLs, in which the gene and associated marker were separated by more than 5 Mb. We identified 140 cis-eQTLs and 274 trans-eQTLs. In general, the genetic variation that underlies a cis-eQTL is believed to be found within the gene itself or to otherwise directly impact the expression of the gene. Trans-eQTLs, in contrast, are thought to result from an indirect mechanism. For example, a genetic variant located within the promoter region of gene A (i.e. a cis-eQTL) may directly impact expression of gene A. If the expression of gene A then affects the expression of genes B and C, the genetic variant would also be in indirect factor (i.e. a trans-eQTL) that explains the variation in expression of genes B and C. As we investigated the eQTL mapping results, we found that trans-eQTLs were not evenly distributed across the genome. While the density of trans-eQTLs across the majority of the genome was low, there were several loci that contained several trans-eQTLs. For example, only 2 genes had a trans-eQTL that mapped to Chr 1 from 0-138 Mb, while 9 genes had a trans-eQTL that mapped to Chr 1 from 138-161 Mb. We identified a total of 9 genomic locations containing at least one cis-eQTL and at least three trans-eQTLs for the selected immune related genes. These 9 locations are promising starting points for modeling of immune gene networks in the spleen. Here, we will focus our discussion on creating models for two locations: Chr 2 near 65 Mb and Chr 17 near 35 Mb.

![Figure 2. QTL mapping results for Ifih1. Significant QTLs (p < 0.05) are indicated by the peak solid red line, while suggestive QTLs (p < 0.63) are indicated with the solid grey line. The location of the gene is indicated by the purple triangle.](image-url)
**Modeling of impact of genetic variation on Chr 2 near 65 Mb:**
Our first gene network model will investigate the impact of genetic variations at Chr 2 near 65 Mb on gene expression of immune related genes. One gene, *Ifih1*, located at 62.4 Mb on Chr 2 was regulated by a *cis*-eQTL at this location (Figure 2), and 12 genes had a *trans*-eQTL with LRS >= 15 at Chr 2 between 62 and 68 Mb. The genes with *trans*-eQTLs were highly correlated with one another and with *Ifih1* (Figure 3). The first step in creating a Bayesian network model is selecting the variables to include in the model. We selected the BXD genotype at rs3664317 (63.9 Mb on Chr 2) and *Ifih1* expression as two variables to include in the network. We removed genes that had low LRS values, low expression, low variance across strains, or a small difference in expression between the parental strains of the BXD mice. Of the genes with *trans*-eQTLs, we selected *Ifit1*, *Oas1a*, and *Oas1g*.

We then used our Bayesian network modeling pipeline to learn the structure of the gene network model. We have described our structure learning method previously (2). Our structure learning procedure allows for prior knowledge to be included in the network by requiring that specific features are either included or excluded from the network structure. For example, if a regulatory relationship among genes is known, only network structures that include this relationship will be included in the network. Here, we prevented *Ifih1*, the *cis*-regulated gene, from being the child of any of the *trans*-regulated genes. Figure 4 shows the structure of the gene network model of the Chr 2 eQTL. Some interesting relationships can be observed in the structure of the network. First, the genotype at rs3664317 influences the expression of *Ifih1* in all high scoring networks, as expected, but the genotype only influences the expression of the *trans*-regulated genes indirectly (i.e., *Ifih1* masks the influence of the genotype on the *trans*-regulated genes). Additionally, the network shows that there is a strong influence of the expression of *Ifih1* on *Ifit1* and *Oas1g* on *Oas1a*.

We performed parameter learning as described previously and assessed the model with the using leave-one-out cross validation. Specifically, we used the $Q^2$ parameter to evaluate the quality of the continuous predictions; a random predictor would provide $Q^2 = 0$, while a perfect predictor would provide $Q^2 = 1$. The values of $Q^2$ for predictions of the expression of *Ifih1*, *Ifit1*, *Oas1g*, and *Oas1a* using leave-one-out cross validation were 0.43, 0.66, 0.70, and 0.76, respectively.

**Modeling of impact of genetic variation on Chr 17 near 35 Mb:**
In contrast to the Chr 2 locus which contained only a single gene with a strong *cis*-eQTL, a locus on Chr 17 near 35 Mb contained several eQTLs for both *cis*- and *trans*-regulated immune related genes (Figure 5). Specifically, 17 and 15 probesets were regulated by *cis-* and *trans*-eQTL, respectively.
located between 33 and 38 Mb on Chr 17 with an LRS > 15. The majority of the cis-regulated genes were related to the histocompatibility complex, including, for example, H2-K1, H2-Oa, and H2-Q6. Except for H2-Ea-ps, all of the cis-regulated genes were highly correlated with each other; H2-Ea-ps had higher expression in strains with the D allele at this locus, while the other H2 genes had higher expression in strains with the B allele. To reduce the amount of data needed to examine the cis-regulated genes and, potentially, reduce the noise in the data obtained from single probesets, we used principal component analysis tools that are available in the GeneNetwork to select the first principal component (PC1) of the H2 genes with cis-eQTLs at this locus, excluding H2-Ea-ps. PC1 had a highly significant eQTL at Chr 17 near 35 Mb, and we, therefore, used PC1 in our network modeling. While investigating the trans-regulated genes to select genes for use in building gene network models, we observed that 3 chemokine receptor genes (Cxcr3, Ccl19, Cx3cr1) had trans-eQTLs at Chr 17 near 35 Mb and included these genes in the model. Finally, we included rs13482958, which is located at 34.5 Mb on Chr 17, as the genotype node in the network. We used no restrictions when performing network structure learning.

Figure 4 shows the structure of the gene network model for genes regulated by the Chr 17 locus. In contrast to the behavior found for the Chr 2 locus (Figure 3), the effect of the genotype at the locus on all of the trans-regulated genes is not masked by the expression of the cis-regulated genes, as Ccl19 is the direct child of the genotype node. This result may be due to Ccl19 being influenced by a specific cis-regulated gene whose expression was not sufficiently captured by PC1. We performed leave-one-out cross validation to evaluate the network. The values of $Q^2$ for predictions of PC1, Ccl19, Cxcr1, and Cxcr3 were 0.69, 0.51, 0.46, and 0.38, respectively.

---

**Figure 4.** Structure of the Bayesian network model of influence of genetic variation at Chr 2 near 65 Mb on the expression of immune related genes. The number next to each directed edge of the BN indicates the confidence in the edge after model averaging as described in the text. Cis-regulated genes are shown in red.

**Figure 5.** Structure of the Bayesian network model of influence of genetic variation at Chr 17 near 35 Mb on the expression of immune related genes. The number next to each directed edge of the BN indicates the confidence in the edge after model averaging as described in the text. PC1 is the first principal component of a cluster of histocompatibility complex genes that are located near rs13482958 and regulated by a cis-eQTL.
Key Research Accomplishments

- Completed and published Bayesian network modeling of *Chlamydia* infection in BXD mice
- Improved our integrated method for Bayesian network structure learning, parameter learning, cross-validation, and the prediction of the effects of external interventions, making it more automated and allowing for quicker model building for future data sets
- Analyzed gene expression of immune-related genes in the spleens of BXD mice and identified loci that impact the expression of several immune-related genes in *trans*
- Created two Bayesian network models for gene expression in the spleen

Reportable Outcomes

*Publication:*


**Conclusion**

We have implemented a method for performing Bayesian network analysis of biological data, such as responses to pathogen infection. We first completed analysis of a model explaining the development of *Chlamydia psittaci* in BXD mice. Then, we applied our method to explore networks linking genotype and the expression of immune-related genes in the spleens of BXD mice. This work is significant not only because it improves understanding of the model systems examined here, but also because it shows that our Bayesian network workflow can be adapted for application to modeling responses to infectious diseases and other biological processes.
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Inflammasome-dependent Pyroptosis and IL-18 Protect against *Burkholderia pseudomallei* Lung Infection while IL-1β Is Deleterious

Ivonne Ceballos-Olvera, Manoranjan Sahoo, Mark A. Miller, Laura del Barrio, Fabio Re*

Department of Microbiology, Immunology, and Biochemistry, University of Tennessee Health Science Center, Memphis, Tennessee, United States of America

**Abstract**

*Burkholderia pseudomallei* is a Gram-negative bacterium that infects macrophages and other cell types and causes melioidosis. The interaction of *B. pseudomallei* with the inflammasome and the role of pyroptosis, IL-1β, and IL-18 during melioidosis have not been investigated in detail. Here we show that the Nod-like receptors (NLR) NLRP3 and NLRC4 differentially regulate pyroptosis and production of IL-1β and IL-18 and are critical for inflammasome-mediated resistance to melioidosis. In vitro production of IL-1β by macrophages or dendritic cells infected with *B. pseudomallei* was dependent on NLRC4 and NLRP3 while pyroptosis required only NLRC4. Mice deficient in the inflammasome components ASC, caspase-1, NLRP3, and NLRP4 were dramatically more susceptible to lung infection with *B. pseudomallei* than WT mice. The heightened susceptibility of Nlrp3−/− mice was due to decreased production of IL-18 and IL-1β. In contrast, Nlrc4−/− mice produced IL-1β and IL-18 in higher amount than WT mice and their high susceptibility was due to decreased pyroptosis and consequently higher bacterial burdens. Analyses of IL-18-deficient mice revealed that IL-18 is essential for survival primarily because of its ability to induce IFNγ production. In contrast, studies using IL-1R1-deficient mice or WT mice treated with either IL-1β or IL-1 receptor agonist revealed that IL-1β has deleterious effects during melioidosis. The detrimental role of IL-1β appeared to be due, in part, to excessive recruitment of neutrophils to the lung. Because neutrophils do not express NLRC4 and therefore fail to undergo pyroptosis, they may be permissive to *B. pseudomallei* intracellular growth. Administration of neutrophil-recruitment inhibitors IL-1ra or the CXCR2 neutrophil chemokine receptor antagonist antileukiniate protected Nlrc4−/− mice from lethal doses of *B. pseudomallei* and decreased systemic dissemination of bacteria. Thus, the NLRP3 and NLRC4 inflammasomes have non-redundant protective roles in melioidosis: NLRC4 regulates pyroptosis while NLRP3 regulates production of protective IL-18 and deleterious IL-1β.
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**Introduction**

The ability to detect infection by pathogenic microbes and to restrict their growth are fundamental for the wellbeing of multicellular organisms. Pattern recognition receptors, including the Toll-like receptor (TLR) and the NLR, recognize microbial products and “danger signals” released by stressed cells and, in turn, activate signaling pathways that initiate the inflammatory response and regulate development of adaptive immunity. TLRs are expressed on the cell surface or in endosomal compartments and their stimulation results in activation of the NF-κB, MAPK, and IRF signaling pathways culminating in transcriptional induction of a large number of genes. NLRs, in contrast, are located in the cytoplasm, which they survey for evidence of danger or infection [reviewed in ref. [1]]. Some NLR control activation of the inflammasome, a multiprotein complex that contains, in addition to a NLR, the adaptor molecule ASC and the pro tease caspase-1. Activation of caspase-1 in the context of the inflamma some is responsible for the proteolytic processing of the immature forms of IL-1β and IL-18, a modification required for the secretion and bio-activity of these proinflammatory cytokines. Activation of caspase-1 also triggers a form of cell death, known as pyroptosis, that effectively restricts intracellular bacterial growth [2,3]. Production of IL-1β and IL-18 and induction of pyroptosis have been shown to be protective effector mechanisms against many infectious agents. NLRP3 and NLRP4 are the best characterized NLR molecules. NLRP3 controls caspase-1 activation in response to “danger signals”, several particles and crystals, and various bacteria, virus, and fungi. Although the logic that oversees the activation of the NLRP3 inflammasome is still elusive, it appears that disruption of cell membrane integrity may be a common event triggered by the NLRP3 activators. The NLRP4 inflama some is responsive to a narrower spectrum of activators including cytoplasmically delivered bacterial flagellin and the basal rod constituent of various bacterial Type III secretion systems (T3SS). The T3SS apparatus is used by several bacteria, including *Salmonella*, *Yersinia*, *Pseudomonas*, *Shigella*, *Legionella*, and *Burkholderia* to inject virulence factors into the cytoplasm of target cells. Recent
Author Summary

The disease melioidosis is caused by the intracellular bacterium *Burkholderia pseudomallei*, a potential bioterrorism agent. Here we examined the interaction of *B. pseudomallei* with the inflammasome, an important innate immune pathway that regulates at least two host responses protective against infections: 1) secretion of the proinflammatory cytokines IL-1β and IL-18 and 2) induction of pyroptosis, a form of cell death that restricts intracellular bacteria growth. Using a mouse model of melioidosis we show that two distinct inflammasomes are activated by *B. pseudomallei* infection. One, containing the Nod-like receptor (NLR) NLRP3, mediates IL-1β and IL-18 induction. The other contains a different NLR called NLRC4 and mediates pyroptosis. Pyroptosis and IL-18 production were equally important for resistance to *B. pseudomallei*. Surprisingly, IL-1β was found to be deleterious in melioidosis. The detrimental role of IL-1β during melioidosis was due, in part, to excessive recruitment of neutrophils to the lung. We show that neutrophils do not express NLRC4, fail to undergo pyroptosis, and, therefore, may be permissive to *B. pseudomallei* intracellular replication leading to increased bacterial burden and morbidity/mortality. Thus, the NLRP3 and NLRC4 inflammasomes have non-redundant protective roles in melioidosis: NLRC4 regulates pyroptosis while NLRP3 regulates production of protective IL-18 and deleterious IL-1β.

works demonstrated that the specificity of the mouse NLRC4 for flagellin or rod proteins is determined by its interaction with the NLR molecules NAIP5 or NAIP2, respectively [4,5].

*Burkholderia pseudomallei* is a Gram-negative flagellate bacterium that causes melioidosis, a disease endemic to South-East Asia and other tropical regions [6,7] and the most common cause of pneumonia-derived sepsis in Thailand. Because melioidosis carries a high fatality rate, *B. pseudomallei* is classified as category B potential bioterrorism agent by the Center for Disease Control and NIAID. *B. pseudomallei* infection can be contracted through ingestion, inhalation, or subcutaneous inoculation and leads to broad-spectrum disease forms including pneumonia, septicemia, and organ abscesses. Following infection of macrophages and other non-phagocytic cell types, *B. pseudomallei* is able to escape the phagosome and invade and replicate in the host cell cytoplasm, directly spreading from cell to cell using actin-tail propulsion. Macrophages and IFNγ have been shown to play a critical role in protection from melioidosis [8–10] and several *B. pseudomallei* virulence factors have been identified including the bacterial capsule [11], the lipopolysaccharide [12], and one of the three T3SS possessed by *B. pseudomallei* [13]. Analysis of mouse strains with different susceptibility to *B. pseudomallei* infection indicates that the early phases of the infection are crucial for survival [14,15], emphasizing the necessity for better understanding of innate immune responses during melioidosis. With this goal in mind, using a murine model of melioidosis we have performed a detailed analysis of the role of the inflammasome components NLRP3, NLRC4, ASC, and caspase-1 and the effector mechanisms IL-1β, IL-18, and pyroptosis.

Results

NLRP3 and NLRC4 differentially regulate production of IL-1β and pyroptosis

To identify the pathway responsible for IL-1β and IL-18 secretion in response to infection with *B. pseudomallei*, bone marrow-derived macrophages (BMDM) or dendritic cells (BMDC) derived from WT mice or mice deficient in the inflammasome components ASC, NLRP3, NLRC4, or caspase-1 were infected in vitro with *B. pseudomallei* and secretion of IL-1β in culture supernatants was measured. As shown in figure 1A, secretion of IL-1β by Asc−/−, Nlrp3−/−, and Casp1−/− BMDM was markedly reduced compared to WT BMDM. Production of IL-1β during the first hours of the infection was also significantly reduced in Nlrc4−/− cells. However, later in the infection process (8 hours) Nlrc4−/− cells secreted IL-1β at levels considerably higher than WT cells. Secretion of IL-1β followed a similar pattern (data not shown). Immunoblotting of the supernatants confirmed processing of IL-1β and of caspase-1 to the mature 17 kDa and p20 forms, respectively (figure 1B). Interestingly, although caspase-1 was activated in Asc−/− cells, processing and secretion of IL-1β was not observed. NLRC4 possesses an amino-terminal CARD domain that can recruit and activate caspase-1 independently of ASC. It is unclear at present why activation of caspase-1 in Asc−/− cells is not sufficient to trigger secretion of mature IL-1β, a phenomenon previously reported by other groups [16]. The differences in IL-1β and IL-18 secretion were observed regardless of the number of bacteria used to infect cells (MOI 10, 50, or 100, data not shown) and were not due to differential induction of pro-IL-1β, which was present at comparable amounts in all the cell lysates. Thus, the NLRC4 and NLRC3 inflammasomes are both mediating release of IL-1β and IL-18 by myeloid cells infected with *B. pseudomallei*.

Inflammasome-mediated induction of pyroptosis has been demonstrated to be a mechanism that restricts growth of certain intracellular bacteria [2,3]. To measure induction of pyroptosis in cells infected with *B. pseudomallei* we used a kanamycin protection assay that allows only replication of intracellular bacteria whereas cells that undergo pyroptosis expose the bacteria to the microbicidal action of the antibiotic present in the medium. Induction of pyroptosis and intracellular bacterial replication were measured in WT or inflammasome-deficient BMDM infected with *B. pseudomallei*. As shown in figure 1C (upper graph), pyroptosis of infected cells (as measured by release of LDH in culture supernatants) was significantly reduced in Casp1−/− and Nlrc4−/− cells compared to WT and Nlrp3−/−. Importantly, induction of pyroptosis was not lost in Asc−/− cells. NLRC4-mediated pyroptosis induced by other bacteria is also reported to be ASC-independent [16–19]. Consistent with the role of pyroptosis as a mechanism to restrict intracellular bacteria growth, considerably less intracellular bacteria were recovered from WT, Nlrp3−/−, and Asc−/− cells than Casp1−/− or Nlrc4−/− cells at all time points (figure 1C, lower graph).

Similar results regarding IL-1β processing and secretion and induction of pyroptosis were obtained using BMDC derived from the inflammasome-deficient mice (supplementary figure S1).

Taken together these results show that infection of macrophages and dendritic cells with *B. pseudomallei* leads to activation of the NLRC4 and NLRP3 inflammasomes. NLRC4 contributes to IL-1β during the early phase of the infection and induction of pyroptosis that restricts bacterial growth. NLRP3 does not control pyroptosis and primarily controls IL-1β secretion. It should be noted that the defective IL-1β production of Nlrc4−/− and Nlrp3−/− cells cannot be ascribed to the difference in induction of pyroptosis; thus Nlrp3−/− cells produce less cytokine than WT cells despite undergoing pyroptosis to the same extent as WT cells. Conversely, Nlrc4−/− cells, which are resistant to pyroptosis, still produce less cytokine than WT cells at the early time point. However, at later time points Nlrc4−/− cells produce considerably more IL-1β than WT cells. This is likely due to the fact that WT cells rapidly die after infection while Nlrc4−/− cells remain viable and continue to synthesize and secrete IL-1β.
Role of inflammasomes in murine melioidosis

The role of the inflammasome during *in vivo* *B. pseudomallei* infection was next analyzed using a mouse model of melioidosis (figure 2). WT mice or inflammasome-deficient mice were infected intranasally with *B. pseudomallei* (100 CFU) and their weight (not shown) and survival were monitored (figure 2A). All mice started to lose weight 2 days post-infection. Generally, mice that survived the infection started to recover weight 7 days post-infection. *Casp1^{-/-}, Nlrc4^{-/-},* and *Asc^{-/-} mice* were extremely susceptible to melioidosis compared to WT mice. *Nlrp3^{-/-} mice* were also considerably more susceptible than WT mice but slightly more resistant than the other inflammasome deficient mice. Measurement of the bacterial burdens in lungs, spleens, and livers of infected mice 24 hours (data not shown) and 48 hours post-infection revealed that *Nlrc4^{-/-} and Casp1^{-/-} mice* carried considerably higher burdens in all three organs than WT mice (figure 2B). Surprisingly, the bacterial burden of *Asc^{-/-} and Nlprp3^{-/-} mice* was not significantly different from that of WT mice at the tested time points despite their higher mortality.

Cytokine levels were measured in bronchio-alveolar lavage fluids (BALF) obtained from infected mice (figure 2C). Confirming the *in vitro* results, IL-1β and IL-18 levels were severely reduced in *Asc^{-/-}, Casp1^{-/-} and Nlprp3^{-/-} mice*. In contrast, IL-1β and IL-18 were present in the lungs of *Nlrc4^{-/-} mice* in amounts considerably higher than WT mice. Immunoblotting experiments confirmed that the IL-1β measured by ELISA was in fact the p17 mature form of IL-1β (figure 2D). Thus, although the *in vitro* experiments demonstrated that both the NLRP3 and the NLRC4 inflammasome contribute to IL-1β and IL-18 production in response to *B. pseudomallei* infection, it is the NLRP3 inflammasome that primarily mediates production of these cytokines *in vivo*. The levels of several other proinflammatory cytokines, including IL-1α (figure S2), were significantly elevated in *Nlrc4^{-/-} BALF*. It is interesting to note that the levels of IL-18 in BALF of *Asc^{-/-} and Casp1^{-/-} mice*, although very low, were higher than uninfected mice suggesting the existence of inflammasome-independent mechanisms to produce IL-1β and IL-18, as it has been previously shown in models of highly neutrophilic inflammation [20-23].

Histological analysis of the infected lungs revealed extensive inflammatory cell infiltration in the lung parenchyma (data not shown). The area of the inflammatory nodules, relative to the total area of the lung lobe, was calculated for each given section and found to be significantly greater in *Nlrc4^{-/-} mice* compared to WT mice (figure 2E). This result was consistent with the elevated levels of inflammatory cytokines and chemokines produced by *Nlrc4^{-/-} mice*. Taken together these results suggest a scenario where failure of *Nlrc4^{-/-} infected macrophages to undergo pyroptosis results in higher bacterial burden and continued production of IL-1β and other factors that attract more inflammatory cells, perpetuating lung inflammation and promoting bacteria dissemination.

Thus, our results identified two distinct inflammasome-mediated mechanisms that efficiently restrict *B. pseudomallei* growth and pathogenesis: (1) production of the cytokines IL-1β and IL-18 and induction of pyroptosis. The high susceptibility of *Nlprp3^{-/-} and Asc^{-/-} mice* to melioidosis is due to defective cytokine production while that of the *Nlrc4^{-/-} mice* likely results from defective pyroptosis. *Casp1^{-/-} mice* are impaired in both inflammasome effector mechanisms and, therefore, we predicted that they would
be more vulnerable to *B. pseudomallei* than *Asc*<sup>-/-</sup> or *Il1r1*<sup>-/-</sup>/Il-18<sup>-/-</sup> double knock-out mice (DKO) (that are defective in cytokines but retain pyroptosis) or *Nlrc4*<sup>-/-</sup> mice (that retain IL-1β/IL-18 functionality but are deficient in pyroptosis). This prediction was found to be correct. As shown in figure 2F, when mice were infected with only 25 CFU (a non-lethal dose for WT mice) the mean time to death of *Nlrc4*<sup>-/-</sup> and *Il1r1*<sup>-/-</sup>/Il-18<sup>-/-</sup> DKO mice was slightly but significantly (<i>p</i> < 0.05, Kaplan-Meier test) increased compared to Casp-1<sup>-/-</sup> mice. Surprisingly, *Asc*<sup>-/-</sup> mice, which should be equivalent to DKO because of the absence of IL-1β or IL-18, survived the infection. This may be explained by the observation that IL-18, although drastically reduced, is still detectable in *Asc*<sup>-/-</sup> mice at higher level than uninfected mice (figure 2C).

**Role of IL-18 and IL-1β in murine melioidosis**

We next analyzed the role of the inflammasome-dependent cytokines IL-1β and IL-18 during murine melioidosis. IL-18-deficient mice were extremely susceptible to *B. pseudomallei* infection even when infected with 25 CFU, a dose of bacteria that caused no mortality and only mild weight loss in WT mice (figure 3A). In contrast, *Il1r1*<sup>-/-</sup> mice displayed increased resistance to *B. pseudomallei* infection compared to WT mice (figure 3A and see below). The survival of mice deficient in both IL-18 and IL-1R1 (DKO) was indistinguishable from the *Il1r1*<sup>-/-</sup>/Il-18<sup>-/-</sup> mice when the animals were infected with 100 CFU. However, in DKO mice infected with 25 CFU (figure 3A, right panel) the concomitant absence of IL-18 and IL-1R1 provided a significant advantage over *Il1r1*<sup>-/-</sup> mice (<i>p</i> < 0.05) suggesting a detrimental role of IL-1R1-mediated signaling in melioidosis (see below).

Confirming the different susceptibilities of *Il1r1*<sup>-/-</sup> and *Il1r1*<sup>-/-</sup>/Il-18<sup>-/-</sup> mice to melioidosis, the bacterial burdens observed in the lungs, spleens, livers, and BALF of infected *Il1r1*<sup>-/-</sup> mice were dramatically higher than that of WT mice even at early time points (24 hours post infection, figure 3B). In contrast, significantly lower amounts of bacteria were recovered 48 hours post infection from *Il1r1*<sup>-/-</sup> mice compared to WT mice confirming their higher resistance.

Measurements of cytokines in the BALF obtained from mice at 24 and 48 hours post-infection (figure 3C) indicated that the levels of IFNγ were drastically reduced in *Il1r1*<sup>-/-</sup> mice, a finding consistent with the established function of IL-18 as an IFNγ-inducing cytokine. Remarkably, IFNγ levels in *Il1r1*<sup>-/-</sup> mice were greatly increased compared to WT mice. The levels of the neutrophil attractants Mip-2, KC, and IL-17 were also decreased in *Il1r1*<sup>-/-</sup> mice and increased in *Il1r1*<sup>-/-</sup>/Il-18<sup>-/-</sup> mice (figure S2). The number of inflammatory cells recovered from the BALF of *Il1r1*<sup>-/-</sup> mice was significantly decreased compared to WT mice (see figure 4B, left panel). Histological analysis of the infected lungs revealed extensive inflammatory cell infiltration in the lung parenchyma of *Il1r1*<sup>-/-</sup> mice (see figure 4C). The area of the inflammatory nodules, relative to the total area of the lung lobe, was calculated for each given section and found to be significantly greater in *Il1r1*<sup>-/-</sup> mice compared to WT mice (figure 4D).

Considering that IFNγ is known to play a protective role during several bacterial infections, including *B. pseudomallei* [8–10], these results suggested that the reduced resistance of *Il1r1*<sup>-/-</sup> mice to *B. pseudomallei* infection may be due to lack of IFNγ induction. To test this hypothesis, a group of *Il1r1*<sup>-/-</sup> mice infected with *B. pseudomallei* were given daily intraperitoneal injections of either recombinant IFNγ or PBS. As shown in figure 3D, exogenous IFNγ completely protected the mice suggesting that IL-18 exerts its protective action primarily through induction of IFNγ.

**Deleterious role of IL-1β in melioidosis**

The results of figure 3 showed that *Il1r1*<sup>-/-</sup> mice were more resistant to lung infection with *B. pseudomallei*. This appeared even
more evident when mice were infected with higher doses of *B. pseudomallei* that killed all WT mice but only a fraction of the *Il-1r1−/−* mice (figure 4A). Recruitment of neutrophils, macrophages, and dendritic cells into alveolar spaces was decreased in *Il-1r1−/−* mice compared to WT mice (figure 4B, left graph). Lower levels of the neutrophil enzyme myeloperoxidase (MPO) were detected in the BALF of *Il-1r1−/−* mice compared to WT (figure S3). The extent of lung inflammation, as measured by the number and size of inflammatory nodules, was also significantly decreased in *Il-1r1−/−* mice (figure 4C, and 4D).

To further test the hypothesis that IL-1R-mediated signaling has a deleterious role in this model of melioidosis, WT mice were infected with 100 CFU *B. pseudomallei* and were given daily intraperitoneal injections of IL-1β or PBS (figure 4E). All mice that received the cytokine succumbed to the infection compared to significantly higher survival of the control group. Injection of IL-1β in non-infected mice had no deleterious effect aside from a transient, negligible weight loss (not shown). The bacteria burdens in organs of IL-1β-treated mice 72 hours post infection were dramatically higher than the control group and bacteremia was detected in IL-1β-treated mice but not control mice (figure 4F). Higher number of neutrophils, macrophages, and dendritic cells were found in the BALF of IL-1β-treated mice (figure 4B, center graph). This correlated with increased level of MPO in BALF (figure S3). The increased inflammatory cell recruitment to the lungs of IL-1β-treated mice was likely due to the induction, by IL-1β, of neutrophil chemoattractants KC (CXCL1) and MIP-2 (CXCL-2), which in fact were detected at very high levels in the BALF of IL-1β-treated mice (figure S2). Histological analysis of lung sections of mice treated with IL-1β showed a dramatic increase in the number and size of the foci of infiltrating inflammatory cells (figure 4C, lower left panels) and evidence of perivascular edema and airway obstruction (figure 4C, lower right panels).

If IL-1β in fact has a detrimental effect during melioidosis, inhibition of its activity should lower morbidity and mortality of mice infected with *B. pseudomallei*. As shown in figure 4G, administration of the IL-1 receptor antagonist IL-1ra protected mice from infection with lethal doses of *B. pseudomallei*. Mice treated with IL-1ra had decreased recruitment of inflammatory cells to the alveolar spaces (figure 4B, right graph) lower level of MPO in BALF (figure S3), and less severe lung pathology (data not shown).

Neutrophils fail to restrict *B. pseudomallei* intracellular growth and are resistant to pyroptosis

Surprisingly, in our experiments lower numbers of neutrophils in *Il-1r1−/−* mice correlated with lower bacterial burdens while IL-1β administration resulted in increased neutrophil recruitment but also increased bacterial burdens and systemic dissemination. These results would be consistent with the notion that neutrophils are not very effective at containing *B. pseudomallei* infection and, in fact, may foster its spread. In support of this idea, human neutrophils infected with *B. pseudomallei* underwent pyroptosis at a much slower rate than infected monocytes (figure 5A). Concomitantly, intra-
cellular bacteria growth increased with time in infected neutrophils but decreased in monocytes. Consistent with previously published results [3], neutrophils did not express NLRC4 mRNA (figure 5B) suggesting they may be resistant to pyroptosis. Similar results were obtained using neutrophils and CD11b+ monocytic cells isolated from mouse bone marrow (figure 5C). WT monocytes infected with B. pseudomallei underwent pyroptosis and failed to support bacteria replication whereas Nlrc4-/− cells were resistant to pyroptosis and supported B. pseudomallei intracellular replication. In contrast, both WT and Nlrc4−/− neutrophils did not undergo pyroptosis and supported B. pseudomallei intracellular replication to the same extent. These results suggest that the deleterious role of IL-1β during melioidosis may be due, in part, to excessive recruitment of neutrophils, a cell type that may be permissive for B. pseudomallei replication. We decided to test this hypothesis in Nlrc4−/− mice. As shown in figure 2E, infected Nlrc4−/− mice showed a significantly higher degree of lung inflammation. Consistent with higher neutrophil influx in the lung of Nlrc4−/− mice, the levels of the neutrophil enzyme MPO were significantly increased in their BALF compared to WT mice (figure 6A). To test the hypothesis that excessive neutrophil influx is deleterious during melioidosis, Nlrc4−/− mice were injected with IL-1ra or with antileukinate, a hexapeptide that acts as a CXCR2 neutrophil chemokine receptor antagonist. Both factors have been shown to inhibit neutrophil recruitment to inflammatory sites in different animal models including lung inflammation [24–26]. As shown in figure 6B, administration of IL-1ra or antileukinate protected Nlrc4−/− mice infected with low doses of B. pseudomallei. The number of inflammatory cells in the BALF of Nlrc4−/− mice treated with IL-1ra or antileukinate was reduced compared to mice who received...
PBS injection (figure 6C) and lower levels of MPO were detected in the BALF of injected mice (figure S3). Moreover, systemic spread of bacteria to spleen or liver was reduced by administration of either drug (figure 6D).

**Discussion**

The inflammatory response to infection consists of several protective effector mechanisms that must be activated and orchestrated in order to maximize microbicidal functions and stimulation of adaptive immunity while, at the same time, minimize damage to the host tissues. Alteration in this balance may result in excessive and non-resolving inflammation that leads to severe morbidity and mortality [27]. It is becoming clear that to be effective but non-pathogenic the inflammatory response must be tailored to each specific pathogen. Here we have analyzed the role of a very important inflammatory pathway during infection with the lung pathogen *B. pseudomallei*. Using a murine model of melioidosis we have determined the role of various components of the inflammasome and the downstream effector mechanisms (production of IL-1β, IL-18, and pyroptosis) and we report several novel discoveries that greatly increase our understanding of the pathogenesis of melioidosis (see model in figure 7).

First, we found that both NLRC4 and NLRP3 play non-redundant roles during detection of *B. pseudomallei*. Analysis of in vitro infected macrophages or dendritic cells allowed us to estimate the relative contribution of NLRC4 and NLRP3 to IL-1β production. Our findings indicated that production of IL-1β is primarily dependent on the NLRP3 inflammasome. During the early phase of the infection the NLRC4 inflammasome also significantly contributes to IL-1β production. We posit that this pattern likely reflects the fact that the NLRC4 inflammasome responds to T3SS deployment, which occurs early in the infection cycle, while activation of NLRP3 may require escape from the phagosome, which is a relatively slower event [28]. *B. pseudomallei*, including the strain used in our study, possesses at least three T3SSs.
gene clusters, one of which is similar to the Salmonella SP-1 pathogenicity island and has been shown to be an important virulence factor required for escape from the phagosome, induction of IL-1β production, and pathogenicity [13,28]. In addition to mediating host recognition of cytosol-delivered flagellin, NLRC4 also recognizes a structural motif found in the basal body rod components of the T3SS of various bacteria, including *B. pseudomallei* [29]. We have determined (data not shown) that transfection of *B. pseudomallei* flagellin protein into the cytoplasm of BMDC leads to NLRC4-dependent production of IL-1β. This result agrees with previously published evidence and indicates that *B. pseudomallei* (like some other bacteria) expresses multiple factors (e.g. flagellin, basal rods) that are recognized by the NLRC4 inflammasome. The mechanism responsible for NLRP3 activation by *B. pseudomallei* remains unclear.

In addition to controlling IL-1β and IL-18 production, NLRC4 also mediates pyroptosis, a form of cell death that is an effective mechanism to restrict growth and dissemination of intracellular bacteria [3]. Here we showed that *B. pseudomallei*-induced pyroptosis was caspase-1-dependent but ASC-independent, in agreement with works that showed ASC redundancy for pyroptosis induced by other bacteria [16–19]. However, the fact that production of IL-1β in response to *B. pseudomallei* infection is seriously compromised in *Asc*-/− cells indicates that this adaptor molecule plays a critical role in NLRC4-mediated cytokine production and suggests that NLRC4 can form two distinct inflammasomes: one that contains ASC and regulates IL-1β processing, and one devoid of ASC that activates caspase-1 and triggers pyroptosis, as recently proposed [30]. It has been recently shown [4,5] that NAIP molecules determine the specificity of NLRC4 for its activators and, we would further speculate, for its down-stream effector mechanisms. Whether NLRC4 relies on other molecules to recognize *B. pseudomallei* remains to be ascertained. We tested the susceptibility to *B. pseudomallei* of

---

**Figure 6. Inhibition of neutrophil recruitment to the lung protects *Nlrc4*−/− mice from melioidosis.** (A) Myeloperoxidase was measured in BALF of WT and *Nlrc4*−/− mice. (B) *Nlrc4*−/− mice were infected intranasally with *B. pseudomallei* (25 CFU) and were administered daily injections of PBS or IL-1ra (i.p.) or antileukinate (s.c.). **p<0.01, ***p<0.001 (Kaplan-Meyer). (C) Flow cytometric analysis for myeloid cell composition of BALF obtained from *Nlrc4*−/− mice infected and treated with IL-1ra or antileukinate. (D) *Nlrc4*−/− mice infected and treated with IL-1ra or antileukinate were sacrificed 48 h post-infection and the bacterial burden was measured in organs. *p<0.05, **p<0.01 (1way ANOVA).

doi:10.1371/journal.ppat.1002452.g006
IL-1β is produced in the absence of IL-18, bacterial replication and IL-1β production proceeds irrespective of IL-18. However, quite surprisingly, although production of IL-1β and IL-18, is mediated by both NLRP3 and NLRC4, in vivo it is exclusively dependent on the NLRP3-ASC-caspase-1 inflammasome (figure 2C). In contrast, Nle4−/− mice produce these cytokines in amounts that exceed even those detected in WT mice. Remarkably, despite the abundance of IL-1β and IL-18, Nle4−/− mice were dramatically more susceptible to melioidosis than WT mice. It is worth noting that although IL-18 production is drastically reduced in Asc−/− and Nle4−/− mice, it is still detectable in these mice at higher level than uninfected mice. It is conceivable that this inflammasome-independent production of IL-18 may be sufficient to provide some level of protection to Asc−/− and Nle4−/− mice against infection with low B. pseudomallei CFU.

Our discovery that IL-1r1−/− mice were more resistant than WT to B. pseudomallei infection is quite surprising considering that this cytokine has been shown to be protective in several bacterial, viral, and fungal infection models [38]. Studies in humans have also shown that inhibition of the function of IL-1 using the IL-1R antagonist IL-1ra (Kineret) is associated with increased susceptibility to bacterial infection. Infected IL-1r1−/− mice had lower BALF levels of proinflammatory cytokines as well as a reduction of neutrophil influx into the lungs, bacterial burdens, and lung pathology. Consistent with a deleterious role of IL-1β in melioidosis, administration of recombinant IL-1β drastically increased mortality, inflammation, pathology, and bacteria burdens while administration of IL-1ra (Kineret) rescued the survival of WT mice infected with a lethal dose of B. pseudomallei.

The reason for the detrimental effect of IL-1β during melioidosis is unclear and it is likely that several factors determine this outcome. IL-1β is one of the most powerful proinflammatory cytokines, it affects virtually every organ, and several human pathologies are primarily driven by unrestrained IL-1β production. One possible mechanism to account for IL-1β’s deleterious role in melioidosis may be related to its ability to inhibit IFNγ production through the induction of the cyclooxygenase COX-2 and release of prostaglandin PGE2 [39,40]. Our observation that the level of IFNγ, a protective factor against B. pseudomallei, was significantly higher in infected IL-1r1−/− than WT mice (figure 3C) supports this type of scenario in melioidosis. Interestingly IL-8, a potent neutrophil chemoattractant, was shown to enhance the
intracellular growth and survival of B. cenocepacia in bronchial epithelial cell lines [41]. Whether IL-1β promotes B. pseudomallei intracellular replication is not known but our preliminary results indicated that induction of pyroptosis by B. pseudomallei was not affected by IL-1β.

IL-1β regulates neutrophil recruitment to inflammatory sites through multiple mechanisms including induction of KC, MIP-2, and IL-17, inflammatory mediators whose expression in our experiments correlated with the presence/absence of IL-1R1-mediated signaling. Excessive PMN recruitment is known to cause tissue damage leading to functional impairment of multiple organs, including the lungs [42,43]. One of the most remarkable observations reported here is that the absence of IL-1 signaling was associated with reduced lung neutrophil infiltration but also lower bacterial burdens in the lungs (figure 3B, 4B). Conversely, IL-1β administration resulted in increased neutrophil recruitment but also increased bacterial burdens and systemic dissemination. These results would be consistent with the idea that neutrophils are not very effective at containing B. pseudomallei infection and, in fact, may foster its spread despite their strong microbicidal activities. This notion is supported by our observation that human or mouse neutrophils infected with B. pseudomallei failed to undergo pyroptosis (figure 5), consistent with the finding that neutrophils do not express NLRC4 [3]. At the same time, intracellular B. pseudomallei replication proceeded unaffected in both WT and Nlrc4-/- neutrophils in agreement with a report that showed B. pseudomallei is intrinsically resistant to killing by infected PMN [44]. In support for a deleterious role of neutrophils in melioidosis we found that inhibition of their recruitment by administration of IL-1ra or the CXCR2 neutrophil chemokine receptor antagonist antileukinate protected Nlrc4-/- mice from infection with low doses of B. pseudomallei and decreased systemic spread of bacteria (figure 6).

Taken together our results suggest the following scenario: failure of Nlrc4-/- infected macrophages to undergo pyroptosis results in higher bacteria burden and continued production of IL-1β and other factors that attract more inflammatory cells, including neutrophils, perpetuating excessive lung inflammation and promoting bacteria dissemination. It is tempting to speculate that IL-1β promotes B. pseudomallei growth possibly by increasing the local pool of infectable permissive cells, including PMN. Our conclusion that neutrophils are a permissive cell type for B. pseudomallei replication seems to contrast with a report [45] that indicated that depletion of neutrophils resulted in severe increase in mortality in a model of marine melioidosis. However, caution should be used in the interpretation of these types of experiments because systemic depletion of neutrophils deoids the host not only of their microbicidal function but also of the many immunomodulatory functions these cells exert [46]. Of note, mice deficient in osteopontin, a pleiotropic cytokine that is chemotactic for neutrophils, were shown to be more resistant to B. pseudomallei infection [47], supporting our conclusion that neutrophils have a detrimental role in melioidosis.

The notion that excessive inflammation may be detrimental in certain infection models is well accepted. For example, TLR-mediated signaling negatively affects the outcome of infections with West Nile Virus [48] or influenza virus [49]. The fact that IL-1β is deleterious in melioidosis but protective against other lung pathogens like Klebsiella, Francisella, Mycobacterium, Respiratory Syncytial Virus, and influenza virus likely reflects differences between the virulence strategy of B. pseudomallei and those other pathogens. The intensity, kinetics, and quality of the inflammatory response elicited by B. pseudomallei and its ability to suppress the induction of anti-inflammatory circuitries are phenomena that we are interested to investigate in detail. Despite an extensive literature search we could identify only a single report [26] where IL-1β was shown to be deleterious in bacterial infections. It was demonstrated that this cytokine had a negative effect on bacterial clearance in a model of pneumonia caused by Pseudomonas aeruginosa, an organism that shares features with Burkholderia, which was in fact previously classified in the Pseudomonas genus. Surprisingly, the same group also reported a deleterious role for IL-1β in this type of infection [50], a further indication that each pathogen displays unique virulence strategies. It has been shown that activation of the inflammasome exacerbates inflammation without restricting bacterial growth in a model of Mycobacterial infection [51]. That report did not examine the role of IL-1β but other work showed it is protective during tuberculosis [25].

This is the first report that has analyzed in detail the role of the inflammasome during melioidosis. Previous work has implicated caspase-1 [52] and IL-1β [37] in this infectious disease although the pathways that led to their activation were not investigated. Other species of Burkholderia have been used as model organisms to study aspects of inflammasome biology. Surprisingly, B. thailandensis, which has been used as a model for melioidosis although it rarely causes disease in humans, was reported to cause similar disease in WT and IL-1β-/- double deficient mice [3] suggesting that species of Burkholderia other than B. pseudomallei may not be reliable models for melioidosis.

In summary, our work shows that NLRP3 and NLRC4 play non-redundant roles during B. pseudomallei infection by differentially regulating pyroptosis and production of IL-1β and IL-18; it demonstrates that pyroptosis is an efficient effector mechanism to restrict in vivo bacterial growth and dissemination; it identifies a deleterious role of IL-1β in melioidosis possibly due to excessive recruitment of neutrophils, a cell type that may be permissive to replication of B. pseudomallei; and, finally, it indicates that inhibition of IL-1R1-mediated signaling may be a beneficial therapeutical approach for the treatment of melioidosis.

Materials and Methods

Ethics statement

All the animal experiments described in the present study were conducted in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health. All animal studies were conducted under a protocol approved by the University of Tennessee Health Science Center (UTHSC) Institutional Animal Care and Use Committee (IACUC, protocol #1854). All efforts were made to minimize suffering and ensure the highest ethical and humane standards. Research involving human blood is exempt from the human subjects regulations. Human neutrophils and monocytes were isolated from healthy donors Leukopacks obtained from Lifeblood Mid-South Regional Blood Center, Memphis TN. All leukopacks are obtained anonymously. The gender, race, and age of each donor are unknown to the investigators.

Mice

C57BL/6, Il-1r1-/-, Il-18-/-, C57BL/6J-Chr13A/J/NajJ mice were purchased from Jackson lab. Il-1β-/-Il-1r1-/- double deficient mice (DKO) were obtained by crossing the parental single knockout mice, Asc-/-, Nip3-/-, Nlrc4-/- (from Vishva Dixit, Genentech) and Casp1-/- (from Fayyz Sutterwala) were bred in our facility. All mouse strains were on C57BL/6J genetic background and were bred under specific pathogen-free conditions. Age-(8–12 weeks old) and sex-matched animals were used in all experiments. Generally, experimental groups were composed of at least 5 mice.
Animal and in vitro experiments involving *B. pseudomallei* were performed under biosafety level 3 conditions in accordance with standard operating procedures approved by the Regional Biocontainment Laboratory at UTHSC.

**Bacteria, mice infection, and treatments**

For all experiment the *B. pseudomallei* 1026b strain (a clinical virulent isolate) was used. Bacteria were grown in Luria broth (Difco) to mid-logarithmic phase, their titer was determined by plating serial dilutions on LB agar, and stocks were maintained frozen at -80°C in 20% glycerol. No loss in viability was observed over prolonged storage. For infections, frozen stocks were diluted in sterile PBS to the desired titer. Aliquots were plated on LB agar to confirm actual CFU. Mice were anesthetized with isoflurane using a Surgivet apparatus and 50 µl of bacteria suspension were applied to the nares. In some experiments, mice were injected i.p. daily with recombinant mouse IL-1β (1 µg) or IFNγ (1 µg). IL-1ra (Biovitrum) was administered by alternating s.c. and i.p. injections every 12 hours (60 mg/kg body weight). Antileukimine (American Peptide Company) was administered by s.c. injection (8 mg/kg body weight).

**Generation of mouse BMDM and BMDC**

Mouse macrophages or dendritic cells were generated by incubating bone marrow cells in RPMI 1640-10%FCS supplemented with either rmM-CSF or rmGM-CSF (20 ng/ml) for 8 days, respectively.

**Isolation of mouse neutrophils**

Neutrophils and monocytic cells were isolated from the bone marrow cells of WT or *Nlrp4−/−* mice using Miltenyi Ly6G microbeads. Flow-through cells, consisting mostly of monocytic cells, were further purified using Miltenyi CD11b microbeads.

**Isolation of human neutrophils and monocytes**

Human neutrophils and monocytes were isolated from healthy donors Leukopacks obtained from Lifelblood Mid-South Regional Blood Center, Memphis TN. Blood was mixed with Isolymph (CTL Scientific Supply Corp.) [5:1 ratio] and RBC were allowed to sediment for 60 min at RT. The leukocytes-enriched supernatant was washed, resuspended in PBS, and stratified on Isolymph cushion and centrifuged at 1,350 rpm for 40 min. The cell pellet containing RBC and neutrophils was treated with 0.2% NaCl for 30 seconds to lyse RBC and immediately treated with an equal volume of 1.6% NaCl. The PBMC containing ring from the Isolymp centrifugation step was collected, washed, and monocytes were purified using Miltenyi CD11b microbeads. The procedure routinely yield populations of purity greater than 95%.

**Pyroptosis and intracellular bacteria growth (kanamycin protection assay)**

Release of LDH in tissue culture media, a reflection of pyroptosis, was measured using the Roche Cytotox detection kit. BMDM, PMN, or monocytes (5 × 10⁶ cells) were plated in 24 well plates. Bacteria at different MOI were added to the cell culture and the plates were centrifuged at 1,500 rpm for 10 minutes to maximize and synchronize infection and incubated for 30 minutes at 37°C. Cells were washed with PBS to remove extracellular bacteria and medium containing kanamycin (200 µg/ml) was added to inhibit extracellular bacteria growth. Media were collected at 1, 2, 4, 8, 12 hours post infection for LDH measurement. Cells were lysed in PBS-2% saponin-15% BSA and serial dilutions of the lysates were plated on LB agar plates containing streptomycin (100 µg/ml) using the Eddy Jet Spiral Plater (Neutec). Bacterial colonies were counted 40 hours later using the Flash & Grow Automated Bacterial Colony Counter (Neutec).

Determination of bacteria growth in tissue culture and organs

Organs aseptically collected were weighted and homogenized in 1 ml PBS using 1 mm zirconium beads and the Mini16 bead beater. Serial dilutions were plated as described above.

**Western blot**

Conditioned supernatants were separated by 12% PAGE electrophoresis, transferred to PVDF membranes, and probed with rabbit anti-caspase-1 (Upstate Biotechnologies) or goat anti-mIL-1β (R&D Systems).

**BALF collection and cytokines measurements**

BALF were collected from euthanized mice by intratracheal injection and aspiration of 1 ml PBS. Cytokines levels in tissue culture conditioned supernatants and BALF were measured using the Milliplex mouse cytokine/chemokine panel (Millipore) and confirmed by ELISA using the following paired antibodies kits: mIL-1β and mIFNγ (eBioscience), mIL-18 (MBL Nagoya, Japan). MPO level in BALF were measured using the HyCult Biotech ELISA kit.

Flow cytometry

Cells obtained from BALF were counted and stained with CD45, CD11b, CD11c, F4/80, GR1 (Ly6G), and analyzed with a LSR II BD flow cytometer.

**Histology and measurement of area of inflammatory foci**

Formalin-fixed paraffin-embedded lung sections were stained with H&E and scanned using the Aperio Scanscope XT. The Aperio ImageScope software was used to quantify the area of the inflammatory foci compared to the total lung lobe area. Results from lungs from 5 animals per group were combined.

**RT-PCR**

Total RNA was extracted using Trizol (Invitrogen) and 100 ng were amplified (27 cycles) using Superscript III One-step RT-PCR (Invitrogen) and primers specific for human Nlrc4, Nlrp3, Asc, and GAPDH (primers’ sequence available upon request).

**Statistical analysis**

All data were expressed as mean ± S.E.M. Survival curves were compared using the log rank Kaplan-Meier test. 1way ANOVA and Tukey Post-test was used for analysis of the rest of data unless specified in the figure legends. Significance was set at p<0.05. Statistical analyses were performed using the GraphPad Prism 5.0.

**Accession numbers**

UniProtKB/Swiss-Prot ID: IL-1β, P10749; IL-1R1, P13504; IL-18, P70380; NLRP3, Q8R4B8; NLRC4, Q5UP24; ASC, Q9EPB4; Casp-1, P29452; NAIP5, Q8CGT2.

**Supporting Information**

Figure S1 NLRP3 and NLRC4 differentially regulate production of IL-1β and IL-18 and pyroptosis. BMDM were infected with *B. pseudomallei* at MOI of 10. (A) Secretion of mature IL-1β was measured in conditioned supernatants at the
indicated times. (B) Processing of IL-1β and caspase-1 were detected by immunoblot in 8 h conditioned supernatants from A. (C) BMDM infected with B. pseudomallei (MOI 10) were lysed at the indicated time points after infection and intracellular bacterial growth was quantitated (upper panel). Induction of pyroptosis was measured by LDH release in conditioned supernatants (lower panel). One experiment representative of four (A) or three (C) is shown. \( p < 0.05, \quad \ast p < 0.01, \quad \ast\ast p < 0.001 \) (1way ANOVA).

(TIF)

Figure S2 Cytokines and chemokines were measured in BALF obtained from the indicated mouse strains 48 hours or 72 hours post-infection, as shown. \( p < 0.05, \quad \ast p < 0.01, \quad \ast\ast p < 0.001 \) (1way ANOVA).

(TIF)

Figure S3 Myeloperoxidase (MPO) was measured in BALF of the indicated mouse strains corresponding to the experiments of figures 3B, 4F, and 6D. \( *p < 0.05, \quad \ast\ast p < 0.01, \quad \ast\ast\ast p < 0.001 \) (1way ANOVA).

(TIF)
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Abstract

Viruses have evolved elaborate mechanisms to evade or inactivate the complex system of sensors and signaling molecules that make up the host innate immune response. Here we show that human coronavirus (HCoV) NL63 and severe acute respiratory syndrome (SARS) CoV papain-like proteases (PLP) antagonize innate immune signaling mediated by STING (stimulator of interferon genes, also known as MITA/ERIS/MYPS). STING resides in the endoplasmic reticulum and upon activation, forms dimers which assemble with MAVS, TBK-1 and IKKε, leading to IRF-3 activation and subsequent induction of interferon (IFN). We found that expression of the membrane anchored PLP domain from human HCoV-NL63 (PLP2-TM) or SARS-CoV (PLpro-TM) inhibits STING-mediated activation of IRF-3 nuclear translocation and induction of IRF-3 dependent promoters. Both catalytically active and inactive forms of CoV PLPs co-immunoprecipitated with STING, and viral replicase proteins co-localize with STING in HCoV-NL63-infected cells. Ectopic expression of catalytically active PLP2-TM blocks STING dimer formation and negatively regulates assembly of STING-MAVS-TBK1/IKKε complexes required for activation of IRF-3. STING dimerization was also substantially reduced in cells infected with SARS-CoV. Furthermore, the level of ubiquitinated forms of STING, RIG-I, TK1B and IRF-3 are reduced in cells expressing wild type or catalytic mutants of PLP2-TM, likely contributing to disruption of signaling required for IFN induction. These results describe a new mechanism used by CoVs in which CoV PLPs negatively regulate antiviral defenses by disrupting the STING-mediated IFN induction.

Introduction

The innate immune system is the first line of defense that protects the host against viral infection. Viral infections are sensed by pattern-recognition receptors (PRRs) of the innate immune system that recognize pathogen-associated molecular patterns (PAMPs) and then trigger an antiviral response [1]. Viral nucleic acids, such as the viral genome or replicative intermediates produced during viral replication, can be recognized by toll-like receptors (TLR3 and MyD88 for TLR7/8/9), and transduce signals to the downstream kinase complexes which activate IFN regulatory factor-3 (IRF-3), nuclear factor κB (NF-κB) and ATF-2/c-jun. These transcription factors coordinate the regulation of type I Interferons (IFN-β and -α). Type I IFNs induce the activation of STAT transcription factors that induce the expression of hundreds of IFN-stimulated genes (ISGs) which establish an antiviral state in surrounding cells, thereby limiting viral replication and spread.

Recent investigations into the induction of the type I IFN response identified a new player in the pathway, designated here as STING (stimulator of interferon genes; also called MITA, ERIS and MPYS) [8–11]. STING was identified by investigators screening cDNA libraries for genes that, when overexpressed, were sufficient to activate production of IFN. Further studies revealed that STING-knockout mice are susceptible to lethal infection with herpes simplex virus 1 and vesicular stomatitis virus, demonstrating the critical role of STING in facilitating immune
responses to viral pathogens [12]. STING, with four transmembrane domains in the N-terminal region, is detected in the endoplasmic reticulum (ER) and upon activation complexes with signaling components including TBK1, leading to phosphorylation of IRF-3 [8]. In addition, activation of STING induces its dimerization and ubiquitination, which are proposed to play important roles in the activation of IRF-3 signaling [9].

Coronaviruses (CoV) are positive strand RNA viruses that replicate in the cytoplasm of infected cells and produce a nested set of double-stranded RNA intermediates during viral RNA synthesis [13]. Despite the generation of dsRNA intermediates, CoV infection generally does not induce high levels of IFN production [14–18]. The new-emerging and most pathogenic CoV, severe acute respiratory syndrome coronavirus (SARS-CoV) inhibits the induction of IFN-β through blocking translation of the transcription factor interferon regulatory factor 3 (IRF-3) from the cytoplasm to the nucleus at a later time point in infection [15]. However, activation of innate immune in specific cell types is likely essential for generating a protective immune response. Studies using knockout mice or siRNA treatment of cell lines indicate that PRR TLR-7 in plasmacytoid dendritic cells [19]; MDA5 in brain macrophages [20], MDA5 and RIG-I in oligodendrocytes [21], and the adapter protein MyD88 are critical for activation of the innate response and protection from lethal coronavirus infection [22]. These studies are consistent with the idea that coronavirus infection induces a type I interferon response in a subset of cells and that the ability to mount an effective innate immune response is essential for clearing the viral infection and generating protective immunity.

Furthermore, recent studies indicate that the inefficient activation of the innate immune response may contribute to development of more severe disease [23], [24]. At least two mechanisms have been proposed to explain the low level of type I interferon response to coronavirus infection: the sequestering of viral RNA in double membrane vesicles [25], [26] which prevents or reduces recognition by PRRs; and/or the expression of viral proteins that antagonize the innate response (reviewed in [13]). The most pathogenic CoV, severe acute respiratory syndrome coronavirus (SARS-CoV), which resulted in a 10% mortality rate, encodes at least 6 innate immune antagonists, including nonstructural protein 1 (nsp1) [27], the papain-like protease domain in nsp3 [17], nucleocapsid protein [28,30], membrane protein [29] and the products of open reading frame 6 (ORF6) and ORF3b [30]. Another important human CoV is NL63, which causes croup in children and is associated with pneumonia in the elderly [31]. HCoV-NL63 also encodes a papain-like protease, termed PLP2, which antagonizes IFN induction [14]. These coronavirus papain-like protease domains (PLPs) are contained within the nonstructural protein 3 (nsp3), which is expressed as part of a replicase polyprotein. The PLPs along with a 3C-like protease (3CLpro) cleave the replicase polyprotein to generate nonstructural proteins (nsps) that associate with ER membranes to generate convoluted membranes and double membrane vesicles (DMVs), which are the site of viral replication [25,26]. The CoV PLPs are tethered to the DMVs by a transmembrane domain (Figure 1A). Analysis of enzymatic activity and structural studies revealed that SARS-CoV PLpro and HCoV-NL63 PLP2 function as both proteases and deubiquitinating (DUB) enzymes [14,32–35]. Initially, we speculated that CoV PLPs may act as IFN antagonists via their protease or DUB activities, however we found that both catalytic dependent and catalytic independent mechanisms contribute to PLP-mediated IFN antagonism [14,17]. Our previous studies indicated that SARS-CoV PLpro inhibits host antiviral innate immune response by inhibiting phosphorylation, dimerization and nuclear translocation of IRF-3, likely by forming a complex with IRF-3 [17]. However, the precise mechanism by which CoV PLPs inhibit IRF-3 activation is still unclear. In this work, we demonstrate that CoV PLPs antagonize IRF-3 signaling by targeting the IRF-3 scaffolding protein STING for inhibition. We also characterize both catalytic-dependent and catalytic-independent roles for PLPs in blocking the activation of IFN response.

**Results**

CoV PLPs antagonize STING-mediated activation of IRF-3

To determine if CoV PLPs are capable of blocking STING-mediated activation of an IRF-3 dependent promoter [36,37], we assessed the level of IFN stimulated response element reporter (ISRE-Luc) activity in the presence of STING with increasing amounts of coronavirus PLPs. Stimulation of HEK-293T cells with STING alone resulted in greater than 20-fold increase in activity of the ISRE-dependent reporter. Co-expression of STING with wild-type PLP2-TM or PLpro-TM resulted in a dose dependent decrease in ISRE activity indicating that these PLPs can antagonize STING-mediated activation of an IRF-3 dependent promoter (Fig. 1 B and C and supporting information (SI) S1). To determine if this antagonism is dependent on PLP catalytic activity, cells were co-transfected with plasmid DNA expressing STING and catalytic cysteine mutants of either PLP2-TM or PLpro-TM. Consistent with previous studies, CoV PLP catalytic mutants also act as antagonists, although they are less effective than wild-type PLPs in antagonizing the IFN response [14,17]. The effect of PLP2-TM on STING-mediated activation was also visualized using confocal microscopy. HEK-293T cells were transfected with STING-HA in the absence or presence of PLP2-TM and the localization of IRF-3 was monitored by immunofluorescence assay. In cells expressing STING-HA, IRF-3 translocates to the nucleus. However, in cells co-expressing PLP2-TM, IRF-3 remains in the cytoplasm (Fig. 1D). In addition, STING-HA and PLP2-TM co-localize in the cytoplasm of transfected cells. These results indicate that CoV PLPs antagonize STING-mediated activation of IRF-3.

CoV PLPs associate with STING

One possible mechanism for HCoV PLPs antagonism of STING-mediated activation of IFN is to associate with STING, either directly or as part of a multi-protein complex. Co-immunoprecipitation experiments were performed to determine if CoV PLPs associate with STING. HEK-293T cells were co-transfected with plasmid DNA expressing an epitope tagged version of STING (STING-Flag) in the presence or absence of PLP2-TM and cell lysates were subjected to immunoprecipitation with anti-Flag antibody. The products of the immunoprecipitation were separated by SDS-PAGE and visualized by immunoblotting (Fig. 2A). The results show that both NL63 wild-type and catalytic mutant PLPs are detected in association with STING. Similar co-immunoprecipitation results were obtained using PLpro-TM (Fig. S2) Next, we wanted to determine if STING is sequestered in HCoV-NL63-infected cells. HEK-293-ACE2 cells, which express angiotensin-converting enzyme 2 (ACE2), a key receptor for SARS and NL63 coronaviruses, were transfected with STING-V5, infected with HCoV-NL63 and analyzed by confocal microscopy at 24 hrs postinfection. HCoV-NL63 replicase protein nsP3 which contains the PLP2-TM region is detected as punctate, perinuclear staining in virus-infected cells [33,38]. Interestingly, we detected partial co-localization of STING and nsP3 in virus-infected cells suggesting that STING may be sequestered in the viral replication.
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complex and unable to mediate signaling (Fig. 2B). These results indicate that these CoV PLPs associate with STING either directly or as part of a multi-protein complex.

**STING dimerization is reduced in the presence of CoV PLPs**

Recent studies indicate that activation of the innate immune response signaling pathway induces dimerization and phosphorylation of STING, which are required for activation of the IFN response [9]. STING dimers can be visualized as a band at 80 kDa when resolved on SDS-PAGE [9]. We hypothesize that PLPs inhibit STING-mediated signaling through the disruption of assembly or stability of STING dimers. To test this hypothesis, cells were co-transfected with plasmid DNA expressing STING-Flag in the presence or absence of PLP2-TM and Sendai virus (SeV), and cell lysates were evaluated for STING dimers by immunoblotting with anti-Flag (Figure 3A). We detected STING dimers in STING-transfected and SeV-infected cells (Fig. 3A, lanes 2 and 4). In contrast, STING dimers were reduced in cells co-expressing PLP2-TM (Fig. 3A, lanes 3 and 5). Similar results were obtained when we evaluated PLpro-TM for disruption of STING dimers (Fig. S3), indicating that these CoV PLPs either prevent assembly or promote dissociation of STING dimers. A similar reduction in STING dimers was seen in cells transfected with STING-HA and infected with SARS-CoV (Fig. 3B, lane 2). In contrast, STING dimers were not reduced when infected with SeV (Fig. 3B, lane 3). Collectively, these results indicate that STING dimerization was reduced in the presence of CoV PLPs, and was also substantially reduced in cells infected with SARS-CoV.
To determine if PLP catalytic activity is important for disruption of STING dimers, cells were co-transfected with plasmid DNA expressing STING-HA and STING-Flag and plasmid DNA expressing wt or catalytic mutants of PLP2-TM. Disruption of dimers was assessed by immunoprecipitation and immunoblotting (Fig. 3C). If STING-HA and STING-Flag form heterodimers,
then immunoprecipitation with anti-HA and immunoblotting with anti-Flag will allow detection of these heterodimers, as shown in Fig. 3C, lane 2. A reduction in STING dimers was detected in cells expressing wt PLP2-TM and the D1849A mutant which retains DUB activity (lanes 3 and 6), but not in cells expressing the C1678A or H1836A mutants which do not possess DUB activity [33]. These results indicate that PLP2 DUB activity is important for disruption of STING dimers. Similar results were obtained when we evaluated PLpro-TM for disruption of STING dimers (Fig. S3) A previous report indicates that only the dimer form of STING is ubiquitinated [9], which coupled with our observation that PLPs with DUB activity reduce the accumulation of STING dimers, supports a role for DUB activity in negatively regulating STING. Thus, these results are consistent with a role for viral DUB activity in antagonizing either the assembly or stability of STING dimers.

PLP2-TM disrupts MAVS-STING-IKKε interaction

Next, we wanted to determine if PLP2-TM altered the assembly of complexes required for activation of IRF-3 and the IFN response. MAVS, a mitochondrion-associated adaptor protein is a critical player in viral activation of the IFN response. Activation of MAVS mediates the assembly of a multi-protein complex that activates TBK-1/IKKε to phosphorylate IRF-3 [39]. Recent studies revealed that STING associates with MAVS to recruit TBK-1/IKKε and IRF-3 to a complex [8], and that activation of STING is critical for activation of IRF-3 [11,12]. Therefore, we investigated if PLP2-TM had any effect on assembly of these signaling complexes. HEK-293T cells were co-transfected with plasmid DNAs expressing STING-HA along with Flag-RIG-I, Flag-MAVS or Flag-IKKε in the presence or absence of PLP2-TM. Cell lysates were harvested and evaluated for co-immunoprecipitation of complexes by immunoblotting. We found that expression of PLP2-TM had no effect on co-immunoprecipitation of RIG-I with STING (Fig. 4A), but that co-immunoprecipitation of MAVS and IKKε was disrupted by expression of PLP2-TM (Fig. 4B, lane 4 and Fig. 4C, lane 4). Overall, these results are consistent with an important role for CoV PLPs in blocking activation of IFN by disrupting STING-mediated activation and complex formation.

PLP2-TM blocks ubiquitination of signaling molecules

Modification of signaling molecules by ubiquitination plays a critical role in activation of the IFN response [40–42]. Here, we asked if PLP2-TM can recognize and deubiquitinate key complexes in the IFN signaling pathway. HEK-293T cells were transfected with HA-Ub and epitope-tagged versions of either RIG-I, TBK-1, IRF-3 or STING and cell lysates were subjected to immunoprecipitation and immunoblotting to determine the ubiquitination status of the immunoprecipitated proteins (Fig. 5). We found that there was a dramatic reduction in the amount of ubiquitinated RIG-I (A), TBK-1 (B), IRF-3 (C) and STING (D) in cells expressing PLP2-TM. We also investigated the role of the PLP2-TM catalytic activity in mediating deubiquitination. Cells were transfected with HA-Ub and either wild-type or catalytic mutants of PLP2-TM and as expected, we detected a reduction in the level of ubiquitinated STING in the presence of wt and the D1849A mutant of PLP2-TM (Fig. 5D, lanes 4 and 7). Interestingly, expression of the PLP2-TM C1678A and H1836A mutants, which are catalytically inactive [35], still resulted in reduced levels of ubiquitinated STING compared to the control (Fig. 5D, lanes 5 and 6). These results suggest that the catalytically inactive mutants of PLP2-TM may block access of STING to the ubiquitination machinery, thereby resulting in reduced levels of ubiquitination.

Figure 4. NL63 PLP2-TM disrupts signaling complex formation. HEK293T cells were co-transfected with STING-HA together with either Flag-tagged RIG-I (A), Flag-tagged MAVS (B) or Flag-tagged IKKε (C), and PLP2-TM-V5. At 28 h after transfection, cell lysates were prepared and subjected to immunoprecipitate (IP) and immunoblot (IB) with the indicated antibodies. The asterisk indicates the nonspecific band. doi:10.1371/journal.pone.0030802.g004
Targeting the stimulator of IFN genes, STING

Recent studies have revealed the arsenal of proteins that viruses use to evade and subvert recognition by pattern-recognition receptors (PRRs) or activation of signaling molecules that are designed to respond to infectious agents [45]. STING is a key scaffolding protein that links the cytosolic viral RNA sensors RIG-I, rather than the MDA5, to the mitochondria protein MAVS [8,11]. These cytosolic sensors have been shown to be important for recognition of coronavirus RNA in oligodendrocytes [21] and brain macrophages/microglia [20]. Activation of STING, either by expression of N-RIG, the constitutive active caspase recruitment domain of RIG-I or ectopic expression of STING itself, induces the formation of STING dimers, which are modified by phosphorylation and ubiquitylation [9]. The activation of STING facilitates the recruitment of IRF-3 and TBK-1 into a complex where IRF-3 is phosphorylated. Phosphorylated IRF-3 forms dimers and is transported to the nucleus to activate transcription of type I IFN genes. CoV PLPs target STING and prevent this key scaffolding protein from activating IRF-3. Previously, we showed that PLpro blocks NF-kB-dependent promoter activity and that antagonism is abrogated using protease inhibitors [14]. Thus, CoV PLPs interact with key signaling molecules and exploit both catalytic dependent and catalytic-independent mechanisms to block the innate immune response. CoV-PLPs disrupt signal transduction to both IRF-3 and NF-kB, the key transcription factors required for activation of IFN-β (Fig. 6). Interestingly, CoV PLPs seem to exploit both catalytic dependent and independent mechanisms to block STING activity and a catalytic-dependent mechanism to disrupt NF-kB activity.

Previous studies have shown a role for viral proteases in cleavage of key IFN signaling molecules [45]. For example, the NS3/4A protease of hepatitis C virus and GB virus B and the 3ABC precursor of hepatitis A virus cleave MAVS/IPS-1, the mitochondria-associated signaling molecule, which blocks activation of IFN synthesis [46–51]. Therefore, it seemed reasonable to hypothesize that CoV PLPs exploited their protease or DUB activity to antagonize the innate immune response. However, we had previously shown that catalytically defective PLP mutants were still capable of inhibiting IRF-3 activation [17]. Furthermore, addition of a protease inhibitor that blocks both protease and DUB activity [52] failed to abrogate the PLP inhibition on activation of IRF-3 dependent promoters [14]. This led us to suspect that CoV PLPs were interacting with a component in the IFN signaling pathway. The fact that CoV PLPs are expressed as a polyprotein that localizes to the ER [25,26] led us to evaluate ER resident signaling molecules as targets of antagonism. The results presented in this study indicate that CoV PLPs are particularly potent antagonists because they can block: 1) STING dimerization; 2) the MAVS-STING-IKKε interaction required for signaling and 3) the ubiquitination of key signaling molecules such as RIG-I, STING, IRF-3 and TBK-1. Interestingly, catalytically inactive mutants of PLPs can interact, either directly or as part of a signaling complex, with STING and moderately inhibit IRF-3 activation for IFN induction, but wild type PLPs exhibit the most robust inhibition. We found that catalytic activity was important for blocking either the assembly or the stability of STING dimers. In addition, we found that PLP2-TM either

to destabilizing the signaling complex. Targeting of the signaling complex by blocking ubiquitination and disruption of STING dimers presents yet another mechanism used by coronaviruses to prevent activation of innate immunity and illustrates how coronavirus PLPs negatively regulate the IFN antiviral immune response in host cells.

**Discussion**

In this study, we investigated the mechanisms of the IFN antagonism imposed by the coronavirus papain-like proteases (CoV PLPs). Previous studies suggested that CoV PLPs block IFN synthesis by inhibiting virus-activated IRF-3 phosphorylation and nuclear translocation, but the underlying mechanism was unclear [14,17,32]. Here we show that both SARS-CoV PLpro-TM and HCoV-NL63 PLP2-TM associate with an ER-associated protein, STING and block assembly or stability of STING dimers which are important for downstream signaling and induction of the IFN response. Importantly, we have demonstrated that STING colocalizes with nsp3 (which contains PLPs) in HCoV-NL63 infected cells, and that STING dimerization was substantially reduced in cells infected with SARS-CoV. In addition, we found that ubiquitination of signaling molecules is dramatically reduced in the presence of HCoV-NL63 PLP2-TM, which may contribute
chains from RIP1, TRAF6, RIP2 and NEMO which results in editing on signaling molecules such as RIP1, TRAF6, RIP2 and considered a "central gatekeeper in inflammation and immunity" negative regulators of the innate immune response. A20 is [53–55]. Like CoV PLPs, cellular DUBs were identified as tumor suppressor protein associated with cylindromatosis (CYLD) responsive gene A20, deubiquitinating enzyme A (DUBA), and the production of IFN. (B) Coronavirus papain-like protease domains (depicted here as PLP) interact with STING to block signaling by blocking assembly or stability of STING dimers and preventing the ubiquitination of signaling proteins, such as RIG-I, TBK1, and IRF-3. doi:10.1371/journal.pone.0030802.g006

actively deubiquitinates or blocks the ubiquitination of the signaling molecules. This is consistent with these reported works that STING dimers were modified by ubiquitin [9]. By associating with STING, either directly or as part of a signaling complex, CoV PLPs can target and either block or deubiquitinate this important signaling molecule. Of course the question still remains if the PLP-STING interaction is direct or indirect, and what region(s) of the PLP are required for this potential interaction. These studies are currently ongoing. Understanding how to negatively regulate STING-mediated innate antiviral signaling by CoV PLPs may lead to the development of novel antiviral therapies and new insights for regulating the IFN response during acute and chronic infections.

DUBs as negative regulators of IFN activation

One of the striking findings in this report is the similarity in the function of CoV PLPs and cellular DUBs such as the NF-κB responsive gene A20, deubiquitinating enzyme A (DUBA), and the tumor suppressor protein associated with cylindromatosis (CYLD) [53–55]. Like CoV PLPs, cellular DUBs were identified as negative regulators of the innate immune response. A20 is considered a "central gatekeeper in inflammation and immunity" [56] because of its ability to interact with and mediate ubiquitin-editing on signaling molecules such as RIP1, TRAF6, RIP2 and NEMO. A20 DUB activity removes K-63 linked polyubiquitin chains from RIP1, TRAF6, RIP2 and NEMO which results in negative regulation of the innate immune response. In addition, A20 has been shown to act by antagonizing interactions between signaling molecules and ubiquitin conjugating enzymes [57]. Interestingly, both A20 and CoV PLPs can act on K-63 linked ubiquitin chains [14,58]. Further experiments are needed to determine if recognition, processing or sequestering of K-63 linked ubiquitin is important for CoV PLPs negative regulation of the IFN response. Cellular proteins DUBA and CYLD also negatively regulate the innate immune response. Kayagaki and co-workers found that DUBA targets and deubiquitinates TRAF3, a signaling molecule required for activation of IRF-3 [53]. They showed that reducing the expression of DUBA augments the IFN response to poly(I:C) whereas ectopic expression of DUBA blocks the IFN response. CYLD has been shown to deubiquitinate RIG-I to inhibit IFN production [53,54]. Ectopic expression of CYLD antagonizes the IFN response whereas siRNA-mediated knockdown of CYLD expression allows for a more robust IFN response. It seems that CoV PLPs are usurping the function of cellular DUBs by behaving as negative regulators of the innate immune response through targeting STING for both deubiquitination and dimer disruption.

Another possibility is that CoV PLPs function by sequestering STING as a mechanism of blocking activation of IFN. Both catalytically active and inactive CoV PLPs could interact and sequester STING and thereby prevent activation of IRF-3. Coronavirus PLPs are part of the viral replicase polyprotein that associates with ER membranes to form convoluted membranes and double membrane vesicles (DMVs) which are the sites of viral RNA synthesis [25,26,59]. Interestingly, STING also resides in the ER and upon activation assembles with Sec5 into exocyst vesicles [12]. The interaction of STING with PLP2-TM may block the signals required for STING to translocate to exocyst vesicles. Thus, further studies with CoV PLPs may reveal specific targets of STING that modulate this arm of the innate immune response.

In summary, the results of this study indicate that HCoV-NL63 and SARS-CoV PLPs inhibit host IFN-β production by targeting and nullifying STING. Blocking this key scaffolding protein prevents activation of IRF-3 and subsequent transcription of IFN-β. The antagonism functions of CoV PLPs are important negative regulators of the innate immune response and may be important in the virulence and pathogenesis of human coronavirus infection. Further characterization of the PLP-STING interaction may provide new targets for antiviral interventions.

Materials and Methods

Cells and virus

HEK293T cells [44] were cultured using Dulbecco’s modified Eagle’s medium containing 10% (v/v) fetal calf serum, supplemented with penicillin (100 U/ml) and streptomycin (100 μg/ml). HEK293-ACE2 cells, which express angiotensin-converting enzyme 2 (ACE2), a key receptor for SARS and NL63 coronaviruses, were kindly provided by Dr. Kui Li (University of Tennessee Health Science Center, Memphis, USA) and cultured as above with the addition of puromycin (10 μg/ml). HCoV-NL63 was propagated in LLC-MK2 cells [33] which were kindly provided by Lisa van der Hoek (University of Amsterdam, The Netherlands) and as previously described [35]. SARS-CoV was propagated in VeroE6 cells as previously described [32]. All work with SARS-CoV was performed in a biosafety level 3 facility using approved protocols. Sendai virus was kindly provided to the Chen lab by Dr. Shaobo Xiao (Huazhong Agricultural University, Wuhan, China) or purchased from Charles River Laboratories.
Plasmid DNAs

DNA constructs containing wild type and catalytic mutants of NL63 PLP2-TM SARS-CoV PLpro-TM and plasmids of IFN-β-Luc, PRD/III-I-[4-Luc], ISRE-Luc and HA-tagged Ub were previously described [14,17]. Flag-hIPS-1 (MAVS), BOS-Myc-hIRF3, Flag-hTBK1, Flag-hRIG-I were kindly provided by Dr. Himanshu Kuma and Shizuo Akira (Immunology Frontier Research Center Osaka University, Osaka, Japan). pcDNA3.1-HA-ERIS (designated here as STING-HA) and pCMV14-Flag-ERIS (designated STING-Flag) were kindly provided by Dr. Zhengfan Jiang (School of Life Sciences, Peking University, Beijing, China).

Luciferase reporter gene assay

HEK293T cells were transfected with the indicated stimulator plasmid DNA (STING-HA), reporter plasmid DNA [pRL-TK, ISRE-Luc, IFN-β-Luc, or PRD/III-I-[4-Luc]] and either NL63 PLP2-TM or SARS-CoV PLpro-TM using either Lipofectamine 2000 or Mirus LT1 according to the manufacturer’s protocol and incubated for 24 hours. Firefly luciferase and Renilla luciferase activities were assayed using the Dual Luciferase Reporter Assay Kit (Promega). Data were shown as relative luciferase activity (firefly luciferase activity divided by Renilla luciferase activity) with standard deviation from a representative experiment carried out in triplicate. For statistical analysis, the data between Vector (300 ng) and PLP (PLpro)-TM with various concentrations were subjected to unpaired, two-tailed Student’s t test using the Microsoft SPSS 12.0 software, and P values of <0.05 were considered to indicate statistical significance.

Immunofluorescence assays

HEK293 or HEK293-ACE2 cells were plated on fibronectin treated glass coverslips in 12-well plates. To evaluate localization of STING and NL63 PLP2-TM, plasmid DNA expressing STING-HA (225 ng per well) was transfected in the presence or absence of 300 ng of PLP2-TM expressing plasmid DNA. 12 hours later, cells were transiently transfected with either 0.5 μg of plasmid DNA or 0.5 μg of normal IgG and SARS-CoV- or Sendai Virus (SeV)- infected cells, HEK293-ACE2 cells were seeded at 10^5 cells/well in 12 well plates. 12 hours later, cells were transfected with either 0.5 μg of plasmid DNA or 0.5 μg of normal IgG and incubated for 24 hours at 4°C, followed by spinning down the beads. The precleared supernatant was incubated with the designated antibody (anti-Flag (Sigma) or anti-HA (MBL)/anti-Myc (MBL) with rocking overnight at 4°C. The beads-antibody-antigen complex was spun down and washed 3 times with 1 ml of lysis buffer. The proteins were eluted from the beads in 30 μl of 2× SDS-PAGE sample buffer subjected to boiling for 10 min. The sample was separated by SDS-PAGE and transferred to PVDF membrane for western blotting.

Assessing ubiquitination of signaling molecules in cultured cells

The efect of HCoV-NL63 PLP2-TM on ubiquitinated proteins in cultured cells was assessed as described previously [53,55]. Briefly, Flag-tagged RIG-I, TBK1, STING, IRF-3 were co-transfected into HEK293T cells together with pcDNA3.1-HA-Ub, plus wild type or catalytic mutant PLP2-TM DNA using Lipofectamine 2000 according to the manufacturer’s instructions. Empty vector pcDNA3.1/V5-HisB was used to standardize the total amount of DNA used for transfection. 24 post-transfection, cells were lysed with 25 μM MG132 for 4 hours, and then lysed in 300 μl of RIPA buffer (50 mM Tris-HCl pH 7.4, 150 mM NaCl, 2 mM EDTA, 1% NP-40, 0.1% SDS) containing protease inhibitor cocktail (1 mM, Roche) and 10 μM NEM. Non-covalently bound proteins were dissociated by boiling in 1% SDS, and samples diluted 1:10 in lysis buffer (50 mM Tris-HCl pH 7.4, 150 mM NaCl, 2 mM EDTA, 1% NP-40) containing protease inhibitor cocktail and 10 μM NEM. The soluble lysates were then immunoprecipitated with anti-Flag antibody followed by washing with RIPA buffer for three times. Flag-tagged proteins were resolved by SDS-PAGE and sequentially blotted with anti-HA and anti-Flag antibodies. 150 μl of lysis was used for each immunoprecipitation reaction. To confirm the PLP and the catalytic mutant expression level, western blotting with anti-V5 antibody (Invitrogen) was used to detect wild type and catalytic mutant PLP2-TM-V5 protein expression.

Detection of STING dimers

To assess STING dimers, HEK293T cells were transfected with STING-HA or STING-Flag (0.5 μg per 100 mm dish) and lysates subjected to immunoprecipitation and western blotting as described [9] with the indicated antibodies. To detect STING dimers induced by Sendai Virus (SeV) infection, HEK293T cells were transfected with STING-Flag and then infected with SeV (HAU = 100). 24 hours later, cells were lysed and immunoblotted with anti-Flag antibodies. To assess STING dimers in transfected and SARS-CoV- or Sendai Virus (SeV)-infected cells, HEK293-ACE2 cells were seeded at 10^5 cells/well in twelve well plates. 24 hours later, cells were transfected with either 0.5 μg of mSTING-HA expressing plasmid DNA or 0.5 μg of pcDNA3.1V5-HisB vector DNA (Invitrogen). Following six hours of incubation, the cells were infected with either SARS-CoV Urbani (MOI = 0.1)
or SeV (HAU = 100). 24 hours later, the cells were lysed in 300 µl of lysis buffer containing 0.5% Triton-X-100, 150 mM NaCl, 12.5 mM β-glycerolphosphate, 1.5 mM MgCl2, 2 mM EGTA, 10 mM NaF, 1 mM Na3VO4, 2 mM DTT plus protease inhibitor cocktail (Sigma). 150 µl of lysate was used for each immunoprecipitation reaction. After preclearing the lysate with protein G magnetic beads (Millipore), 0.5 µg of rabbit anti-HA antibodies (Invitrogen) was incubated with the lysate overnight at 4°C. 25 µl protein G magnetic beads was added to the immunoprecipitation reactions and incubated for 2 hours at 4°C. Protein G magnetic beads were precipitated and washed 3 times with 1 ml lysis buffer. Protein-G magnetic beads was added to the immunoprecipitation reaction. After preclearing the lysate with protein G beads, 250 μl of sample buffer containing 10% glycerol, 5% mercaptoethanol, 3% SDS, 12.5% (upper 0.5 M Trizma base and 0.4% SDS), and 0.01 mg bromophenol blue was added to the beads, and protein-antibody complexes were eluted by incubating at 37°C for 30 min. Samples were separated on SDS-PAGE gel and transferred to a PVDF membrane. Blots were incubated with mouse anti-HA antibody (Sigma) or anti-nsp5 antisera [17] at 0.5 µg/µl and 0.125 µg/µl concentrations, respectively. After washing three times in TBS-T buffer, blots were subsequently incubated with either goat-anti-mouse-HRP or donkey-anti-rabbit-HRP (Southern Biotech). Antibody-antigen reactions were detected using the Western Lighting Plus-ECL chemiluminescence reagents from Perkin Elmer.

**Supporting Information**

**Figure S1** (A) Schematic diagram of SARS-CoV illustrating the processing of replicase polyproteins to generate nonstructural proteins (nsp’s). The papain-like protease domains, the catalytic residues, and the transmembrane (TM) domain within nsp5 are indicated. (B) Western blot detection of STING-V5 and dose response of PLP2-TM-V5 and PLpro-TM-V5. (TIF)
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**Figure S2** SARS-CoV PLpro-TM associates with STING. HEK293T cells were cotransfected with plasmid DNAs expressing STING-Flag and either wild type or catalytic mutants of PLpro-TM-V5. Cell lysates were prepared at 28 hrs post-transfection and subjected to immunoprecipitation (IP) with anti-Flag antibody. The products of the immunoprecipitation were separated by SDS-PAGE and subjected to immunoblotting (IB). STING-Flag, PLpro-TM-V5 and the catalytic mutant expression were selectively detected from whole cell lysates (WCL) using anti-Flag and anti-V5 antibodies. (TIF)

**Figure S3** SARS-CoV PLpro-TM interacts with STING and disrupts STING dimers. HEK293T cells were co-transfected with plasmid DNAs expressing STING-HA, and/or PLpro-TM and/or GFP-V5 as indicated above. At 24 hrs post-transfection, cell lysates were subjected to immunoprecipitation with the indicated antibody and the products were separated by SDS-PAGE and subjected to immunoblotting to detect STING monomer and dimer (upper panel). Whole cell lysates (WCL) were immunoblotted to detected expression of STING-HA, PLpro-TM-V5, and GFP-V5 (lower panel). (TIF)
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Abstract

Genetic mapping studies may provide association between sequence variants and disease susceptibility that can, with further experimental and computational analysis, lead to discovery of causal mechanisms and effective intervention. We have previously demonstrated that polymorphisms in immunity-related GTPases (IRG) confer a significant difference in susceptibility to Chlamydia psittaci infection in BXD recombinant mice. Here we combine genetic mapping and network modeling to identify causal pathways underlying this association. We infected a large panel of BXD strains with C. psittaci and assessed host genotype, IRG protein polymorphisms, pathogen load, expression of 32 cytokines, inflammatory cell populations, and weight change. Proinflammatory cytokines correlated with each other and were controlled by a novel genetic locus on chromosome 1, but did not affect disease status, as quantified by weight change 6 days after infection. In contrast, weight change correlated strongly with levels of inflammatory cell populations and pathogen load that were controlled by an IRG encoding genetic locus (Ctrq3) on chromosome 11. These data provided content to generate a predictive model of infection using a Bayesian framework incorporating genotypes, immune system parameters, and weight change as a measure of disease severity. Two predictions derived from the model were tested and confirmed in a second round of experiments. First, strains with the susceptible IRG haplotype lost weight as a function of pathogen load whereas strains with the resistant haplotype were almost completely unaffected over a very wide range of pathogen load. Second, we predicted that macrophage activation by Ctrq3 would be central in conferring pathogen tolerance. We demonstrated that macrophage depletion in strains with the resistant haplotype led to neutrophil influx and greater weight loss despite a lower pathogen burden. Our results show that genetic mapping and network modeling can be combined to identify causal pathways underlying chlamydial disease susceptibility.

Introduction

The genus Chlamydia comprises a number of species of highly related obligate intracellular prokaryotic pathogens that cause clinical disease in humans ranging from blinding trachoma [1] and sexually transmitted infection by Chlamydia trachomatis [2], community acquired pneumonia by Chlamydia pneumoniae [3] and life-threatening respiratory and systemic zoonosis by Chlamydia psittaci [4]. In a previous study, we determined that a known QTL on chromosome 11 (Ctg3) [5,6] containing two polymorphic innate immune genes (Irgm2 and Ibg1b10) in the family of immunity-related GTPases (IRG) were responsible for the innate difference in susceptibility to a systemic infection by C. psittaci among the BXD recombinant inbred strains [7]. Each member of this mouse reference strain set inherits a unique and approximately equal fraction of their genomes from two fully inbred progenitors—strain C57BL/6J (B6 or B) and DBA/2J (D2 or D). These two parental strains differ at roughly 5 million sites across the genome. The set of 80 BXD strains is being used for systematic multiscalar genetic studies of host-pathogen interactions [8,9,10]. This large set of genetically related strains can provide comparatively high precision mapping, with a resolution of 1–2 Mb in several cases [7,11]. Characterization of the disease susceptibility differences between the B6 and D2 parental strains revealed significant differences in C. psittaci load, inflammatory responses, and cytokine profiles. While the IRGs have been shown to control Chlamydia load [6,7,12], alternative immunomodulatory functions of these genes have also been reported [13,14,15] making it unclear if IRGs influence disease outcome by regulating pathogen load or by influencing other immunomodulatory functions [16].

Recent advances in high-throughput genomic technologies and computational methods allow us to formulate and test genetic network models without explicit data on molecular function. Translating large-scale genomic data into network models with...
predictive power is a challenging task. The most valid approach is to systematically evaluate the possible hypothetical network models against data and then select the most probable models for experimental validation. The probability of a genetic network model conditioned on the data can be calculated using Bayesian network methods. A Bayesian network is a graphical probabilistic model representing the joint probability structure among multiple interacting variables [17,18,19]. The probabilistic modelling provides a natural treatment for the stochastic aspects of biological processes and noisy measurements [20]. Bayesian networks can be used to integrate prior knowledge and new data to capture and express causal relationships [21,22,23].

We combined forward genetics and Bayesian network analysis to model the biological pathway of how Ctrq3 or polymorphisms in immunity-related GTPases (IRGs) confer susceptibility and resistance to Chlamydia infection in strains of mice with different genetic backgrounds. We then predicted how individual mice would respond to different intervention and validated these predictions. The model predicted that Ctn3 confers protection against disease through macrophage activation, which then controls pathogen load and neutrophil influx. The factor with the greatest impact on disease severity, as quantified by weight change in strains infected with Chlamydia, was predicted to be neutrophil influx rather than pathogen load. We validated these predictions experimentally. Thus, our work provides an experimentally validated model for an immune-regulatory function of the IRG containing Ctn3 locus in contributing to the control of systemic C. psittaci infection.

Results

Immune responses and disease severity to Chlamydia psittaci infection is controlled by two major genetic loci

We infected the C57BL/6j parental strain and 40 BXD strains intraperitoneally, and measured peak C. psittaci load, levels of macrophages and neutrophils in the peritoneal cavity, 32 cytokines on days 3 and 6; and disease status as quantified by the weight change from the day of infection. Strains exhibited a spectrum of disease ranging from 30% weight loss to 10% weight gain over 6 days. Significant variation in cytokine protein expression was detected for 17 of 32 cytokines (all results will be deposited and will be accessible in GeneNetwork, www.genenetwork.org). We confirmed that the previously mapped and cloned Ctn3 locus on chromosome 11 is a major controller of weight change, macrophage activation status (MAS), level of neutrophil recruitment, and C. psittaci load on day 6 (Figure 1). A novel secondary locus was mapped to distal Chr 1 at ~190 Mb. This locus modulates levels of several key cytokines—GM-CSF, IL1a, MIP1a, MIP1b, MIP2—but has no effect on disease severity as measured by weight changes (Figure 2). To further investigate the influence of the genetic polymorphisms at Ctn3, we analyzed the expression pattern of the IRGM2 protein in the peritoneal lavage specimens from infected BXD strains and found that it had two distinct band sizes that are directly correlated with the Ctn3 genotype [7].

Correlation network analysis reveals the immune phenotypes associated with disease severity

We constructed a correlation network, including cytokines, genotypes, immune parameters and disease phenotypes (Figure 3). The network nodes clustered into two groups. The first group correlated tightly with the Ctn3 genotype, IRGM2 expression pattern and several disease-related parameters, including weight change, macrophage activation status (MAS), pathogen load, and neutrophil recruitment. A single cytokine, G-CSF, had a high correlation with weight change and neutrophil level, but was not controlled by Ctn3 (Figure 1E, no significant QTL). The second group comprised the cytokines, many of which are highly correlated with each other, and the genotype at rs13476293, a marker located at ~190 Mb on Chr 1, but not directly with disease-related parameters.

Bayesian network model identifies the central role of macrophages in the disease pathway

We constructed a Bayesian network model to identify casual pathways through which genotype at Ctn3 influences disease outcome after infection with C. psittaci (Figure 4). The Bayesian network included variables that were highly correlated with weight change and influenced by the genotype at Ctn3: IRGM2 expression pattern, macrophage activation status, neutrophils, and pathogen load. Because of the perfect correlation between the Ctn3 genotype and IRGM2 expression pattern, these variables were combined into a single node. In the most likely model structure, the genotype at Ctn3 was the immediate parent of all of the other variables in the model, signifying that each of these variables is directly influenced by the genotype. However, the model also suggests that Ctn3 genotype was not sufficient in explaining these variables, as there were additional conditional dependencies in the model structure. Weight change, for example, was directly influenced by neutrophil recruitment and macrophage activation status (MAS) in addition to genotype at Ctn3, indicating that the levels of neutrophils and MAS influences weight change independent of the Ctn3 genotype. The model also suggested that macrophage activation influences weight change via regulation of neutrophil recruitment but not by pathogen load restriction.

Macrophage and neutrophil influx levels defines disease severity

We used the Bayesian network model to investigate the effect of depletion of macrophages on neutrophil influx, C. psittaci load, and weight change (Figure 5 network C and D). To discretize the predictions of the model, a threshold was determined by averaging the mean value of strains with a B genotype and the mean value of strains with a D genotype for the original data sample. Then, the probability that the predicted value for each variable was greater than (High) or less than (Low) this threshold was determined from the conditional Gaussian distributions learned from the network for the original data and after macrophage depletion (Methods). Nodes with a yellow background have been assigned the value to represent data for only a given genotype and status of intervention on MAS. The magnitude of these changes is expected to be much more pronounced in strains with a B genotype at Ctn3 than in strains with a D genotype at this locus. Figure 5 and Figure S2) Strains with the D genotype at Ctn3 typically have innately low macrophage activation, and as a result the model predicts only slight changes in the levels of neutrophils, pathogen load, and weight after depleting macrophages.

We tested these predictions by performing chemical depletion of macrophages with clodronate before infecting B6 and D2 strains with C. psittaci. The experiments validated many of the model’s predictions (Figure 6). In the D2 strain, depletion of macrophages increased neutrophil influx, C. psittaci load, and induced a more rapid decline in weight and mice were therefore euthanized on day 4 post infection. Pathogen load in the liver was greater in macrophage depleted mice by nearly 2 logs (PBS control: 1.21×10^6 IFU/gram, Clodronate treated: 9.37×10^5 IFU/gram, p = 0.05). As predicted, in the resistant B6 strain, depletion of
macrophages increased neutrophils and exacerbated the weight loss. These mice were moribund 5 days post-infection. Pathogen load in the liver was similar in B6 irrespective of whether macrophages were depleted or not (PBS control: $4.26 \times 10^6$ IFU/gram, Clodronate treated; $3.81 \times 10^6$ IFU/gram, $p = 0.06$) but their peritoneal pathogen load was decreased after depleting macrophages, suggesting that pathogen load restriction may not be entirely responsible for controlling disease severity.

**Ctrq3** confers genetic resistance and tolerance to *Chlamydia*

Several reports have documented that IRGs reduce pathogen burden in vitro and in vivo, which is expected to influence disease severity [6,7,12,24]. To investigate the possibility that the status of the *Ctrq3* genotype switches disease modality, we performed the Bayesian analysis for strains with the B genotype at the *Ctrq3* locus separately from strains with the D genotype. The influence of load on weight change was much stronger for strains with the susceptible D genotype than strains with the resistant B genotype (described further in Methods). Because of the genotype-specific switching between pathogen load and weight change in the model, we expanded this analysis to 197 BXD mice and correlated the weight loss with pathogen load in individual mice according to the genotype at the *Ctrq3* locus (Figure 7). Overall, mice with the B genotype had lower pathogen load compared to mice with a D genotype, although a considerable overlap existed. The mice with the B genotype were tolerant of increases in pathogen burden whereas mice with D genotype lost more weight with increases in pathogen burden as demonstrated by the differences in the slope of the load to weight linear regression lines ($p = 0.02$).

**Discussion**

Individualized medicine requires the capability of predicting an individual’s susceptibility to diseases and response to medical treatments, based on genetic profile. Individual differences in disease susceptibility and response to therapeutic interventions are complex phenotypes modulated by genetic factors. We formulated an approach using Bayesian networks to model the pathways through which gene variants operate on phenotypes. Results of our study demonstrate experimental validation of the combined

![Figure 1. Association of the *Ctrq3* locus with immune parameters and disease status. QTL mapping results for (A) day 6 weight, (B) neutrophils, (C) macrophage activation status, (D) *C. psittaci* load, and (E) G-CSF on chromosome 11. *Ctrq3* is located near 58 Mb on chr 11. Significant (genome-wide adjusted $p < 0.05$) and suggestive (adjusted $p < 0.63$) QTLs are indicated by the solid red and grey lines, respectively. Blue lines indicate the likelihood-ratio statistic (LRS) that the phenotype is associated with the genomic locus. The colored lines following the trend of the LRS show the additive effect of the influence of the locus, with red lines indicating that D alleles increase trait values, while green alleles indicate that B alleles increase trait values. doi:10.1371/journal.pone.0033781.g001](https://www.plosone.org/doi/10.1371/journal.pone.0033781.g001)
system genetics and Bayesian network approaches to immune pathway modeling and disease prediction. This approach provides a way to develop models for designing genetic association studies that can define causal pathways with the predictive power required in personalized medicine.

We had previously demonstrated that Ctrq3 controls systemic C. psittaci disease outcome and found an association with IRG polymorphisms. While IRGs have cell autonomous functions of pathogen restriction, the immunological pathway that links this genotype to phenotype has not been defined. It has recently been reported that infected hosts employ two different strategies to defend themselves against pathogens—resistance and tolerance [25,26,27]. Resistance is defined as the ability to limit pathogen burden, whereas tolerance is defined as the ability to limit the damage caused by a given pathogen burden [28,29]. While most studies on genetic susceptibility to infectious diseases implicate resistance as a mechanism of host protection, there are several examples of genetic tolerance to infection in animal models [29,30,31].

In this study, we predicted that Ctrq3 conferred resistance but with relatively little impact on weight change. We also predicted an expanded role for Ctrq3 that included macrophage activation and weight change. Indeed mice with a B6 genotype at the Ctrq3 locus tended to have a lower pathogen load than mice with D2 genotype and thus were more resistant. However, there was significant variability in the pathogen load within mice with the same genotype suggesting the presence of other factors that affect resistance. The mechanism of resistance by Ctrq3 is likely to be due to the cell autonomous bactericidal functions of the B6 derived Irgb10 and Irgm2 genes given results of our previous in vivo siRNA experiments [5,6,7]. On the other hand, we found that mice with a B6 genotype at the Ctrq3 locus can maintain body weight over a wide range of pathogen load and thus have tolerance to C. psittaci infection. In contrast, mice with a D2 genotype lost weight as a function of increased pathogen burden and were thus less tolerant. The molecular basis of tolerance is still unclear.

An obvious limitation of our model is that we are assessing the function of the 2 MB Ctrq3 locus. This locus encodes three IRGs (Irgb10, Irgm2, and Irgm3), 18 other genes, as well as non-coding regions with unknown functions. While IRGs remain a primary candidate given its association with immunoregulatory functions [13,14,15,16,32,33], it is possible that resistance and tolerance is

---

**Figure 2. A QTL on chromosome 1 regulating cytokines.** QTL mapping results for (A) GM-CSF, (B) IL-1a, (C) MIP-1a, (D) MIP-1b, and (E) MIP-2 on chromosome 1. Significant (genome-wide adjusted p<0.05) and suggestive (adjusted p<0.63) QTLs are indicated by the solid red and grey lines, respectively. Blue lines indicate the likelihood-ratio statistic (LRS) that the phenotype is associated with the genomic locus. The colored lines following the trend of the LRS show the additive effect of the influence of the locus, with red lines indicating that D alleles increase trait values, while green alleles indicate that B alleles increase trait values.

doi:10.1371/journal.pone.0033781.g002
conveyed by one or more of the other genes in this interval. Furthermore, the exact nature of the B6 and D2 Irgm2 alleles (e.g. "wildtype," loss-of-function, hypomorph, constitutively active, etc) is unclear and warrant additional biological validation.

While the mechanism of tolerance is unclear, our model suggests that mice that do not recruit activated macrophages to the site of infection have an increased number of recruited neutrophils and more severe disease as evidenced by greater weight loss. Specifically, Bayesian analysis predicted that mice with a D genotype at the Ctrq3 locus would lose less weight if neutrophils were depleted (day 6 to day 0 weight ratio: 0.83 for mice without neutrophil depletion and 0.89 with neutrophils depleted) without any change in pathogen load. This prediction was consistent with our previous observations where Cxcr2 knockout mice that cannot recruit neutrophils to the site of infection, survived challenge without any detectable changes in pathogen load. In contrast, the BALB/c wild type strain succumbed to infection with significant neutrophil recruitment in a manner similar to the D2 strain [7]. We speculate that in our model, loss of tolerance leads to uncontrolled inflammation and severe disease high-lighted by neutrophil influx.

Interestingly, we found that macrophage depleted B6 mice have a reduced number of C. psittaci in the infected peritoneal cavity; whereas macrophage depleted D2 mice had a greater number. We also found that after macrophage depletion, C. psittaci load in the liver of D2 mice increased by 2 logs whereas loads were similar in the liver of B6 mice. We speculate that in B6 mice, loss of a growth niche led to a decrease in pathogen load, whereas the apparent increase in pathogen load in the peritoneal cavity in D2 mice is being supported by an increase in C. psittaci growth in the surrounding tissues. While this indicates there may be a difference in tissue/cell tropism between B6 and D2 mice, the underlying mechanism is unknown at this point.

There are clear limitations of our model and approach. First, we are limited by the variables we chose to screen, which did not account for various other cell types, cytokines, physiological parameters, etc. Second, we are limited by the dynamic process of infectious diseases, which include the important variable of time, where our longitudinal analyses were limited (<1 week) due to the severity of disease in D2 mice. Third, we are limited by the nature of the intervention we can employ. In our model, we found that macrophage activation, which occurs gradually over the course of infection, was an important variable that determines disease outcome. In our validation experiment, we eliminated macrophages prior to infection in order to simulate the extreme end of this variable, which may have led to activation of alternative pathways or immune cells. Despite these limitations, our results demonstrate a proof of principal model of how genetic mapping and network modeling can be combined to identify causal pathways underlying infectious disease susceptibility.

Figure 3. The correlation network of immune parameters during Chlamydia infection in BXD mice. Correlation network linking BXD genotypes (Ctrq3 and rs13476293), C. psittaci load, inflammatory responses, cytokine profiles, IRGM2 protein expression pattern, and weight change after C. psittaci infection in BXD strains. Positive (red) and negative (blue) correlations between variables with magnitudes of Pearson’s correlation coefficient greater than 0.6 (dashed lines) and 0.7 (solid lines) are shown. doi:10.1371/journal.pone.0033781.g003

Figure 4. Structure of Bayesian network (BN) model of C. psittaci infection. The number next to each directed arc of the BN indicates the confidence (posterior probability) in the arc after model averaging as described in the Methods. doi:10.1371/journal.pone.0033781.g004
Materials and Methods

Ethics Statement
This study was carried out in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health. The protocol (internal protocol number 1709R1) was approved by the Animal Care and Use Committee of the University of Tennessee Health Science Center (PHS assurance # A-3325-01). No surgical procedures were performed. All efforts were made to minimize suffering.

Infection and sample collection
*Chlamydia psittaci* infection: *C. psittaci* 6BC was propagated in L cells, titrated and stored at -80°C. Intraperitoneal infection with *C. psittaci* 6BC (10⁶ IFU) was performed using the same stock source to minimize variations across experiments. 8–16 week old male mice (C57BL/6J, and 40 BXD strains) were infected in groups of 2 mice/strain. Infected mice were monitored daily for weight changes. On days 3 or 6-post infection, mice were euthanized to obtain peritoneal lavage samples for pathogen load, flow cytometry, and cytokine analysis. Additional mice, totaling 197 mice representing 56 BXD strains, were infected with *C. psittaci* 6BC (10⁴ IFU) and monitored for weight changes and euthanized on day 6 for IFU analysis.

Assessment of immune phenotypes

*Chlamydia psittaci* load. Titration was performed by a cell culture based IFU assay for day 6 samples as previously described [7]. DNA was extracted from 1 ml of peritoneal lavage fluid from day 3 and *C. psittaci* load was measured as a ratio of *C. psittaci ompA* DNA/host GAPDH by quantitative DNA PCR.

Flow cytometry. Standard methods were used as described previously [7]. Briefly, murine peritoneal exudates were blocked with Fc block and incubated with fluorochrome-conjugated antibodies. The following antibodies were used: Macrophage marker; F4/80-APC, Neutrophil marker; Ly6G (clone IA8)-PE, and MHC class II marker; IA/IE-PE. Data was expressed as percent of macrophages or neutrophils in the entire population. MHC class II expression was used as a marker for macrophage activation status and data was expressed as percent of F4/80 positive cells that were also positive for IA/IE.

Cytokine analysis. Peritoneal lavage supernatants were analyzed using the Luminex based Mouse 32-plex kit to analyze levels of 32 cytokines (CATALOG).

Western blot analysis. Peritoneal lavage specimens were analyzed by Western blot analysis using standard methods with GTPI antibody (M-14) Santa Cruz (sc-11088) and secondary antibody using Goat true blot (eBioscience 18-8814-31).

Figure 5. Predictions of the BN as a function of genotype and macrophage intervention. (A and B) Discretized p of the BN as a function of genotype at Ctrq3. BXD strains with the susceptible, D, genotype at the IRG locus tend to have lower MAS and weights and higher levels of neutrophils and pathogen load. (C and D) Discretized p effect of interventional depletion of macrophages on the values of variables in the BN. doi:10.1371/journal.pone.0033781.g005
Data analysis

QTL mapping. Quantitative trait locus (QTL) mapping was performed for 17 cytokine profiles that exhibited variation across strains; immune responses including levels of neutrophils, macrophages, and macrophage activation status (MAS); and weight change of BXD strain infection with *C. psittaci* with the GeneNetwork (www.genenetwork.org). Single marker regression was performed across the entire mouse chromosome at 3795 markers typed across BXD strains. A likelihood ratio statistic (LRS) was calculated at each marker comparing the hypothesis that the marker is associated with the phenotype with the null hypothesis that there is no association between marker and phenotype. Genome-wide significance was determined by performing 1000 permutations. Two significant (genome-wide p-value <0.05) QTLs were found: one QTL was located near 55 Mb on chromosome 11 and was associated with weight change, MAS, pathogen load, and neutrophil levels (Figure 1), while the other significant QTL was located on chromosome 1 near 190 Mb and was associated with several cytokines (Figure 2).

Bayesian network modeling. Structural learning of the Bayesian network was performed using the R package deal (http://cran.r-project.org/web/packages/deal/index.html). The network was constructed from data for C57BL/6j and 40 BXD strains using one discrete node, representing the *Ctq3* genotype and IRGM2 protein expression pattern, and four continuous nodes (neutrophils, *C. psittaci* load, macrophage activation status, and the ratio of the weight of the mice 6 days after infection to the weight before infection), which were modeled with conditional Gaussian distributions. The Bayesian network score [34], which is basically a version of the BDe scoring metric [35] extended to include conditional Gaussian distributions, was calculated in *deal* for all, except those that violated two restrictions. First, potential models in which the genotype node was the child of any other nodes in the network were not considered. This restriction does not require that the genotype node be the parent of the other nodes, as model structures in which continuous nodes were independent of genotype were allowed. Second, the weight node could not be the parent of any other node. The Bayesian score metric inherently handles the problem of over fitting data to complex models [36]. However, selecting a single best network model and ignoring all other models may still lead to over-fitting the data. Model averaging can be used to reduce this risk [37]. An indicator function *f* is defined as: if a network G learned from data D has the feature (here a feature is a directed edge representing a regulatory relationship), $f(G) = 1$, otherwise, $f(G) = 0$. The posterior probability of a feature is $P(f(G)|D) = \sum f(G)P(G|D)$. This probability reflects our confidence in the feature *f*. We calculated the posterior probability of features by averaging over all possible models, with the restrictions noted above. All features with a posterior probability greater than 0.5 were included in the network.

The reproducibility of the structure learning method was investigated with the use of simulated data. Briefly, the model learned for the original network was used to generate simulated data sets. Then, the structure learning method was repeated with the simulated data sets and the network structures learned from the simulated data sets were compared to the structure of the original network. A high correspondence between the simulated structures and the original structure indicates that the size of the original data set was sufficient to learn the structure of the network. To create the simulated data, parameter learning of the network was performed with the maximum likelihood estimator provided in the Bayes Net Toolbox [38], available for download at: http://code.google.com/p/bnt/. Before the parameters of the network were learned, the data for the four continuous nodes was normalized to have a mean of 0 and standard deviation of 1. 1000 simulated data sets with 41 samples were then generated with the sample_bnet function of the Bayes Net Toolbox. The structure learning method used to learn the original network was then used for each of the simulated data sets. The edges in the original network were highly reproduced in the simulated data (Figure S1).

Prediction of effects of macrophage depletion. We predicted the effects of intervention using a hybrid Bayesian network including both the discrete genotype node and continuous nodes modeled with conditional Gaussian distributions with the Bayes Net Toolbox. The parameters of the network were learned with a maximum likelihood approach. Macrophage depletion is an external intervention to the model. The intervention sets the value of the MAS node and relieves it from the influence of its parent node. Therefore, prediction was performed by removing the link *Ctq3*/IRGM2→MAS and setting macrophage activation status to the minimum value observed in the data used for parameter learning [action *do* (MAS = MIN)], where MIN = 0.032 is the minimum observed MAS value. The probabilistic inference was executed using the Bayes Net Toolbox. The effects of macrophage depletion on the parameters of the conditional Gaussian
distributions for each node are compared in Table S1 and Figure S2. Depletion of macrophages causes increases in the levels of neutrophils and pathogen load and decreased weight. The magnitude of these changes is larger for mice with the D genotype as compared to B6.

Bayesian network cross-validation. Leave-one-out cross validation was also used to test the performance of the hybrid Bayesian network. For each test strain, parameter learning of the remaining 40 strains and inference was performed with the Bayes Net Toolbox with the methods mentioned above. To evaluate the quality of the continuous predictions, we used the $Q^2$ parameter [39], which is given by:

$$Q^2 = 1 - \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}$$

where $y_i$ is the value of the $i$th sample, $\hat{y}_i$ is the predicted value of the $i$th sample, and $\bar{y}$ is the sample mean. The values of $Q^2$ for MAS, neutrophil level, pathogen load, and weight were 0.51, 0.59, 0.45, and 0.68, respectively. Additionally, we discretized the original data and the predictions from the leave-one-out-cross validation for each strain and used this discretized data to test the accuracy of the predictions. A threshold for each of the continuous variables was determined by averaging the mean value of the original data for all strains with the B genotype and the mean value for all strains with the D genotype. Then, the continuous variables for the original data and the predictions were classified as being either High or Low through comparison with these threshold values for each strain. The accuracy was then determined by dividing the number of predictions that matched the original data by the total number of strains. For MAS, neutrophil level, pathogen load, and weight, the accuracy was accuracy 85%, 93%, 80%, and 88%, respectively.

Strain dependent influence of pathogen load on weight change after infection: To test if the arc from pathogen load to weight ratio was genotype dependent, the data for mice with B and D genotypes at the Ctrq3 locus were separated. As each data set only contained data from strains with one genotype, the genotype node was removed from the network, and the structure of the network, using model averaging of an exhaustive search of possible structures with deal, was learned for both the B and D data. For strains with the D genotype, a directed edge from pathogen load to weight ratio had a posterior probability of 0.64, while the same edge for strains with the B genotype had a posterior probability of only 0.16, indicating that weight change was dependent on $C.\ pittui$ load only for strains with the susceptible D genotype. This conclusion was confirmed by grouping the pathogen load and weight ratio for a total of 197 mice into B and D groups using the genotype at Ctrq3. Slopes of the linear regression lines of pathogen load vs. weight ratio for each group were calculated and compared using the analysis of covariance tool in Matlab 7.8 (R2009a). The slopes of the lines were significantly different with a p-value of 0.02.

Validation experiments

B6 and D2 mice were each grouped into two groups (N = 5) that received clodronate containing liposome or PBS containing liposome injections on day −1, 1, 3, 5 (day −1: 200 uL iv, 200 uL i.p., day 1, 3, 5: 200 uL ip.) [40]. All mice were infected on day 0 with $C.\ psittaci$ 6BC at $10^4$ IFU i.p. and monitored daily for weight changes. On day 6 post infection, mice were euthanized and peritoneal lavage was obtained. The peritoneal lavage was processed for pathogen load, cell population (number of neutrophils and macrophages) and macrophage activation status by flow cytometry as described before. The total number of cells in the lavage was enumerated by cytometer and total numbers of neutrophils were calculated.

Supporting Information

Figure S1 Reproducibility of network structures. The number next to each edge is the fraction of times that the edge was present in the structure of 1000 simulated data sets. The simulated data sets were generated from the parameters of the original network and contained 41 samples, the same number of samples as in the original data set. The structure learning method used for the simulated data sets was the same as that used for the original network. No edges not present in the original network occurred in more than 0.29 of the simulated data sets.
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Figure S2 Effect of macrophage depletion on predictions of continuous data by Bayesian network. Probability density functions for Gaussian distributions describing the predicted values of macrophage activation status (A), pathogen load (B), neutrophils (C), and weight (D) in normal mice (solid lines) and in mice with depleted macrophages after treatment with clodronate (dashed lines). The effect of macrophage depletion has a much larger effect on predictions for mice with the resistant B6 genotype (blue lines) than with the susceptible D2 genotype (orange lines).
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Table S1 Mean values of Bayesian network predictions as a function of genotype and macrophage intervention.
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