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ABSTRACT
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Abstract—In the real world, various systems can be modeled using heterogeneous networks which consist of entities of different types. Many problems on such networks can be mapped to an underlying critical problem of discovering top-K subgraphs of entities with rare and surprising associations. Answering such subgraph queries efficiently involves two main challenges: (1) computing all matching subgraphs which satisfy the query and (2) ranking such results based on the rarity and the interestingness of the associations among entities in the subgraphs. Previous work on the matching problem can be harnessed for a naïve ranking-after-matching solution. However, for large graphs, subgraph queries may have enormous number of matches, and so it is inefficient to compute all matches when only the top-K matches are desired. In this paper, we address the two challenges of matching and ranking in top-K subgraph discovery as follows. First, we introduce two index structures for the network: topology index, and graph maximum metapath weight index, which are both computed offline. Second, we propose novel top-K mechanisms to exploit these indexes for answering interesting subgraph queries online efficiently. Experimental results on several synthetic datasets and the DBLP and Wikipedia datasets containing thousands of entities show the efficiency and the effectiveness of the proposed approach in computing interesting subgraphs.

I. INTRODUCTION

With the ever-increasing popularity of entity-centric applications, it becomes very important to study the interactions between entities, which are captured using edges in the entity-relationship (or information) networks. Entity-relationship networks with multiple types of entities are usually referred to as heterogeneous information networks. For example, bibliographic networks capture associations like ‘an author wrote a paper’ or ‘an author attended a conference’. Similarly, social networks, biological protein-enzyme networks, Wikipedia entity network, etc. also capture a variety of rich associations.

In these applications, it is critical to detect novel connections or associations among objects based on some subgraph queries. Two example problems are shown in Figures 1 and 2, and are described as follows.

P1: Team Selection: Organization networks consist of person and object nodes where two persons are connected if they have worked together on a successful mission in the past, and a person is linked to an object if the person has a known expertise in using that object. For example, US army network which consists of ~2-3M persons and much more linked objects. A manager in such an organization may have a mission which can be defined by a query graph of objects and persons. For example, the left half of Figure 1 shows an organization network while the right half of the figure shows a sample mission query graph consisting of three persons and a laptop, a microscope and a gun. The network has edges with weights such that a high weight implies higher compatibility between the nodes connected by the edge. The manager is interested in selecting a team to accomplish the mission with person-person and person-object compatibilities as specified in the mission query. Using the historical compatibility based organization network, how can we find the best team for this mission?

P2: Attack Localization: Consider a computer network as shown in the left part of Figure 2. It can consist of a large number of components like database servers, hubs, switches, desktops, routers, VOIP phones, etc. Consider a simple attack on multiple web servers in such a network where the attack
script runs on a compromised web server. The script reads a lot of data from the database server (through the network hub) and sends out spam emails through the email server. Such an attack leads to an increase in data transfer rate along the connections in multiple “attack sub-networks” of the form as shown in the right part of the figure. Many such attacks follow the same pattern of increase in data transfer rates. How can a network administrator localize such attacks quickly and find the worst affected sub-networks given the observed data transfer rates across all the links in the network?

Both of these problems share a common underlying problem: Given a heterogeneous network $G$, a heterogeneous subgraph query $Q$, and an edge interestingness measure $I$ which defines the edge weight, find the top-$K$ matching subgraphs $S$ with the highest interestingness. The two problems can be expressed in terms of the underlying problem as follows. **P1:** $G = \text{organization network}, Q = \text{mission query}, I = \text{historical compatibility}, S = \text{team}. \quad \text{P2:} \quad G = \text{computer network}, Q = \text{an “attack sub-network” query}, I = \text{data transfer rate}, S = \text{critical sub-networks}$. Besides the two tasks, this proposed problem finds numerous other applications. For example, the interesting subgraph matches can be useful in network bottleneck discovery based on link bandwidth on computer networks, suspicious relationship discovery in social networks, de-noising the data by identifying noisy associations in data integration systems, etc.

**Comparison with Previous Work**

The proposed problem falls into the category of the subgraph matching problems. Subgraph matching has been studied in the graph query processing literature with respect to approximate matches [19], [25], [26], [30] and exact matches [18], [27], [31]. Subgraph match queries have also been proposed for RDF graphs [15], probabilistic graphs [24] and temporal graphs [1]. The proposed problem can be solved by first finding all matches for the query using the existing graph matching methods and then ranking the matches. The cost of exhaustive enumeration for all the matches can be prohibitive for large graphs. Hence, this paper proposes a more efficient solution to the top-$K$ subgraph matching problem which exploits novel graph indexes. Many different forms of top-$K$ queries on graphs have been studied in the literature [5], [21], [23], [28], [30]. Gou et al. [5] solve the problem only for twig queries while we solve the problem for general subgraphs. Yan et al. [21] deal with the problem of finding top-$K$ highest aggregate values over their h-hop neighbors, in which no subgraph queries are involved. Zhu et al. [28] aim at finding top-$K$ largest frequent patterns from a graph, which does not involve a subgraph query either. Different from existing top-$K$ work, the proposed work deals with a novel definition of top-$K$ general subgraph match queries, which has a large number of practical applications as discussed above.

**Brief Overview of Top-$K$ Interesting Subgraph Discovery**

Given a heterogeneous network containing entities of various types, and a subgraph query, the aim is to find the top-$K$ matching subgraphs from the network. We study the following two aspects of this problem in a tightly integrated way: (1) computing all possible matching subgraphs from the network, and (2) computing interestingness score for each match by aggregating the weights of each of its edges. To solve these problems, we present an efficient solution which exploits two low-cost index structures (a graph topology index and a maximum metapath weight (MMW) index) to perform top-$K$ ranking while matching (RWM). Multiple applications of the top-$K$ heuristic, a smart ordering of edges for query processing, quick pruning of the edge lists using the topology index and the computation of tight upper bound scores using the MMW index contribute to the efficiency of the proposed solution in answering the top-$K$ interesting subgraph queries.

**Summary**

We make the following contributions in this paper.

- We propose the problem of top-$K$ interesting subgraph discovery in information networks given a heterogeneous edge-weighted network and a heterogeneous unweighted query.
- To solve this problem, we propose two low-cost indexes (a graph topology index and a maximum metapath weight (MMW) index) which summarize the network topology and provide an upper bound on maximum metapath weights separately.
- Using these indexes, we provide a ranking while matching (RWM) algorithm with multiple applications of the top-$K$ heuristic to answer interesting subgraph queries on large graphs efficiently.
- Using extensive experiments on several synthetic datasets, we compare the efficiency of the proposed RWM methodology with the simple ranking after matching (RAM) baseline. We also show effectiveness of RWM on two real datasets with detailed analysis.

Our paper is organized as follows. In Section II, we define the top-$K$ interesting subgraph discovery problem. The proposed approach consists of two phases: an offline index construction phase and an online query processing phase which are detailed in Sections III and IV respectively. In Section V, we discuss various general scenarios in which the proposed approach can be applied. We present results with detailed insights on several synthetic and real datasets in Section VI. We discuss related work and summarize the paper in Sections VII and VIII respectively.

**II. Problem Definition**

In this section, we formalize the problem definition and present an overview of the proposed system. We start with an introduction to some preliminary concepts.
Definition 1 (A Heterogeneous Network). A heterogeneous network is an undirected graph \( G = (V_G, E_G, \text{type}_G, \text{weight}_G) \) where \( V_G \) is a finite set of vertices (representing entities) and \( E_G \) is a finite set of edges (each being an unordered pair of distinct vertices). \( \text{type}_G \) is a function defined on the vertex set as \( \text{type}_G : V_G \rightarrow \mathcal{T}_G \) where \( \mathcal{T}_G \) is the set of entity types and \( |\mathcal{T}_G| = T \). \( \text{weight}_G \) is a function defined on the edge set as \( \text{weight}_G : E_G \rightarrow \mathbb{R} \in [0, 1] \). \( \text{weight}_G(e) \) represents the interestingness measure value associated with the edge \( e \).

For example, Figure 3 shows a network \( G \) with three types of nodes. \( \mathcal{T}_G = \{A, B, C\} \), \( |V_G| = 13 \), and \( |E_G| = 18 \).

Definition 2 (Subgraph Query on a Network). A subgraph query \( Q \) on a network \( G \) is a graph consisting of node set \( V_Q \) and edge set \( E_Q \). Each node could be of any type from \( \mathcal{T}_G \).

For example, Figure 3 shows a query \( Q \) with four nodes, \( |V_Q| = 4 \), and \( |E_Q| = 3 \). The network \( G \) and the query \( Q \) shown in Figure 3 will be used as a running example throughout this paper.

Definition 3 (Subgraph Isomorphism). A graph \( g = (V_g, E_g, \text{type}_g) \) is subgraph isomorphic to another graph \( g' = (V_{g'}, E_{g'}, \text{type}_{g'}) \) if there exists a subgraph isomorphism from \( g \) to \( g' \). A subgraph isomorphism is an injective function \( M : V_g \rightarrow V_{g'} \) such that (1) \( \forall v \in V_g, M(v) \in V_{g'} \) and \( \text{type}_g(v) = \text{type}_{g'}(M(v)) \), (2) \( \forall e = (u, v) \in E_g, e' = (M(u), M(v)) \in E_{g'} \).

Definition 4 (Match). The query graph \( Q \) can be subgraph isomorphic to multiple subgraphs of \( G \). Each such subgraph of \( G \) is called a match or a matching subgraph of \( G \).

The query \( Q \) can be answered by returning all exact matching subgraphs from \( G \). For example, the subgraph of \( G \) induced by vertices \( (8, 9, 5, 6) \) is a match for the query \( Q \) on network \( G \) shown in Figure 3. For sake of brevity, we will use the vertex set (tuple notation) to refer to the subgraph induced by the vertex set.

Definition 5 (Interestingness Score). The interestingness score for a match \( M \) for a query \( Q \) in a graph \( G \) is defined as the sum of its edge weights.

For example, the interestingness score for the occurrence \( (8, 9, 5, 6) \) is 2.1. Though we use sum as an aggregation function here, any other monotonic aggregation function could also be used.

Definition 6 (Top-K Interesting Subgraph Discovery Problem). Given: A heterogeneous information network \( G \), a heterogeneous unweighted query \( Q \), and an edge interestingness measure. Find: Top-K matching subgraphs with highest interestingness scores.

For example, \( (3, 4, 5, 6) \) and \( (4, 3, 2, 7) \) are the top two matching subgraphs both with the score 2.2 for the query \( Q \) on network \( G \) in Figure 3.

Baseline Method: Ranking After Matching (RAM) A naive way to solve the top-K interesting subgraph discovery problem is to first perform matching to discover all the subgraph matches from \( G \), and then rank these matches. For example, for the query \( Q \) in Figure 3, 9 matches can be computed as follows (10, 9, 8, 7), (2, 3, 4, 7), (4, 3, 2, 1), (10, 9, 5, 6), (9, 5, 4, 7), (5, 9, 8, 7), (8, 9, 5, 6), (4, 3, 2, 7), and (3, 4, 5, 6). Next, the interestingness score can be computed for each of the matches by adding up the edge weights as 1.4, 1.6, 1.7, 1.8, 1.8, 2.0, 2.1, 2.2, and 2.2 respectively. If \( K = 2 \), the matches (4, 3, 2, 7), and (3, 4, 5, 6) can be returned as the most interesting subgraphs for query \( Q \).

However, since only the top 2 interesting subgraphs are desired, this approach is not efficient especially for large graphs for which the number of matches could be enormous and hence computing all the matches could be very time consuming. Hence, we propose a top-K approach which performs the interestingness score computation (and hence ranking) while matching (RWM). For this approach we need to make use of a few index structures which are constructed offline. These index structures are then exploited to efficiently answer the queries online.

System Overview Figure 4 shows a broad overview of the proposed system. Given a user query \( Q \), the top half denotes the offline preprocessing phase in which the two indexes are computed, while the lower half denotes the online processing phase in which the user query is processed using the two indexes. The index parameter, distance \( D \), controls the size and the index construction time. We discuss the details of the offline index construction and the online query processing in Sections III and IV respectively.

III. Offline Index Construction

In this section, we will first discuss the details of the index structures in Section III-A and then study their construction time and space in Section III-B.

A. Index Structures

To support a ranking while matching (RWM) framework, we first propose two novel index structures in this subsection. We will use these index structures to develop a top-K methodology in Section IV.
Graph Topology Index

The graph topology index for a graph \( G \) captures the structure of the graph. It stores for every node \( n \), the number of \( d \)-hop neighbors of each type for all \( d \in \{1, \ldots, D\} \) along a particular metapath corresponding to a path of length \( d \) originating from node \( n \), where a metapath is defined as follows.

**Definition 7 (Metapath).** A path \( u \leadsto u' \) from a node \( u \) to a node \( u' \) in a graph \( G = (V_G, E_G, \text{type}_G, \text{weight}_G) \) is a sequence \( (v_0, v_1, \ldots, v_k) \) of vertices such that \( u = v_0 \) and \( u' = v_k \), and \( (v_{i-1}, v_i) \in E_G \). The length of a path is equal to the number of edges in the path \( (k) \). If the node type is used instead of its id, for each node in the path, the path is called a metapath. Thus, the corresponding metapath is \((\text{type}_G(v_0), \text{type}_G(v_1), \ldots, \text{type}_G(v_k))\).

For example, the metapath corresponding to the path \((5, 4, 7)\) is \((A, A, B)\). There are \( T^D \) distinct metapaths of length \( D \) where \( T \) is the number of types.

Each column of a topology index corresponds to a metapath. Figure 5 shows the graph topology index for the first 4 nodes of the graph shown in Figure 3. For example, for node 2, there are two 2-hop neighbors of type \( A \) reachable via the metapath \((B, A)\). Hence the entry topology \((2, (B, A))=2\). A blank entry in the index indicates that there is no node of type \( t \) at a distance \( d \) from node \( n \) along the corresponding metapath.

Maximum Metapath Weight Index

The maximum metapath weight (MMW) index has the same structure as the graph topology index. It stores the maximum sum of weights to any node of type \( t \) along a particular metapath of length \( d \) originating from the node \( n \). Figure 6 shows the maximum metapath weight index for the first 4 nodes of the graph shown in Figure 3. For example, for node 2, there are two 2-hop neighbors of type \( A \) reachable via the metapath \((B, A)\) with weights 0.8 and 1.2 respectively. Hence, the corresponding index entry \(\text{MMW}(2, (B, A)) \) is 1.2. In Section IV-C, we will show how the MMW index can be used for computation of tighter upper bound scores which leads to highly effective pruning of the partially grown candidate solutions.

Sorted Edge Lists

Besides the above two indexes we also maintain sorted edge lists which capture the interestingness of the edges in the graph. For each edge-type, all the edges of that type are stored in the non-ascending order of their interestingness values. Thus, the most interesting edges occur at the top of the lists. Figure 8 shows the sorted edge lists for the graph shown in Figure 3.

These edge lists are further indexed by nodes. For every edge list, a hash is maintained which maps each graph node to the set of rows in the edge list which contain the graph node. For example, for the edge list \( A \rightarrow A \), the node pointer from node 4 points to edges \((3, 4)\) and \((4, 5)\) respectively. Such pointers provide a fast access to the matching edges of a particular type for a particular node.

B. Index Construction

We can compute both the index structures and the sorted edge lists offline as follows. For constructing the graph topology index and the maximum metapath weight index, a breadth first traversal needs to be performed originating from each node of the graph. For each node, each of its \( d \) hop neighbors are visited up to a maximum distance \( D \). For the graph topology index, the breadth first traversal maintains the current frontier of the visited nodes in a queue. After each hop of the traversal, the actual paths from the origin node are expressed in terms of their corresponding metapaths and the topology index is updated based on the number of unique endpoints along a particular metapath. To update the MMW index, the sum of edge weights is computed for each path and an entry in the MMW index is updated with the maximum weight of any path for the corresponding metapath. Updating the MMW index needs exhaustive enumeration of all paths. However, for small values of \( D \), this is not very expensive. Also, note that the index construction needs to be done just once and is an offline task. If \( B \) is the average number of neighbors for a node, the total number of \( d \)-hop neighbors up to \( D \) is \( O(B^D) \). Thus, the computation of the MMW index and the topology index takes \( O(|V_G|B^D) \) time. The space required to store each of the two indexes is \( O(|V_G|T^D) \) where \( T \) is the number of types.

As the number of types increases, the size of the two indexes can bloat very quickly. However, most of the practical heterogeneous information networks have few node types, and...
also follow a schema. The schema can itself restrict the number of edge types to a very few. Besides this, in Section V, we will discuss various ways in which we can reduce the size of these indexes without much losses in efficiency.

The sorted edge lists are created by grouping edges by type and sorting the edges within each type in a non-ascending order. If there are $T$ types of nodes in the graph, the number of types of edges is \( \frac{T(T+1)}{2} \). Time to sort an edge list of length \( L \) is \( O(L \times \log L) \). It is easy to see that the time to sort \( \frac{T(T+1)}{2} \) lists such that their total size is \( E_G \) is maximum when each list is of the size \( \frac{2|E_G|}{T(T+1)} \). Hence, the overall time complexity of computing the sorted edge lists is \( O\left(\frac{|E_G|}{T(T+1)}\left|E_G\right|\log \left(\frac{2|E_G|}{T(T+1)}\right)\right) \).

The space required to store the index is \( O\left(\frac{|E_G|}{T(T+1)}|E_G|\right) \). Also building the companion graph node pointers to rows in edge lists takes \( O\left(|E_G|\right) \) time and space.

**IV. Top-K Interesting Subgraph Query Processing**

Given a query \( Q \) with node set \( V_Q \) and edge set \( E_Q \), top-
K matching subgraphs are discovered by traversing the sorted edge lists in the top to bottom order with the following speedup heuristics. For each node in \( V_Q \), a set of nodes from the graph that could be potential candidates for the query node, is identified using the topology index (Algorithm 1). The edges in the sorted edge lists that contain nodes other than the potential candidate nodes are marked as invalid. This prunes away many edges and speeds up the edge list traversal. The query \( Q \) is then processed using these edge lists in a way similar to the top-K join query processing (Section IV-B) adapted significantly to handle network queries. The approach discussed in Section IV-B is further made faster by the tighter upper bound scores computed using the MMW index (Algorithm 2). We will discuss these in detail in this section.

**A. Candidate Node Filtering using Topology Index**

Here, we will discuss a methodology to reduce the candidate search space by pruning away candidate graph nodes that cannot be instantiated for a given query node, using the topology index. The top-K query processing involves traversing the edge lists from top to bottom. During this traversal, the top-K pruning can improve if some edge entries in the edge lists can be marked as invalid thereby reducing the effective size of the edge lists.

**Pruning Example**

In Figure 3, the query consists of four nodes: \( Q_1, Q_2, Q_3, Q_4 \). The matching candidate graph nodes with respect to the node type are as follows. \( (2, 3, 4, 5, 8, 9, 10) \) for \( Q_1 \), \( (2, 3, 4, 5, 8, 9, 10) \) for \( Q_2 \), \( (2, 3, 4, 5, 8, 9, 10) \) for \( Q_3 \), and \( (1, 6, 7) \) for \( Q_4 \). In the query, we see that the node \( Q_2 \) is connected to 2 nodes of type \( A \) at distance 1. However, the row corresponding to the node 2 in the topology index indicates that there is just one neighbor of type \( A \) at distance 1. Thus, node 2 cannot be an instantiation of the query node \( Q_2 \) in any of the matches. Similarly, we observe that the nodes 8 and 10 also cannot be potential candidates for the query node \( Q_2 \). Thus, the set of potential candidates reduces to those shown in Figure 7. The nodes in red-filled cells can be filtered out.

The potential candidates can be identified for a query node \( q \) by first computing the topology structure for \( q \) (similar to a row in the graph topology index) and then verifying if the query topology for query node \( q \) fits as a subgraph of the graph topology with respect to a potential candidate node \( p \) in the graph. This topology fit can be checked by considering all the paths in the query with length from 1 to \( D \) (the index parameter) and verifying their presence in the graph. Let us denote the topology index structure for the query by \( \text{queryTopology} \).

**Algorithm 1 Candidate Node Filtering Algorithm**

| Input: | (1) Query Node \( q \), (2) Graph Node \( p \), (3) topology[\( p \)], (4) queryTopology[q], (5) Index Parameter \( D \) |
| Output: | Is \( p \) a potential candidate node for query node \( q \)? |
| | 1: for \( d = 1 \ldots D \) do |
| | 2: for \( mp = 1 \ldots T^d \) do |
| | 3: if queryTopology[q][d][mp] > topology[p][d][mp] then |
| | 4: Return False |
| | 5: Return True |

**Candidate Node Filtering Algorithm**

The proposed candidate node filtering approach is summarized in Algorithm 1. For each distance value \( d \), all possible metapaths of length \( d \) are checked. By comparing the topologies for all metapaths with the corresponding \( \text{queryTopology} \) values (Step 3), it can be inferred whether the candidate \( p \) is valid to be an instantiation of query node \( q \) for some match. The time complexity is \( O(DT^{D+1}) \).

Candidate pruning leads to shortening of the edge lists associated with any of the query edges. For example, nodes 2, 8 and 10 get pruned for the query node \( Q_2 \). Thus, the edge list corresponding to the query edge \( (Q_2, Q_3) \) will have the following \( AA \) edges marked as invalid: \( (2,3), (8,9) \) and \( (10,9) \).

**B. Top-K Match Computation**

In this sub-section, we describe the top-K algorithm to perform interestingness scoring and matching simultaneously. The algorithm is based on the following key idea. A top-K heap is maintained which stores the best \( K \) answers seen so far. The sorted edge lists are traversed from top to bottom. Each time an edge with maximum edge weight from any of the lists is picked and all possible size-1 matches in which that edge can occur are computed. Candidate size-1 matches are grown one edge at a time till they grow to the size of the query. Partially grown candidate matches can be discarded if the upper bound score of these matches falls below the minimum element in the top-K heap. The algorithm terminates when no subgraph using the remaining edges can result into a candidate match with upper bound score greater than the minimum element in the top-K heap. We discuss the details below.

**Definition 8 (Valid Edge)**. A valid edge \( e \) with respect to a query edge \( qE \) is a graph edge such that both of its endpoints are contained in the potential candidate set for the correspond-
ing query nodes in qE. Recall that the potential candidate set for each query node is computed using Algorithm 1.

The sorted edge lists are quite similar to the lists in Fagin’s TA [4]. To traverse the edge lists in the top to bottom order, a pointer is maintained with every edge list. The pointers are initialized to point to the topmost graph edge in the sorted edge list, which is valid for at least one query edge. As the pointers move down the lists, they move to the next valid edge rather than moving to the next edge in the list (as in Fagin’s TA).

Definition 9 (Size-c candidate match). A size-c candidate match is a partially grown match such that c of its edges have been instantiated using the matching graph edges.

Generating Size-1 Candidate Matches

The processing starts by picking the edge type pointing to the edge with the maximum score in the edge lists as ET. The graph edge e (with the max score) is then instantiated for all query edges of type ET to form multiple size-1 candidate matches. Size-1 candidate matches are gradually grown to a larger size match containing more edge instantiations, one edge at a time. Note that if the edge type ET has both end points of the same node type, then the graph edge e could match the query edge qE in 2 ways. This case is hence handled by creating another new candidate with the reversed graph edge reverse(e).

For example, instantiation of edge (5,9) in Figure 3 results into four size-1 candidate matches: (Q1−9−5−Q4), (5−9−Q3−Q4), (Q1−5−9−Q4), and (9−5−Q3−Q4).

Actual Score and Upper Bound Score (UBScore) of a Candidate Match

Given a size-c candidate match, it can either be pruned off because its upper bound score is the least element in the top-K heap or it can be grown further or put into the heap. To make this decision, the upper bound score needs to be computed. At any point during the processing, CurrCandidates contains the candidate matches each of which contains instantiated edges listed in a set called ConsideredEdges. The actual score of each such candidate match is simply the sum of the weights of all the instantiated edges. The upper bound score of the candidate is its actual score plus the upper bound score of each of its non-instantiated edges. Further, the upper bound score of a non-instantiated query edge qE of type (t1, t2) is computed as the maximum score of any graph edge of type (t1, t2) compatible with the current edges in the candidate match and lying below the current pointer position in the edge list (t1, t2).

Growing the Candidate Matches

If the heap contains at least K elements, and if the upper bound score of a candidate match is less than the minimum element in the heap, the candidate match is pruned off. The next query edge to be instantiated, qE′, for all the candidates in any iteration should be selected such that it does not belong to the set of ConsideredEdges but is linked to some edge in ConsideredEdges.

Maintaining the Top-K Heap

For each fully computed match in CurrCandidates, if the score for the candidate is greater than the minimum element in the heap, the new candidate is added to the heap and the minimum element is removed from the heap. Also, after the processing for all query edges in QueryEdges has been finished, the pointer is moved to the next valid edge in the edge list of type ET. Before proceeding to the next valid edge to be processed, an upper bound of any possible candidate match is computed by simply summing up the upper bound score for all edges in the query. If the upper bound score for any potential candidate is less than the minimum element in the heap (which we refer to as the global top-K quit check), the algorithm terminates. At this point, the heap contains the desired top-K matches for the query Q.

For example, after processing the edge (4, 5), the heap contains two elements both with score 2.2. At this stage, the edge pointers point to the edges (2, 3) and (2, 7). The maximum upper bound score now is 0.7 (due to edge (2, 3))+0.6 (due to edge (8,9))+0.7 (due to edge (2,7))=2.0 which is < 2.2 and hence processing can be stopped.

C. Faster Query Processing using Graph Maximum Metapath Weight Index

In Section IV-B, the upper bound score for partially instantiated candidates is computed by summing up the actual score for the considered edges and the upper bounds for the non-considered edges. Is it possible to have a tighter bound for the non-considered edges? A tighter bound will help in more aggressive pruning of the candidate matches and thereby make the top-K query processing faster.

Computing Upper Bounds using Paths rather than Edges

Consider the query Q′ as shown in Figure 9. The top right part shows the size-1 candidate match where a graph edge was used to instantiate the query edge (Q1, Q2). So, the actual score of the candidate is simply the edge weight corresponding to the instantiation. In Section IV-B, the upper bound score was computed as the sum of the actual score for the edge corresponding to (Q1, Q2) and the upper bound scores each for the edges (Q1, Q3), (Q3, Q4), (Q4, Q5) and (Q2, Q3). However, a stricter upper bound can be obtained if we could compute the upper bound score as the sum of the actual score for the edge corresponding to (Q1, Q2) and the upper bound scores for the paths (Q1, Q5, Q4, Q5) and (Q2, Q3).

This results into the following two problems. (1) How do we split the set of the non-considered query edges into paths? (2) How do we compute the upper bound scores for these paths?

To answer the second question, consider a path p = (v1, v2, ..., vn) of length n in the query. Let the corresponding metapath be t = (t1, t2, ..., tn). Suppose that the query edge (v1, v2) has been instantiated with the graph edge (u1, u2). We can estimate the upper bound score for the path in the partial candidate match as the actual edge weight of (u1, u2)+MMW[u2][t3,t4,...,tn]. Thus, the upper bound...
score of a path can be computed using the maximum metapath weight index.

To answer the first question, the query needs to be split into paths which satisfy the following criteria.

- The path must originate from an instantiated node. This is necessary because we can use the MMW index only if the origin of the path has been instantiated.
- The paths should not overlap with each other or with the already instantiated edges so as to obtain a stricter upper bound.
- The length of each path should be less than the index parameter \( D \).

**Greedy Path Set Selection**

A partial instantiated match consists of instantiated edges \( IE \), instantiated nodes \( IN \) which is the set of nodes covered by the instantiated edges, and a set of non-instantiated edges. The method starts by first enumerating all possible paths that can cover the non-instantiated edges originating from nodes \( IN \) and satisfying the above criteria. The union of all such paths across all instantiated query nodes is called \( AllPaths \). Though we can design more principled benefit-cost based method to select the set of paths from \( AllPaths \), we resort to a greedy method for the sake of efficiency. Thus, the paths are selected one by one from the set of paths in a greedy manner such the longest path is selected at each step. After selecting a path, the set of available paths \( AllPaths \) is updated by removing all the paths that overlap with the already selected paths. The algorithm stops when \( AllPaths \) becomes empty.

However, such a greedy selection of paths does not guarantee that all non-instantiated edges will get covered. For example, in Figure 10 (with \( D=4 \)), the edge \((Q_1, Q_2)\) is already instantiated. Next the processing selects the longest path (with length \( \leq MMW \) index parameter) originating from the instantiated nodes such that it does not overlap with any of the instantiated edges or other paths. Hence, the path \((Q_1, Q_3, Q_4, Q_5, Q_7)\) is chosen and then the path \((Q_2, Q_5)\). Now, the edges \((Q_4, Q_6)\) and \((Q_6, Q_7)\) need to be considered separately since they cannot be covered by any of the paths originating from the instantiated nodes. Thus, the query is actually split into three disjoint sets: (1) already instantiated edges, (2) edges on the selected paths, and (3) extra edges not covered by (1) or (2).

**Path Based Upper Bound Score Computation**

The approach is summarized in Algorithm 2. The upper bound score of the candidate match is initialized to the sum of the edge weights for all instantiated edges. For each instantiated node, the set of all paths originating from this node is computed (Step 4). This set excludes any path that contains any of the already instantiated edges. Until all the query edges are not covered, the longest path \( maxPath \) is chosen from \( AllPaths \) (Step 6). Edges from the \( maxPath \) are added to the set of instantiated edges (Step 7) and the upper bound score is updated with the upper bound score of \( maxPath \) by looking up the appropriate entry from the MMW index (Step 8). \( AllPaths \) is updated by removing all the paths that overlap with \( maxPath \) (Step 9). Finally when there are no more paths left in \( AllPaths \), the upper bound score of the candidate match is updated by adding the upper bound score of the query edges not yet covered (Step 10).

**Algorithm 2 Path Based Upper Bound Score Computation**

**Input:** (1) Query \( Q \), (2) Instantiated Edges \( IE \), (3) Instantiated Graph Nodes \( IN \), (4) MMW Index, (5) SortedEdgeLists

**Output:** Upper Bound Score \( UBscore \)

1: \( UBscore \leftarrow \sum_{e \in IE} w_{c_{IE}}(e) \)
2: \( AllPaths \leftarrow \phi \)
3: for each instantiated node \( n \in IN \) do
4: \( AllPaths \leftarrow AllPaths \cup Paths \) in query graph originating from \( n \), length \( \leq D \) and do not contain edges from \( IE \).
5: while \( \exists \) a query edge not yet covered or \( AllPaths \neq \phi \) do
6: \( maxPath \leftarrow \) Compute path with maximum length from \( AllPaths \).
7: Add edges from \( maxPath \) to \( IE \).
8: \( UBscore \leftarrow UBscore + UBscore \) of \( maxPath \) using MMW.
9: Remove paths from \( AllPaths \) containing edges in \( maxPath \).
10: \( UBscore \leftarrow UBscore + UBscore \) for edges in \( Q \) but \( \notin IE \).

**Claim 1.** Pruning using the maximum metapath weight (MMW) index is more effective compared to the pruning using just the sorted edge lists.

When computing the upper bound using the sorted edge lists, the upper bound for a non-instantiated edge can be arbitrarily high if there is any unprocessed valid edge anywhere in the entire network with a high weight. However, because of the MMW index, the upper bound score for the non-instantiated edges gets restricted to the local neighborhood of the already instantiated edges thereby restricting the overall upper bound score, which in turn results in more effective pruning.

The MMW index can indeed help prune candidate matches which cannot be pruned using the sorted edge lists. For example, consider the candidate \((9 - 5 - Q_3 - Q_4)\) and recall that the heap contains the two elements with scores 2.1 and 2.0 at this stage. Now, the upper bound score for this candidate match using the edge lists is 0.9+0.8+0.7=2.4 and since 2.4 > 2.0 it cannot be pruned off. On the other hand, the upper bound score using the MMW index is 0.9+MMW(5, (A, B))=0.9+0.9=1.8 and since 1.8 < 2.0 the candidate match can be pruned off.

**Time Considerations**

Though the computation of the upper bound score using the MMW index results into a stricter upper bound, the...
computation may itself consume a lot of time. Hence, this optimization needs to be used sparingly. The maximum benefit of such an optimization occurs when the candidate size is small (e.g., only one edge). Hence, the upper bound for only the size-1 candidates is computed using this path-based method while the edge-based method (Section IV-B) is still used for other cases. After computing the path based UBscore, it is compared with the edge based UBscore and the one which represents a tighter upper bound is used.

V. DISCUSSIONS

In this section, we discuss various general scenarios in which the proposed approach can be applied.

Queries with Multiple Edge Semantics

In this paper, we considered queries such that the interestingness of every edge in the query carries the same semantics. However, we might need to address the cases where the semantics are very different across the different edges in the query and the graph. For example, consider a query: Find an interesting combination of a movie and 2 persons where the first person is the director of the movie and the second person is an actor in the movie. Now, the query consists of 2 edges: both are movie-person edges, however the relationship for the first edge is “director” while for the second edge, the relationship is “actor”. Such queries can still be answered using the proposed system by defining metapaths in terms of edge labels rather than node types.

Directed and Homogeneous Graphs

We presented the ideas based on undirected graphs and undirected queries. However, the approach is general enough to work with directed graphs and directed queries. Trivial updates are needed for the index construction and the candidate match growth to make them direction sensitive. Also, when \( T=1 \), the system conforms to the setting of homogeneous networks. In the case of homogeneous networks, there will be a single edge list, if all the relationships have the same semantics.

Weighted Query Edges

Weighted query edges can have two semantics. Weights can be assigned to a query to signify the expected amount of interestingness on each edge. The interestingness score of an instantiated edge \( e \) with weight \( w \) for a query edge \( qE \) with weight \( qW \) can then be computed as some function of \( w \) and \( qW \), e.g., the squared error, \((w - qW)^2\). Such edge-weighted queries can still be handled by the proposed system as long as the function is a monotonic function and has a well defined upper bound. Another semantics of edge weights is to specify how much importance an edge carries in the query. Thus, a user can specify that the interestingness with respect to the edge \( (Q_1, Q_2) \) is more than the interestingness with respect to the edge \( (Q_2, Q_3) \) in Figure 3. In that case, the interestingness of a subgraph can be computed as a weighted sum of the interestingness of its edges rather than simply the sum of interestingness of its edges. Again, this can be easily implemented in the proposed framework by multiplying the edge interestingness scores with the appropriate user-specified weights when computing the interestingness scores. Note that for both the cases discussed above, the MMW index cannot be used as the path scores cannot be estimated any more because the edge interestingness is now defined based on the query.

Faster Computations versus Index Size

If the number of types is high and the graph is very dense, the size of the topology and the MMW index could blow quickly with increasing \( D \). Even with small \( D \) storing the metapaths improves the pruning capability but consumes memory. Various schemes could be used to serve as a trade off between the index size and the pruning capability (and hence computational efficiency) achievable due to index usage. One approach is to index only the destination node of the metapaths rather than the actual metapath itself. This reduces the index size from \( O(|V_G|^D) \) to \( O(|V_G|TD) \). However, the pruning capability reduces too due to looser upper bounds on interestingness scores. A mix of the two schemes could also be used where the path level information is stored for \( d = 1 \) to \( d = D_0 \) and then only the destination node level information is stored for \( d = D_0 + 1 \) to \( d = D \) where \( D_0 \) is decided based on a memory-vs-efficiency trade off. We plan to explore this trade off further as part of future work.

Another way of reducing the size of the topology and the MMW indexes is by storing only a selective few metapaths rather than storing columns for every metapath. One scheme could be to store only the columns corresponding to the most frequent metapaths in the entire network. Most frequent metapaths can be identified when performing breadth first traversal (for MMW index construction) itself. The intuition is that if a metapath is rare and if the query contains that metapath, then the number of matches would be low too, and then the top-\( K \) algorithm may not be efficient anyway. On the other hand, further flexibility can be obtained by storing information for different metapaths for different nodes, i.e., store information for node-wise most frequent metapaths. Intuitively, a nodewise scheme could provide a better size versus efficiency tradeoff compared to the reduced columns scheme.

VI. EXPERIMENTS

We perform experiments on multiple synthetic datasets each of which simulates power law graphs. We evaluate the results on the real datasets using case studies. We perform a comprehensive analysis of the objects in the top subgraphs returned by the proposed algorithm to justify their interestingness. Data and code is available at http://dais.cs.uiuc.edu/manish/RWM/.

A. Synthetic Datasets

We construct 4 synthetic graphs using the R-MAT graph generator in GT-Graph software [2]: \( G_1, G_2, G_3 \) and \( G_4 \) with \( 10^3, 10^4, 10^5 \), and \( 10^6 \) nodes respectively. Each graph has a number of edges equal to 10 times the number of nodes. Thus, we consider graphs with exponential increase in graph size. Each node is assigned a random type from 1 to 5. Also, each edge is assigned a weight chosen uniformly randomly between 0 and 1. All the experiments were performed on an Intel Xeon
CPU X5650 4-Core 2.67GHz machine with 24GB memory running Linux 3.2.0. The code is written in Java. The distance parameter $D$ for the indexes is set to 2 for both the proposed approach RWM (Ranking While Matching) and the baseline $RAM$ (Ranking After Matching), unless specified explicitly. Also unless specified explicitly, we are interested in computing top 10 interesting subgraphs ($K=10$) and the execution times mentioned in the tables and the plots are obtained by repeating the experiments 10 times.

Baseline: Ranking After Matching (RAM)

The problem of finding the matches of a query $Q$ in a heterogeneous network $G$ has been studied earlier [20], [27]. In [27], the authors present an index structure called SPath. SPath stores for every node, a list of its typed-neighbors at a distance $d$ for $1 \leq d \leq D$. SPath index is then used to efficiently find matches for a query in a path-at-a-time way: the query is first decomposed into a set of shortest paths and then the matches are generated one path at a time. This method is used as a baseline.

Index Construction Time

Figure 11 (A) shows the index construction times for the various indexes. Generating the sorted edge lists is very fast. Even for the largest graph with a million nodes, the sorted edge lists creation takes around 40 seconds. The Topology+MMW ($D=2$) and SPath ($D=2$) curves show the time required for construction of these indexes, for various graph sizes. The $X$ axis denotes the number of nodes in the synthetic graphs and the $Y$ axis shows the index construction time in seconds. Note the $Y$ axis is plotted using a log scale.

The index construction time rises linearly as the graph size grows. Also, as expected the index construction time rises as $D$ increases.

Index Size

Figure 11 (B) shows the size of each index for different values of $D$. The $X$ axis plots the number of nodes in the synthetic graphs and the $Y$ axis plots the size of the index (in KBs) using a logarithmic scale. Different curves plot the sizes of various indexes, and the graph. Note that the size of the topology index and the MMW index for $D=2$ is actually smaller than the size of the graph. Even when the index parameter is increased to $D=3$, the topology and the MMW indexes remain much smaller than the SPath index for $D=2$. For $D=3$, the SPath index grows very fast as the size of the graph increases. As expected as the graph size increases, the size of each index increases. While the increase is manageable for the Edge lists, the MMW index and the topology index, the increase in SPath index size is humongous.

Query Execution Time

We experiment with three types of queries: path, clique and general subgraphs, of sizes from 2 to 5. We present a comparison of different techniques for the graph $G_2$ using the indexes with $D=2$. The tables I-III show the average execution times for an average of 10 queries per experimental setting each repeated 10 times. The six different techniques are as follows: RAM (the ranking after matching baseline), RWM0 (without using the candidate node filtering), RWM1 (without using the MMW index), RWM2 (same as RWM1 without the pruning any partially grown candidates), RWM3 (same as RWM1 without the global top-$K$ quit check), RWM4 (same as RWM1 with the MMW index). Clearly, RAM takes much longer execution times for all types of queries. We observed that the larger the number of candidate matches, the more the execution time gap between the RAM method and the RWM methods. An interesting case is $|V_Q|=5$ for the clique queries. Actually there are very few (less than 10) cliques of size 5 of a particular type in the graph. Hence, we can see that almost all the approaches take almost the same time. In this case, the top-$K$ computation overheads associated with the RWM approaches and lack of pruning result in relatively lower execution time for RAM.

Next, note that RWM4 usually performs faster than RWM1. The time savings are higher for the path queries compared to the subgraph or clique queries. This is expected because the upper bound scores computed in RWM4 are tighter only if most of the query structure can be covered by the non-overlapping paths. Also, RWM0 performs slightly better than RWM4 for smaller query sizes, but candidate node filtering helps significantly as query size increases.

Table IV shows the time split between the candidate filtering step and the actual top-$K$ execution. Note that the candidate filtering takes a very small fraction of the total query execution time.
### Scalability Results

We run the 20 path and general subgraph queries (each 10 times) over all 4 synthetic graphs using RWMA and present the results in Table V. The table shows that the execution time increases linearly with the graph size, and exponentially with the query size. Even though the execution time is exponential in query size, (1) that is the case with most subgraph matching algorithms, and (2) intuitive user queries are limited in size by limits of human interpretability for most applications.

**Effect of Varying the $K$**

Figure 12 shows the effect of varying $K$ on 20 path and general subgraph queries on graph $G_2$ using RWMA. As expected, the query execution time increases as $K$ increases. However, the increase in execution time is reasonably small enough making the system usable even for larger values of $K$.

### Pruning Power of Top-$K$

The time efficiency of the RWM algorithm is mainly attributed to the way it leverages the top-$K$ framework. The algorithm starts with the size-1 candidates which are grown one edge at a time till they grow up to $|E_Q|$ or get pruned.

Table VI shows the percentage of candidates of different sizes with respect to the total number of matches. The results shown in this table are obtained by running the algorithm for the 20 path and subgraph queries on graph $G_2$. We removed the clique queries because the number of cliques of size 5 matching such queries is less than 10 and hence no pruning occurs. Note that on an average, the number of candidates is around 14% of the total number of matches. Clearly, for subgraph queries there are candidates of higher sizes also, but the number of such candidates is much smaller ($< 1\%$) compared to the number of matches, and so we do not show them here.

### B. Real Datasets

We experiment with two real datasets: DBLP and Wikipedia, and obtain some interesting results.

#### DBLP Dataset

The DBLP network consists of authors ($A$), keywords ($K$) and conferences ($C$). We considered a temporal subset of DBLP\(^1\) for 2001-2010. We obtained a list of conferences from the Wikipedia Computer Science Conferences page\(^2\) which categorizes conferences into 14 research areas (or communities). By associating keywords from these conferences with the research areas, we obtained the keyword priors which were used as input for NetClus [17] to perform community detection on DBLP. The interestingness of an edge is then defined as the KL-divergence between the community distributions of its end points.

#### Results on the DBLP Dataset

Details of the dataset and the index are shown in Table VII. Note that, compared to the topology and the MMW index, the SPath index for RAM actually takes 4.3GB space. The number of edges of different types are as follows: $AA \sim 288K$, $AC \sim 608K$, $AK \sim 392K$, $CK \sim 211K$, $KK \sim 87K$. On an

---

1. http://www.informatik.uni-trier.de/~ley/db/
average, query execution time is 100 seconds on the DBLP network using $D=2$. We present two case studies for this dataset corresponding to the two queries shown in Figure 13. **Case Study 1** For the query $Q1$ shown in Figure 13, the top subgraph turns out to be (1: Rohit Gupta, 2: BICoB, 3: Vinip Kumar). The three entities were linked because of the paper “Rohit Gupta, Smita Agrawal, Navneet Rao, Ze Tian, Rui Kuang, Vinip Kumar: Integrative Biomarker Discovery for Breast Cancer Metastasis from Gene Expression and Protein Interaction Data Using Error-tolerant Pattern Mining” at BICoB 2010. This case is interesting mainly because it represents an interesting collaboration of people from multiple areas. Rohit Gupta primarily works in computer networking. Vinip Kumar is known for his work in Data and Information Systems. BICoB (International Conference on Bioinformatics and Computational Biology) is a conference focused on bioinformatics.

**Case Study 2** For the query $Q2$ shown in Figure 13, the top subgraph turns out to be (1: Jimeng Sun, 2: Operating Systems Review (SIGOPS), 3: Christos Faloutsos, 4: mining). The four entities are linked because of the paper “Evan Hoke, Jimeng Sun, John D. Strunk, Gregory R. Ganger, Christos Faloutsos: InteMon: continuous mining of sensor data in large-scale selfinfrastructures.” at Operating Systems Review (SIGOPS) in 2006. Again, this case represents an interesting collaboration of people from multiple areas. Jimeng Sun and Christos Faloutsos are mainly focused on Data and Information Systems. Also, “mining” is a keyword which is frequently associated with the Data and Information Systems community. On the other hand, “Operating Systems Review (SIGOPS)” can be considered to belong to the areas of Operating systems, and Computer architecture which are completely different from the research areas associated with the other entities.

**Wikipedia Dataset**

We generate a network using Wikipedia Infobox pages as follows. For an entity $e$, an edge was created from $e$ to the entity $e'$ in the entity relationship network, if the entity $e'$ appears in the Wikipedia page for $e$ and the Wikipedia pages for both the entities have Infoboxes. We restrict our study to the entities of top ten types (film, person, company, football biography, nrhp, television, album, settlement, musical artist, single). This ten-type network covers about 45% of the Wikipedia Infobox entities (1.7 million). We use the Wikipedia Infobox data as entity attributes. On an average, each entity has 28 attributes. We augment the original network of entities with the categorical and the sets-of-strings attribute values of the entities as nodes. Entity nodes are linked to each of their attribute nodes. Attribute nodes within the same set of strings are linked to each other. We use METIS [12] to compute the hard partitions (K=20) on such an augmented network. Further, we aggregate the cluster labels of all the attribute neighbors of an entity to get its soft cluster distribution. The interestingness of an edge is then defined as the KL-divergence between the community distributions of its end points.

**Results on the Wikipedia Dataset**

Details of the dataset and the index are shown in Table VII. Note that, compared to the topology and the MMW index, the SPath index for RAM actually takes 13.7GB space. On an average, query execution time is 42 seconds on the Wikipedia network using $D=2$. Again, we present two case studies for this dataset corresponding to the two queries shown in Figure 14.

**Case Study 1** For the query $Q3$ shown in Figure 14, the top subgraph turns out to be (1: Stacy Keach, 2: The Biggest Battle, 3: John Huston). The Biggest Battle is an Italian Macaroni war movie (1978) in which Stacy Keach and John Huston starred. There are multiple ways in which these connections are unusual. Stacy Keach is an American actor and narrator. Usually, American actors used to act in American movies in those years. Also, Stacy has has done narration work in educational programming on PBS and the Discovery Channel, as well as some comedy and musical roles, which are quite different from this war movie. Again, John has worked mostly in US movies, rather than Italian ones. Also, John was an American film director, screenwriter and actor who worked mostly for drama, documentary, adventure and comedy movies, and not war movies.

**Case Study 2** For the query $Q4$ shown in Figure 14, the top subgraph turns out to be (1: Medha Patkar, 2: BBC, 3: Felix D’Alviella, 4: Mogilino). The British Broadcasting Corporation (BBC) is a British public service broadcasting corporation. Medha Patkar is an Indian social activist and is linked to BBC because she won the Best International Political Campaigner by BBC. Felix D’Alviella is a Belgian actor best known for his character Rico Da Silva in the BBC soap opera Doctors. Mogilino is a village in Bulgaria. In 2007, the BBC showed the film “Bulgaria’s Abandoned Children” which became quite popular. This combination of entities is surprising in multiple ways. It is rare for a British company to reward an Indian woman. Similarly, it is rare for a British company to be linked to a place in Bulgaria or a person from Belgium. Thus, each of these links to BBC are quite rare causing the entire combination to be reported as the top interesting subgraph.

VII. RELATED WORK

The network (graph) query problem can be formulated as a selection operator on graph databases and has been studied first in the theory literature as the subgraph isomorphism problem [3], [14], [20]. One way of answering network queries
is to store the underlying graph structure in relational tables and then use join operations. However, joins are expensive, and so fast algorithms have been proposed for approximate graph matching as well as for exact graph matching. A problem related to the proposed problem is: given a subgraph query, find graphs from a graph database which contain the subgraph \[ 16, 22, 29 \]. All top-\( K \) processing algorithms are based on the Fagin et al.'s classic TA algorithm \[ 4 \]. Growing a candidate solution edge-by-edge in a network can be considered to be similar to performing a join in relational databases. The candidates are thus grown one edge at a time much like the processing of a top-\( K \) join query \[ 11 \] and as detailed in Section IV-B. However, we make the top-\( K \) join processing faster by tighter upper bounds computed using the MMW index and list pruning using the topology index. The top-\( K \) joins on networks with the support of such graph indexes is our novel contribution. The proposed problem is also related to the team selection literature. However, most of such literature following the work of Lappas et al. \[ 13 \] focuses on clique (or set) queries \[ 10 \], unlike the general subgraph queries handled by the proposed approach. Top-\( K \) matching subgraphs can also be considered as statistical outliers. Compared to our previous work on outlier detection from network data \[ 6, 7, 8, 9 \], we focus on query based outlier detection in this work. For more comparisons with previous work, please refer to Section I.

VIII. Conclusion

In this paper, we studied the problem of finding top-\( K \) interesting subgraphs corresponding to a typed unweighted query applied on a heterogeneous edge-weighted information network. The problem has many practical applications. The baseline ranking after matching solution is very inefficient for large graphs where the number of matches is homogenous. We proposed a solution consisting of an offline index construction phase and an online query processing phase. The low cost indexes built in the offline phase capture the topology and the upper bound on the interestingness of the metapaths in the network. Further, we proposed efficient top-\( K \) heuristics that exploit these indexes for answering subgraph queries very efficiently in an online manner. Besides showing the efficiency and scalability of the proposed approach on synthetic datasets, we also showed interesting subgraphs discovered from real datasets like Wikipedia and DBLP. In the future, we plan to study this problem in a temporal setting.
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