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Summary

In this thesis, we studied the performance of Discrete Memoryless Channels (DMCs), arising in the context of cooperative underwater wireless sensor networks. We formulated an analytic relationship that relates the average probability of error to the systems parameters, the signal amplitude, the decision threshold and the noise power values. We first studied the trade-off between the signal amplitude and the decision threshold in the special case (2, 2) DMC. Following our (2, 2) DMC model we proposed a symmetric decision threshold in order to find the average probability of error based on four arbitrarily defined regions of interest. In order to design a resilient system condition probabilities of error are defined with respect to the optimum zero threshold in the (2, 3) DMC.

We analyzed the stochastic resonance (SR) phenomenon impact upon the performance limits of a distributed underwater wireless sensor networks operating with limited transmitted power and computational capabilities. We focused on the threshold communication systems where, due to the underwater environment, non-coherent communication techniques are affected both by noise and threshold level. The binary-input ternary-output channel is used as a theoretical model for the DMC.

To further deduce the relationship between the signal amplitude and the decision threshold, we classified the average probability of error into its respective probabilities of interest; the probability of false alarm, probability of correct detection, probability of miss and probability of correct rejection. We studied how the probability of correct detection and false alarm varies with our symmetric decision threshold theta and the noise variance sigma. In addition to that we investigated how the probability of correct rejection and miss varies with our system parameters.

We also investigated how a sub threshold/super threshold signal determines the optimum system performance in the case of the (2, 2) and the (2, 3) DMCs. We found the optimum value of the additive noise power that results in a better system performance in bistable systems as function of detector threshold and the signal amplitude.

Our findings show how the combination of the (2, 2) DMC and the simple symmetric (2, 3) DMC yields a better signal detection in the presence of additive Gaussian noise. In the case of our proposed (2, 3) DMC for the underwater distributed wireless sensor networks, the probability associated with zero optimum crossing threshold remains constant. Thus, in order for the probability of detection to be maximized by minimizing the probability of false alarm and miss, the detection scheme needs to incorporate suprathreshold signal and symmetric threshold around the zero optimum threshold in the case of (2, 2) DMC.
Chapter 1

Introduction

In this thesis, we investigated probability of error and Stochastic Resonance (SR) effect for the binary-input ternary-output (2, 3) Discrete Memoryless Channel (DMC). We revisited the BSC which is a special case of the (2, 3) DMC. We studied how the probability of error varies for fixed value of the threshold as the signal to noise ratio increases. We investigated the trade-off between the signal amplitude and the decision threshold value for a different value of noise power.

In order to study SR, we modeled the (2, 3) DMC by a physical communication channel. We proposed a symmetric decision threshold and conditional probabilities in order to maximize target detection and tracking in the case of underwater distributed wireless sensor networks. In the presence of a Gaussian noise, the SR phenomenon is observed over a certain range of threshold values. We focused on the additive Gaussian noise in which case we determined the interval under which our system exhibit SR. The main contributions of this thesis consist in deriving the average probability of error in the (2, 3) DMC and determining the interval by which the SR effect is observed.

1.1 Thesis Structure

The rest of the thesis is structured as follows

Chapter 2 provides the background concepts and the literature reviews, which will be used throughout the thesis. We also review the (2, 2) DMC.

Chapter 3 reviews and derives the probability of error in the (2, 3) DMC. We investigate the tradeoff between the signal amplitude and the decision threshold for optimum system performance. We deduce the relationship between the signal amplitude and the decision threshold theta. Moreover, we investigate how the probabilities of false alarm and detection vary with respect to the symmetric decision threshold theta. Similarly we study how the probability of miss and correct rejection are also affected by the selection of the threshold \( \Theta \) and noise power \( \sigma \).

Chapter 4 analyzes the effects of SR and the physical model of the (2, 3) DMC in presence of Gaussian noise. We compare the performance of the (2, 2) and (2, 3) DMCs in the context of SR. Also we derive the optimum value of the noise that results in SR in the case of the (2, 2) DMC and the (2, 3) DMC. We also check the fundamental theorem in the case of SR, the forbidden interval theorem (FIT).
Chapter 5 engages a discussion about the results and future work which can enhance the signal detection and application of our proposed (2, 3) DMC in the case of underwater distributed wireless sensor networks.

1.2 Thesis Significance and Contribution

This research contributes to Dr. Cotae’s research titled “Information - Driven Doppler Shift Estimation and Compensation Methods for Underwater Wireless Sensor Networks”, which is to analyze and develop noncoherent communication methods at the physical layer for target tracking and use the information theory tools to predict the next target position by processing the data information collected from a collaborative wireless distributed sensor network [4]. It improves the understanding of the physical communication model in the case of (2, 3) DMCs. In addition, it contributes to the improvement of the performance limits of distributed underwater wireless sensor networks, by maximizing the probability of target detection and tracking in the presence of additive Gaussian noise. Moreover, we compare the performance of the different DMCs for better signal detection in underwater wireless sensors, operating with limited transmitted power and computational environment. The results of this work will contribute to the effort of overcoming the effect of noise in underwater sensors and signal processing.

In Chapter 3 we derive (33), the analytic relationship for the probability of error in the (2, 3) DMC. We investigate how the selection of the threshold with respect to the signal amplitude affects the average probability of error. We show how our new model improves signal detection by defining symmetric conditional probabilities around the zero optimum threshold in the case of the (2, 3) DMC.

Our findings show how the combination of the (2, 2) DMC and the simple symmetric (2, 3) DMC yields a better signal detection in the presence of additive Gaussian noise. In the case of our proposed (2, 3) DMC for the underwater distributed wireless sensor networks, the probability associated with zero optimum crossing threshold remains constant. Thus in order for probability of detection to be maximized by minimizing the probability of false alarm and miss, the detection scheme needs to incorporate suprathreshold signal and a symmetric decision threshold around the zero optimum threshold in the case of (2, 2) DMC.
Chapter 2

Background

In this chapter, we give background review on concepts used throughout the thesis. Under Water Channel, Probability of Error, Threshold devices, Discrete Memoryless Channels are reviewed. In addition we discuss Stochastic Resonance effect in nonlinear systems.

2.1 General Communication Systems Model

Electrical communication systems are designed to send messages or information from a source that generates the messages to one or more destinations. The information generated by the source may be of the form of voice (speech source), a picture (image source). An essential feature of any source that generates information is that its output is described in probabilistic terms; i.e., the output of a source is not deterministic. Otherwise, there would be no need to transmit the message. The structure of the communication system as shown in Figure 1 consists of three basic parts, namely, the transmitter, the channel and the receiver. The functions performed by these three elements are described below.

**Transmitter:** The transmitter converts the electrical signal into a form that is suitable for transmission through the physical channel or transmission medium.

**Receiver:** The function of the receiver is to recover the message signal contained in the transmitted signal. If the message signal is transmitted by carrier modulation, the receiver performs carrier demodulation in order to extract the message from the sinusoidal carrier.

![Figure 1: General communication systems model.](image-url)
2.2 Communication Channel

A communication channel refers either to a physical transmission medium such as a wire, or to a logical connection over a multiplexed medium such as a radio channel as shown in the figure above. A channel is used to convey an information signal, for example a digital bit stream, from one or several senders (or transmitters) to one or several receivers. A channel has a certain capacity for transmitting information, often measured by its bandwidth in Hz or its data rate in bits per second. Depending on the type of the message transmitted, a communication channel is classified as a continuous, discrete and mixed channel.

2.3 The types of Signal Propagation in Underwater

There are three types of transmission medium in underwater communication which are acoustic communication (sound), radio wave communication (electromagnetic) and optical communication (light). Radio wave and optical communication does not work well in deep underwater environment. Thus, acoustic communication is widely chosen in deep underwater environment due to the low attenuation of sound in water.

Although radio wave communication has faster propagation speeds compared to the acoustic communication, there are limitation factors when using electromagnetic wave in deep underwater. Electromagnetic waves strongly attenuate, especially in salt water and propagating long distances require large antenna and high transmitter power.

Optical communications has a greater advantage in data rate that can exceed 1 Giga Hz. However, when used in underwater environment, the light is rapidly absorbed and the communication is affected by its scattering.

2.4 Underwater Acoustic Channels

In recent years, there has been an immense interest in developing underwater acoustic communication systems, most of which are related to remote control and telemetry applications [2]. Other applications include ocean-bottom survey and marine monitoring, collection of scientific data acquired by underwater sensors without the need for retrieving the equipment. However, for all these applications the main objective is to achieve reliable communication both in point-to-point links, and in network scenarios. In practice, the only feasible method to achieve underwater communications is by means of acoustic signals. Such acoustic links are exposed to adverse physical phenomena governing acoustic wave propagation in the sea. These include ambient noise, frequency-dependent attenuation, temperature and pressure variations, reverberation, and extended multi-path. Any successful acoustic sensor network design must
consider all these effects in order to select an appropriate configuration for system-related parameters. The transmit power level and operating frequency must be considered in conjunction with the ambient noise and transmission range, the utilized modulation scheme, data rate, and the level of diversity must properly match the expected channel conditions related to time and frequency dispersion.

The underwater acoustic communication channel is extremely complex in nature. The complexity arises from the fact that the channel is not perfectly homogeneous. The numerous imperfections are mainly due to density and temperature gradients and the non-homogeneities of the water due to suspended particles of solid or gaseous matter. The constant water motion and the channel boundaries such as the bottom and the surface further increase the complexity. Data in UWC suffers from multipath, noise, fading, Doppler spread, and high and variable propagation delay. The factors affecting UWC establish temporal and spatial variability of the acoustic channel. The temporal and spatial variability makes the channel very limited and highly dependent on both transmission range and frequency. When viewed from a communication system designer’s point of view, the four aspects that are of fundamental concern are namely, ambient noise, multi-path phenomenon, transmission loss and Doppler spreading due to relative motion between transmitter and receiver.

2.4.1 Ambient Noise

Ambient noise influences the received signal to noise ratio and largely controls the transmitter power. It generally decreases in frequency over the range of interest. Inshore environment and marine worksites are noisier than deep ocean environment and the communication system design needs to cater for the worst case.

For band limited additive white Gaussian noise (AWGN), mathematically channel capacity is expresses as

\[ C = BW \log_2 \left( 1 + \frac{P}{N_0BW} \right) \text{ bits/sec} \quad (1) \]

where ‘C’ is channel capacity, ‘BW’ is bandwidth, ‘P’ is the power of signal and ‘N_0’ is the power of noise. Traditionally engineers have been interested to eliminate the effect of noise in order to improve system performance. In our work we investigated the effect of noise in order to maximize the detection of the received signal by employing binary input ternary output discrete memoryless channels.
2.4.2 Multi-path phenomenon causing Inter-Symbol Interference and Reverberation

This is the most challenging aspect of the underwater acoustic channel. The boundaries of the surface and bottom reflect the energy; so numerous travel paths exist between the transmitter and the receiver. This is further complicated by imperfect boundaries. The whole phenomenon results in time dispersal of the signal. This time spreading can be as high as hundreds of milliseconds in shallow water to several seconds in deep waters. At high frequency, the total time spread is less due to absorption at boundaries and attenuation in water.

2.4.3 Transmission Loss due to geometrical spreading and absorption

The acoustic wave reduces in intensity as it propagates through the medium due to geometrical spreading and absorption mechanism. Though the attenuation of acoustic waves in water is negligible as compared to the radio wave in water, there is considerable loss in energy due to absorption mechanism in water. The loss due to geometrical spreading can be either spherical or cylindrical in nature.

Transmission loss (TL) for acoustic communication is generally expressed as the logarithmic ratio of the intensity of sound at the reference range one meter away from the center of the source (I_t) to the intensity of the sound at the receiver (I_r). TL is measured in decibels (dB). Mathematically it can be expressed as follows:

\[ TL = 10 \log\left(\frac{I_t}{I_r}\right) \text{ dB} \]  

(2)

2.4.4 Doppler spreading due to relative motion between transmitter and receiver

This is introduced by relative motion between the transmitter and receiver, or by motion of the water. Due to the scarcity of channel bandwidth (caused by absorption losses and projector transducer characteristics), Doppler spread may easily result in further reduction in available bandwidth.

Due to harsh underwater acoustic medium described above, many well-known communication techniques cannot be applied and hence the design is a compromise between data rate, reliability and distance. The combined effects of the above mentioned phenomenon have led in the past to system design based exclusively on noncoherent detection and low signaling rates.
Approaches to system design depend upon the technique used for overcoming the effects of multi-path and time variations:

- the signal design, i.e., the choice of modulation / detection method
- the transmitter / receiver structure

2.5 Discrete Data Transmission

Discrete data transmission as shown in figure below is the transmission of one message from a finite set of messages through a communication channel. A message sender at the transmitter communicates with a message receiver. The sender selects one message from the finite set, and the transmitter sends a corresponding signal (or waveform) that represents this message through the communication channel. The receiver decides the message sent by observing the channel output. Successive transmission of discrete data messages is known as digital communication. Based on the noisy received signal at the channel output, the receiver uses a procedure known as detection to decide which message, or sequence of messages, was sent. Optimum detection minimizes the probability of an erroneous receiver decision on which message was transmitted.

The channel distorts the transmitted signals both deterministically and with random noise. The noisy channel output will usually not equal the channel input and will be described only in terms of conditional probabilities of various channel-output signals. The channel-input signals have probabilities equal to the probabilities of the messages that they represent. The optimum detector will depend only on the probabilistic model for the channel and the probability distribution of the messages at the channel input. The general optimum detector specializes in many important practical cases of interest.

The fundamental model describing communication over a noisy channel is the so-called discrete memoryless channel (DMC). A DMC consists of:

![Diagram of discrete data transmission](image_url)
• a finite input alphabet described by the random variable $x$
• a finite output alphabet described by the random variable $y$
• a conditional probability distribution $P(y|x)$

For a memoryless channel, the output $y_i$ depends on the input $x_i$ at the same time $i$. Therefore, the conditional probability distribution is given by

$$P(y|x) = \prod_i^n P(y_i|x_i)$$

where $n$ is the number of symbols in the alphabet,

**Figure 3:** Discrete memoryless channel.

### 2.5.2 DMC General Model ($M, N$)

The input of a DMC is random variable $x$, who selects its value from a limited discrete set $X$, as shown in the Figure 4. All the transition probabilities from $x_i$ to $y_j$ are gathered in a transition matrix $p(y|x)$. The $(i,j)$ entry of the matrix is $P(=y_j|X=x_i)$ which is called forward transition probability.

**Figure 4:** DMC general model.
The general DMC is called memoryless because the current output $y_j$ depends only on the current input $i$.

The capacity of DMC, $p(y|x)$ is defined by

$$ C = \max_{p(x)} I(X; Y) \quad (4) $$

where $I(X; Y)$ is the mutual information of the two discrete random variables $X$ and $Y$ given by

$$ I(X; Y) = \sum_{y \in Y} \sum_{x \in X} p(x, y) \log \left( \frac{p(x,y)}{p(x)p(y)} \right) \quad (4.1) $$

and the maximum is taken over all input distribution-$P(x)$.

### 2.5.3 DMC I

Let $X$ and $Y$ be discrete alphabets and $P(y|x)$ be a transition probability from $X$ to $Y$. A discrete channel $P(y|x)$ is single-input single-output with input random variable $X$ taking values in $X$ and output random variable $Y$ as shown in Figure 5 taking values in $Y$ such that

$$ P_r \{ X = x, Y = y \} = P_r \{ X = x \} P(y|x) \quad (5.1) $$

where $P_r(\cdot)$ is the probability of a random variable.

![Figure 5: DMC I.](image)

### 2.5.4 DMC II

Let $X$, $Y$, and $Z$ be discrete alphabets, and $P(y|x)$ be a transition matrix. Let $\alpha: X \times Z \rightarrow Y$ and $Z$ be a random variable taking values in $Z$. A discrete channel ($\alpha$, $Z$) is a single-input
single-output system with input $X$ and output $Y$ as shown in Figure 6. For any input random variable $x$, the noise variable $z$ is independent of $x$, and the output random variable $Y$ is given by

$$Y = \alpha(X, Z)$$  

(5.2)

Where $(\alpha, Z)$ is a sequence of replicates of generic discrete channel $(\alpha, Z)$

$X_i$ and $Y_i$ respectively represent the input and output of the DMC at time $i$.

![Figure 6: DMC II.](image)

2.5.5 Example of DMC; binary –input binary-output (2, 2) DMC

A binary symmetric channel (or BSC) as shown in Figure 7 is a common communications channel model used in coding theory and information theory. In this model, a transmitter wishes to send a bit (a zero or a one), and the receiver receives a bit. It is assumed that the bit is usually transmitted correctly, but that it will be "flipped" with a small probability (the "crossover probability") $p < \frac{1}{2}$. This channel is used frequently in information theory because it is one of the simplest channels to analyze.

![Figure 7: (2, 2) Binary symmetric channel.](image)
There is no feedback link from the receiver back to the transmitter that would inform the transmitter about the last outputs. The transition probabilities from $X$ to $Y$ are given below

$$1 - p = P_r(Y = 0|X = 0) = P_r(Y = 1|X = 1) \quad (6.1)$$

where $P_r(Y = y|X = x)$ represents the probability of receiving $y$ given the signal $x$ was transmitted. Similarly

$$p = P_r(Y = 0|X = 1) = P_r(Y = 1|X = 0) \quad (6.2)$$

The channel transition matrix, $M$, of the BSC is given by

$$M = \begin{pmatrix} 1 - p & p \\ p & 1 - p \end{pmatrix} \quad (6.4)$$

The capacity $'C'$ of the channel can be calculated to be $[19]$

$$C = 1 + p \times \log_2 p + (1 - p) \times \log_2(1 - p) \text{ Bits/transmission.} \quad (6.4)$$

The binary symmetric channel is one of the simplest noisy channels to analyze. Many problems in communication theory can be reduced to a BSC. Conversely, being able to transmit effectively over the BSC can give rise to solutions for more complicated channels.

2.5.6 Additive White Gaussian Noise Channel (AWGN)

Perhaps the most important, and certainly the most analyzed, digital communication channel is the AWGN channel shown in Figure 8. This channel passes the sum of the modulated signal $X(t)$ and additive Gaussian noise $N(t)$ to the output. The Gaussian noise is assumed to be uncorrelated with itself (or “white”) for any non-zero time offset.

![Figure 8: AWGN Channel.](image)
This is a time discrete-channel with output $Y_i$ at time $i$, where $Y_i$ is the sum of the input $X_i$ and the noise $N_i$. The noise $N_i$ is drawn i.i.d. with a Gaussian distribution with variance $\sigma^2$.

$$Y_i = X_i + N_i \quad \text{where } N_i \sim (0, \sigma^2) \quad (6.5)$$

Figure 9: AWGN, $N \sim (0, 1)$.

Figure 9 shows a Gaussian noise with zero mean and variance 1.

### 2.6 Bit Error Rate (BER)

In digital transmission, the number of bit errors is the number of received bits of a data stream over a communication channel that has been altered due to noise, interference, distortion or bit synchronization errors. In our study of Discrete Memoryless Channels (DMC) in Chapter 3 we used the average bit error rate as a performance measure to investigate the (2,3) DMC in the presence of Additive Gaussian noise.

#### 2.6.1 Factors affecting bit error rate

In a communication system, the receiver side BER may be affected by:

- transmission channel noise,
- interference, distortion,
- bit synchronization problems,
- Attenuation, wireless multipath fading, etc.
The BER may be improved by choosing a strong signal strength (unless this causes cross-talk and more bit errors), by choosing a slow and robust modulation scheme or line coding scheme, and by applying channel coding schemes such as redundant forward error correction codes.

The transmission BER is the number of detected bits that are incorrect before error correction, divided by the total number of transferred bits (including redundant error codes). The information BER, approximately equal to the decoding error probability, is the number of decoded bits that remain incorrect after the error correction, divided by the total number of decoded bits (the useful information). Normally the transmission BER is larger than the information BER.

2.6.2 Hypothesis testing

In statistics, a type I error (or error of the first kind) is the incorrect rejection of a true null hypothesis. A type II error (or error of the second kind) is the failure to reject a false null hypothesis. A type I error is a false positive. Usually a type I error leads one to conclude that a supposed effect or relationship exists when in fact it doesn't. In digital communication systems type I and type II errors are analogous to probabilities of false alarm and miss respectively.

In underwater distributed wireless sensor networks where target detection and tracking is so important [4], the probability of false alarm and detection plays an important role. The first hypothesis is denoted as the null hypothesis $H_0$ and the second as $H_1$. The detection logic therefore must examine each sensor measurement to be tested and select one of the hypotheses as “best” accounting for that measurement. If $H_0$ best accounts for the data, the system declares that a target was not present at the range, angle, or Doppler coordinates of that measurement; if $H_1$ best accounts for the data, the system declares that a target was present.

The analysis starts with a statistical description of the probability density function (pdf) that describes the measurement to be tested under each of the two hypotheses. If the sample to be tested is denoted as $y$, then $f(y|S_1)$ and $f(y|S_0)$ are required to model the detection scheme as shown in Figure 10. The binary digits 0 and 1 are represented by voltage waveforms $S_0$ and $S_1$ respectively.
As shown in figure above the detection problem is to develop models for these two pdfs. In fact, analysis of underwater distributed wireless sensor networks performance is dependent on estimating these pdfs for the system and scenario at hand. Furthermore, a good deal of the (2, 3) DMC system design problem is aimed at manipulating these two pdfs in the presence of additive white Gaussian noise in order to obtain the most favorable detection performance by minimizing probability of error.

2.7 Different probabilities of error

Once the two pdfs are successfully modeled, the following probabilities of interest can be defined: probabilities of detection, false alarm, miss and rejection.

2.7.1 Probability of true detection (\( P_{dt} \))

The probability that a target is declared (i.e., \( S_1 \) is chosen) when a target is in fact present. This is the area \((B_1 + B_2)\) by which the pdf, \( f(y|S_1) \) is greater than the decision threshold \( \Theta \) as shown in Figure 10.

\[
P_{dt} = \int_{0}^{\infty} f(y|S_1) dy
\]  

(7)

where \( f(y) \) is the probability density function of the normally distributed Gaussian random variable with mean \( \mu \) and variance \( \sigma^2 \)

\[
f(y|S) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(y-\mu)^2}{2\sigma^2}}
\]  

(8)

Thus the probability of detection can be reduced into...
\[ P_{dt} = \int_{0}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y-A_1)^2}{2\sigma^2}} \, dy \] (9)

### 2.7.2 Probability of false alarm (\( P_{fa} \))

The probability that a target is declared (i.e., \( S_1 \) is chosen) when a target is in fact not present. It is the area \((B_2)\) by which the Pdf, \( f(y|S_0) \) is greater than the decision threshold \( \Theta \) as shown in Figure 10.

\[ P_{fa} = \int_{0}^{\infty} f(y|S_0) \, dy \] (10)

Using (8) the probability of false alarm is mathematically defined as

\[ P_{fa} = \int_{0}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y-A_0)^2}{2\sigma^2}} \, dy \] (11)

### 2.7.3 Probability of miss (\( P_m \))

The probability that a target is not declared (i.e., \( S_0 \) is chosen) when a target is in fact present. This is the area \((B_2)\) by which the Pdf, \( f(y|S_1) \) is less than the decision threshold \( \Theta \) as shown in Figure 10.

### 2.7.4 Probability of rejection (\( P_r \))

The probability that a target is not declared (i.e., \( S_0 \) is chosen) when a target is not present. This is the area \((B_3 + B_4)\) by which the Pdf, \( f(y|S_0) \) is less than the decision threshold \( \Theta \) as shown in figure above.

Note that \( P_m = 1 - P_{dt} \) and \( P_r = 1 - P_{fa} \). Thus, \( P_{dt} \) and \( P_{fa} \) are suffice to specify all of the probabilities of interest. As the latter two definitions imply, it is important to realize that, because the problem is statistical, there will be a finite probability that the decisions will be wrong. Thus by adjusting our threshold \( \Theta \) and the noise power \( \sigma \), the \((2, 3)\) DMC can achieve a better performance in minimizing the average probability of error.

### 2.8 Binary-input binary output DMC and average probability of error

The \((2, 2)\) DMC is shown in Figure 11. It is characterized by the input random variable \( X \) and the output random variable \( Y \), taking values \((x_1, x_2)\) and \((y_1, y_2)\), respectively. Its transition probability matrix \( M \) is defined by
where $\alpha$ and $\beta$ are defined as:

$$\alpha = P(Y = y_1|X = x_1), \quad \beta = P(Y = y_2|X = x_2)$$

In the $(2, 2)$ DMC the source maps the bits 0 and 1 into voltage levels $-A$ and $A$ respectively as shown in Figure 11. The message is transmitted across the channel where there is an additive white Gaussian noise. The detector with threshold $\Theta$ after the observation of the transition probabilities decides which bit was transmitted with average probability of error $P_e$ or average probability of detection $P_d$.

The detector employs a decision rule by which if the signal is greater than the threshold $\Theta$, it declares message $S_1$ was transmitted, otherwise $S_0$ with certain probability of error.
Figure 12: (2, 2) DMC with simple detection employed.

The average probability of error of the (2, 2) DMC can be evaluated using the concept of probabilities of detection and false alarm as such:

\[ P(e|S_0) = P_r(Y > \Theta) = \text{the probability of error associated with bit 0} \]

Using (10) and (11), the probability that we declare a target is present when in fact is not present is given

\[ P(e|S_0=) = P_{fa} = \int_{\Theta}^{\infty} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(y-A)^2}{2\sigma^2}} dy \]  

(13)

For a Gaussian random variable, \( N \sim (\mu, \sigma^2) \), a simple change of variable in the integral in order to compute \( P_r(Y > y) \), results in

\[ P_r(Y > y) = Q \left( \frac{y - \mu}{\sigma} \right) \]  

(14)

Where \( Q(x) \) is the error function defined as

\[ Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx \]  

(15)

As the \( Q(x) \) is symmetric, the following relationships can be also defined mathematically

\[ Q(-x) = 1 - Q(x), \quad Q(x_1) - Q(x_2) = \int_{x_1}^{x_2} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx \]  

(16)

Using (14), the probability of false alarm is given

\[ P(e|S_0) = Q \left( \frac{\Theta - A_0}{\sigma} \right) \]  

(17)

Similarly the probability that we miss a target when it is in fact present, \( P(e|S_1) = P_r(Y < \Theta) = \text{the probability of error associated with bit 1} \).

Using (9) and (14), the probability of miss is given by
The average probability of error as a function of the threshold $\Theta$ can be expressed [18]

$$P(e|\Theta) = p_0 \times P(e|S_0) + p_1 \times P(e|S_1)$$

where $p_0$ & $p_1$ the prior probability of the bit 0 and 1 respectively

Thus,

$$P(e|\Theta) = p_0 \times Q\left(\frac{\Theta - A_0}{\sigma}\right) + p_1 \times \left(1 - Q\left(\frac{\Theta - A_1}{\sigma}\right)\right)$$

Average probability of detection, $P(d|\Theta) = 1 - \left[p_0 \times Q\left(\frac{\Theta - A_0}{\sigma}\right) + p_1 \times \left(1 - Q\left(\frac{\Theta - A_1}{\sigma}\right)\right)\right]$ (20.1)

The average probability of error is a function of signal amplitude, the decision threshold $\Theta$ and the noise power $\sigma$.

![Figure 13: Probability of detection vs $\sigma$.](image)

As shown in the Figures 13-14 using (20.1) and (20), at the optimum value of the noise power $\sigma$, the detector exhibits few errors as the probability of correct detection is maximized. A further increase of the noise power beyond that optimum value of noise deteriorates the detection performance of the receiver in line with common sense.
Figure 14: (2, 2) DMC performance with the AWGN. The solid and dotted lines represent the average probabilities of detection and error, respectively.

Beyond the optimum value $\sigma$, the performance of the (2, 2) DMC as shown in Figure 14 deteriorates and the addition of noise becomes disadvantageous. It is important to note that, as the decision threshold $\Theta$ increase far away from the signal amplitude $A$ the performance of the detector decreases. Increasing the decision threshold from 1.1 to 1.3 for instance as shown in the Figure 13, there is a remarkable increase in the average probability of error at the crossing of the optimum noise power, sigma. Thus, the optimum value of the noise power $\sigma$ is also a function of the threshold $\Theta$ for optimum system performance.

2.9 Stochastic Resonance

In general, the SR phenomenon is a non-linear effect where in communication systems the transmission of the information is enhanced in the presence of the additive noise [5]. Various performance metrics in the presence of SR such as signal to noise ratio, mutual information, and channel capacity improvement, under a certain range of power noise levels, were discussed in [3], [5],[7],[8] and [13]. In Figure 15, the average probability of error is plotted as a function of the noise power level. It is observed that the average probability of error decreases, as the noise level increases, until the detection performance reaches a resonance peak. This decrease in the probability of error is not in line with the common intuition that increasing the noise power level increases probability of error.
Figure 15: Probability of error in (2, 2) DMC.

In this chapter, we gave background review on concepts used throughout the thesis. Under Water Channel, Probability of Error, Threshold Devices, Discrete Memoryless Channels are reviewed. We also modeled the average probability of error in the (2, 2) DMC as Q function. Utilizing this analytic relationship, we discussed the performance of the (2, 2) DMC in the presence of additive Gaussian noise. Finally we discussed Stochastic Resonance effect in nonlinear systems, in particular in the case of the (2, 2) DMC.
Chapter 3

(2, 3) DMC and Probability of Error

In this chapter, we focus on the general (2, 3) DMC and its particular case, the (2, 2) binary asymmetric channel. In Section 3.2, we derive the average probability of error for the (2, 3) DMC.

3.1 The (2, 3) DMC

The (2, 3) DMC \( \{M : X \to Y\} \) is characterized by a binary input random variable \( X = \{1, -1\} \), a ternary output random variable \( Y = \{1, 0, -1\} \) and a transition probability matrix, \( M \), [5].

\[
M = \begin{pmatrix} P_{11} & P_{21} & P_{31} \\ P_{12} & P_{22} & P_{32} \end{pmatrix}
\]

where \( P_{ji} \), is the probability of receiving signal \( j \) given signal \( i \) was transmitted. The transition probability matrix from \( X \) to \( Y \) is given by

\[
P_{11} = P(Y = 1|X = 1) \quad P_{21} = P(Y = 0|X = 1) \quad P_{31} = P(Y = -1|X = 1)
\]

\[
P_{12} = P(Y = 1|X = -1) \quad P_{22} = P(Y = 0|X = -1) \quad P_{32} = P(Y = -1|X = 1)
\]

Figure 16: (2, 3) DMC representation.
The input to the threshold communication channel is the signal that takes the binary values $\pm A$ as in [5], with probability $p_0$ and $p_1$. The physical model is represented in Figure 16. The $(2, 3)$ DMC detector transforms the observation into a value which is finally compared to a threshold $\Theta$ to make a decision.

### 3.2 System Model

The input to the threshold communication channel is the signal that takes the binary values $\pm A$ as in [5], [14] with probability $p_0$ and $p_1$. The physical model is represented in Figure 17. The $(2, 3)$ DMC detector transforms the observation into a value which is finally compared to a threshold $\Theta$ to make a decision. The DMC is completely characterized by the transition probabilities of the output conditioned by the input probabilities.

![Figure 17: System model of (2, 3) DMC.](image)

The physical communication channel contains a threshold decision block function $t(\Theta)$, where $t(\Theta)$ represents the threshold value. Based on the threshold level $\Theta$ and the noise level, the received signal is converted into a discrete random variable $Y(t)$ taking on the values of 1, 0, or -1. We assumed antipodal signaling and a new symmetric decision threshold was defined around the optimum threshold in the $(2, 2)$ DMC which gave rise into three distinct regions at the output as shown in figure above.

Adapting the model of [5], we first defined four different regions of interest. These are $C_0$, $C_1$, $D_0$ and $D_1$ as shown in Figure 18. We incorporated the $(2, 2)$ and the classical simple $(2, 3)$ DMCs optimum detection schemes to study the effect of additive Gaussian noise in the case of our modified $(2, 3)$ DMC. The $(2, 2)$ and $(2, 3)$ DMCs are represented with zero detection threshold and symmetric threshold $\Theta$ respectively.
Finally we derived the analytic relationship for the probability of error in the (2, 3) DMC. We investigated the effect of AWGN on the probability of error of the (2, 3) DMC for different value of decision threshold $\Theta$ and noise power $\sigma$

Figure 18: Regions of interest in the (2, 3) DMC. Bit 0 and 1 are represented by voltage waveforms $S_0$ and $S_1$ respectively. $A$ is the signal amplitude and $\Theta$ our symmetric decision threshold.

We defined probability of miss as the conditional probability that the received signal is less than the threshold $\Theta$ given it is greater than the zero optimum threshold in the (2, 2) DMC. Similarly the probability of false alarm is the conditional probability that the received signal is greater than the symmetric negative threshold $\theta$ given that the received signal is less than the optimum threshold $\Theta$ in the (2, 2) DMC. Thus, we have the following relations.

\[
P(e|S_1) = P(D_1|C_1) = \frac{P(C_1 \cap D_1)}{P(C_1)}
\]  

where $D_1$ is the region for which the conditional probability $f(y|S_1)$ is less than the threshold $\Theta$ as shown in Figure 18. Also $C_1$ is the region for which the conditional probability $f(y|S_1)$ is greater than the zero decision threshold as shown in figure above.

These two areas are intersecting in a certain fashion as follows:

\[
P(C_1 \cap D_1) = \int_0^\Theta f(y|S_1) \, dy
\]  

Using (8), (14), and (15), the area of intersection can be modeled as Q function

\[
P(C_1 \cap D_1) = 1 - Q\left(\frac{A}{\sigma}\right) - Q\left(\frac{\Theta-A}{\sigma}\right)
\]  

The detector correctly decodes the bit 1 if it receives a voltage greater than zero in the (2, 2) DMC. Therefore,
Substituting (8) and (14), we obtain
\[ P(C_1) = 1 - Q \left( \frac{A}{\sigma} \right) \] (25)
Combining (22) and (25) we will get
\[ P(e|S_1) = \frac{1 - Q \left( \frac{A}{\sigma} \right) - Q \left( \frac{0-A}{\sigma} \right)}{1 - Q \left( \frac{A}{\sigma} \right)} \] (26)

Following similar argument the probability that is associated with bit zero can be calculated as follows
\[ P(e|S_0) = P(D_0|C_0) = \frac{P(C_0 \cap D_0)}{P(C_0)} \] (27)
where \( D_0 \) is the region for which the conditional probability \( f(y|S_0) \) is greater than the \(-\Theta\) threshold as shown in Figure 18. Also \( C_0 \) is the region for which the conditional probability \( f(y|S_0) \) is less than the zero decision threshold.

The area for which these parameters of interest are overlapping can be summarized as follows:
\[ P(C_0 \cap D_0) = \int_{-\infty}^{A} f(y|S_0) \, dy \] (28)

Employing (8), (14), and (15) we will obtain
\[ P(C_0 \cap D_0) = Q \left( \frac{A-\Theta}{\sigma} \right) - Q \left( \frac{A}{\sigma} \right) \] (29)
Also a simple (2, 2) DMC decodes the bit zero, when the voltage received is less than the reference zero voltage.

Therefore,
\[ P(C_0) = \int_{-\infty}^{A} f(y|S_0) \, dy \] (30)

Using (8), (14), and (15) we will obtain
\[ P(C_0) = 1 - Q \left( \frac{A}{\sigma} \right) \] (31)
Combining (28) and (30), we get the probability of false alarm that the detector declares a target is present when in fact is missing is represented by the following \( Q \) function
\[ P(e|S_0) = \frac{Q \left( \frac{A-\Theta}{\sigma} \right) - Q \left( \frac{A}{\sigma} \right)}{1 - Q \left( \frac{A}{\sigma} \right)} \] (32)
Using (19) the average probability of error for the (2, 3) DMC which analytically incorporates the optimum detection threshold of the (2, 2) DMC, will be calculated as such

\[ P(e|\Theta) = p_0 \times \frac{q\left(\frac{4-0}{\sigma}\right)}{1-q\left(\frac{0}{\sigma}\right)} + p_1 \times \frac{1-q\left(\frac{0}{\sigma}\right) - q\left(\frac{0-A}{\sigma}\right)}{1-q\left(\frac{0}{\sigma}\right)} \]  

(33)

Since probability of error and detection add up to 1. We get,

\[ P(d|\Theta) = 1 - \left[ p_0 \times \frac{q\left(\frac{4-0}{\sigma}\right)}{1-q\left(\frac{0}{\sigma}\right)} + p_1 \times \frac{1-q\left(\frac{0}{\sigma}\right) - q\left(\frac{0-A}{\sigma}\right)}{1-q\left(\frac{0}{\sigma}\right)} \right] \]  

(33.1)

where \( p_0 \) and \( p_1 \) are the prior probabilities of bit 0 and 1 respectively and \( P(d) \) is probability of detection.

As the classical probability of error curves are plotted with respect to the signal to noise ratio (\( \gamma \)), we also remodeled our average probability of error for the (2, 3) DMC by letting \( \frac{\Delta}{\sigma} = \sqrt{\gamma} \). By doing so, we were able to compare (32) with conventional probability of error curves and deduce the location of our symmetric decision threshold relative to the signal amplitude.

\[ P(e|\Theta) = p_0 \times \frac{q\left(\sqrt{\gamma\left(1-\frac{0}{\Delta}\right)}\right) - q\left(\sqrt{\gamma}\right)}{1-q\left(\sqrt{\gamma}\right)} + p_1 \times \frac{1-q\left(\sqrt{\gamma}\right) - q\left(\sqrt{\gamma}\right)}{1-q\left(\sqrt{\gamma}\right)} \]  

(34.1)

As (33) shows the average probability of error is a function of signal amplitude, noise intensity and decision threshold \( \Theta \). Using this analytic relationship we studied how the probability of error varies as a function of signal to noise ratio \( \gamma \) by either varying the signal amplitude and fixing the threshold or vice versa. We examined how the amplitude of the signal is related to the decision threshold \( \Theta \) by plotting the probability of error curves as a function of \( \gamma \) as shown in Figures 19-20.
In order to achieve the same probability of error by either fixing the threshold or the signal amplitude, one needs to increase the $\gamma$ to compensate the decrease in the Euclidian distance between the threshold and signal amplitude as shown in the Figure above. Alternatively speaking for the same $\gamma$ the probability of error increase as the threshold approaches the amplitude of the signal.
As shown in Figure 20, for the same $\gamma$, the probability of error increases as the detection threshold $\Theta$ increases and approaches our signal amplitude ($A=1$). For the same value of $\Theta$, the probability of error decreases as the $\gamma$ increases.

![Graph showing probability of error vs $\gamma$ for different $A$ values.](image)

Figure 21: Probability of error for the (2, 3) DMC vs $\gamma$ for $\Theta=1.2$.

However, if threshold becomes $\geq$ the amplitude of the signal as shown in the Figure 21, then we end up of making a total error, i.e. for $A=1$ and 1.1 in figure above. Thus, to achieve a minimum probability of error, the threshold $\Theta$ should be less than our signal amplitude in our modified (2, 3) DMC, i.e $0<\Theta<A$.

Alternatively, if we increase the Euclidian distance between the signal amplitude and the threshold beyond a certain limit, i.e. $A>\Theta$ the probability of error curves become close and fall sharply. The minimum attainable probability of error is obtained at lower $\gamma$. 
Figure 22: Probability of error for the (2, 3) DMC as a function of γ for Θ=0.75.

As depicted in the figure above, as our detection threshold theta approximately becomes \( \Theta = \frac{A}{2} \), the probability of error curves decay so fast compared to Figure 20-21. Also for the same γ, the probability of detection gain among the different signaling scenarios becomes negligible.

After studying the effect of the relative Euclidian distances between the signal amplitude and the detection threshold Θ on the average probability of error in our modified (2, 3) DMC, we proceed our investigations to study the effect of the above observed dependencies considering probabilities of true detection, false alarm, miss and rejection in the modified (2, 3) DMC.

Probability of false alarm in the modified (2, 3) DMC is nothing but \( P(e|S_0) \). Since probability of false alarm and rejection add up into one, using (32) we get (34.2) as follows:

\[
P(e|S_0) = P_{fa} = \frac{q(\frac{A-e}{\sigma}) - q(\frac{A}{\sigma})}{1 - q(\frac{A}{\sigma})}, \quad \text{and} \quad P_r = 1 - \frac{q(\frac{A-e}{\sigma}) - q(\frac{A}{\sigma})}{1 - q(\frac{A}{\sigma})} \quad (34.2)
\]

where \( P_{fa} \) and \( P_r \) are the probabilities of false alarm and rejection respectively.

Similarly, as the probability of miss and true detection sum up into one. Utilizing the fact that the probability of miss is equivalent to \( P(e|S_1) \), we arrived at (34.3) as follows:

\[
P(e|S_1) = P_m = \frac{1 - q(\frac{A}{\sigma}) - q(\frac{A-e}{\sigma})}{1 - q(\frac{A}{\sigma})}, \quad \text{and} \quad P_{dt} = 1 - \frac{1 - q(\frac{A}{\sigma}) - q(\frac{A-e}{\sigma})}{1 - q(\frac{A}{\sigma})} \quad (34.3)
\]

where \( P_m \) and \( P_{dt} \) are the probabilities of miss and true detection respectively.
Using (34.2) and (34.3) as shown in Figures 23-27, we studied how the selection of the threshold \( \Theta \), the signal amplitude and the noise power determine these above probabilities of interest.

Figure 23: Probabilities of error vs \( \Theta \). The signal amplitude is 1.

The selection of the decision threshold \( \Theta \), not only affects the average probability of error but also the probabilities of false alarm, true detection, miss and rejection. Analytic relationships (33.2) and (33.3) are used to study the above mentioned probabilities. As the threshold \( \Theta \) increases towards the signal amplitude, as shown in the Figure 23, the probabilities of false alarm and miss increase. Also the probabilities of true detection and rejection sharply decrease with increase of \( \Theta \). After observing the effect of \( \Theta \) on the above mentioned probabilities, we conducted similar investigations by corresponding each of the probabilities against the other as shown in Figures 24-27, for the signal amplitude (A=1).
Figure 24: Probability of true detection vs probability of false alarm.

Figure 24 represents receiver operating characteristics curves in the case of our modified (2, 3) DMC, for fixed value of the noise powers $\sigma$ as the decision threshold $\Theta$ increases from zero. As the decision threshold $\Theta$ increases the probability of true detection decreases. As the decision threshold is symmetric, positive increase of $\Theta$ is also manifested in the increase of the negative threshold $\Theta$, thus the probability of false alarm is also increased. The probability of false alarm curves reaches a maximum (0.6) value as shown in the figure above.

Figure 25: Probability of miss vs probability false alarm.
The decrease of the probability of detection with increase of the threshold is verified with the increase of the probability of miss as shown in the Figure 25 by using (33.2-3). For optimum system performance we need to have a detector which minimizes both probability of miss and false alarm.

![Figure 26: Probability of detection vs probability of rejection.](image1)

A conservative detection is achieved by maximizing the probabilities of true detection and rejection. As depicted in Figure 26, increasing the threshold \( \Theta \) results in a liberal system for which our detection performance decrease as more and more false alarms are generated. However, as the decision threshold \( \Theta \) regresses towards the (2, 2) DMC optimum threshold, probability of true detection is maximized, as the system blocks the false alarm by maximizing the probability of rejection.

![Figure 27: Probability of miss vs probability rejection.](image2)
For better target detection and tracking, we need to minimize the probability that we miss a target by maximizing our detection. At the same time the false alarm that is generated should be minimized by maximizing the probability of declaring there is no target in the absence of a valid target. As it is depicted above, as the decision threshold theta exceeds our signal amplitude, the probability that we miss a valid target increases. Similarly, the detector generates a lot of false alarms limiting the capability of rejecting a target when it is absent.

Summing up, in Chapter 3 we first incorporated the (2, 2) and the simple (2, 3) DMCs optimum detection schemes in the study of the modified (2, 3) DMC. We then derived the analytical relationship that relates the average probability of error as a function of the signal amplitude, detection threshold θ and noise power σ. We studied the trade-off between the signal amplitude and threshold θ for better target detection and tracking. We investigated how the average probability of error curve behaves in the case of sub/suprathreshold signaling. We deduced the interval by which the symmetric threshold θ needs to be located relative to the signal amplitude A for optimum system performance in the presence of additive Gaussian noise. Moreover, we classified the average probability of error into the probabilities of false alarm, true detection, miss and rejection to study and investigate the effect of the placement of θ relative to the signal amplitude. Furthermore, we studied these four probabilities against each other and observed similar patterns as in the case of the average probability of error. These above mentioned results and observations will be utilized in Chapter 4 to investigate the SR effect in the (2, 3) DMC.
Chapter 4

Principles and System Model of Stochastic Resonance (SR)

SR is a phenomenon where the presence of internal or external input noise in non-linear systems provides a better system response to the input signal than in the absence of noise. SR doesn’t occur in linear systems. Thus for SR to occur three basic ingredients [20] as shown in Figure 28, are required, namely:

- Sub/superthreshold input signal $X(t)$
- A source of noise which could be either inherent in the systems or that adds to the coherent input $N(t)$
- Nonlinear activation barrier or a form of threshold $\Theta$

4.1 System Model of Stochastic Resonance (SR)

Figure 28: System Model of SR. The noise variable $N(t)$ is $\sim (0,\sigma^2)$, $Y(t)$ is the response of the bistable system.

If the above conditions are met then the system undergoes resonance- kind of behavior as a function of noise level. SR has been observed in a large variety of systems, including schmit trigger electronic circuits, bidirectional ring lasers and cray fish mechanoreceptors [3],[9],[11],[13].
The counterintuitive effect relies in systems non linearity and some parameter ranges being ‘suboptimal’. Stochastic resonance has been observed, quantified and described a plethora of physical and biological systems, including neurons,[8],[12]. Being a topic of widespread multidisciplinary interest, the definition of stochastic resonance has evolved significantly over the last decade or so, leading to a number of debates, misunderstandings and controversies.

Using (33.1) the probability of correct detection is plotted as a function of the noise power level as shown in Figure 31. It is observed that the probability of detection increases as the noise level increases, until the probability of detection reaches a resonance maximum. This increase in probability of correct detection is not in accordance with the intuition that increasing the noise power level will decrease the probability of correct detection.

In [10] and [11], the SR effect is observed on the binary-input binary-output (2,2) DMC Probability of error, where minimum probability of error occurs at an optimal power \(\sigma\) of the additive Gaussian noise(AGN) in relation to a given threshold level, as depicted in Figure 15.

### 4.2 Sub/ Superthreshold input signal

In this thesis, following Ira Moskovitz work in [6], we analyzed the physical communication model of the (2,3) DMC for threshold based SR due to additive noise. We defined symmetric decision threshold as shown in Figure 18 and by conditioning the probability of false alarm and miss to the optimum regions in the (2, 2) DMC, the average probability of error as a function of the decision threshold \(\theta\), noise power \(\sigma\) and signal amplitude is analyzed for better system performance in the presence of additive gaussian noise.

In Chapter 3, we investigated the average probability of error curves in the context of the modified (2, 3) DMC. We fixed the amplitude of the signal and by varying the signal to noise ratio, we examined the relationship between the detection threshold \(\Theta\) and the signal amplitude. However, to study the effect of SR in the modified (2, 3) DMC, we need to examine the average probability of error or probability of detection relative to the noise power by fixing the signal amplitude.

In order to investigate the effect of suprathreshold barrier \((\Theta>A)\), we generated Figure 29 using (33.1). As the detection \(\Theta\) is greater than the signal amplitude, there exist no noise enhanced signal detection. The detection performance of the detector deteriorates as the noise power \(\sigma\) increases. This observation is consistent with the probability of error curves that we discussed in chapter 3.
As the detection threshold $\Theta$ becomes greater than the signal amplitude in the (2, 3) DMC as shown in Figure 29, there is no noise enhanced signal detection.

In the modified (2, 3) DMC, if the threshold $\Theta$ is greater than the signal amplitude, the probability of error increases as the noise power $\sigma$ increases as shown in Figure 30. From this observation and the investigations that we did in chapter 3, we claim, the SR effect can only occur in the interval $[-\Theta, \Theta]$ for which $\Theta <$ the signal amplitude $A$. 

Figure 29: probability of detection in the (2, 3) DMC. The signal amplitude is 1.

Figure 30: Performance metrics in the (2, 3) DMC. The solid line represents probability of correct detection, while the dotted line represents probability of error.
4.3 SR and the (2, 3) DMC

Tiny, low-power, low-cost transceiver, sensing, and processing units need to be designed for a successful deployment of underwater distributed wireless sensor networks. As target detection and tracking is essential on those distributed networks, we re-examined the (2, 3) DMC in three dimensional view to observe stochastic resonance effect. We observed the phenomenon of SR on the probability of signal detection over a specific range of θ and noise variance σ. In Figure 31 using (33.1) we plotted probability of correct detection for different value of the threshold θ. For a fixed threshold the performance of the detector increase until it reaches its peak value and it starts to decrease as the noise value increases beyond the optimum value. This resonant effect can be easily observed in the 3-D plot. As what it is clearly shown in the Figure 32 the signal detection reaches maximum in a range which is both dependent on the decision threshold and the noise variance. As the noise increases beyond a certain limit, the performance of the detector deteriorates and adding additional amount of noise becomes useless in accordance with common sense. However, there exists an optimum noise which gives better system performance as shown in Figure 31. In the other hand, as the decision threshold theta increase far away from our signal amplitude as shown in Figures 29-30, the performance of the modified (2, 3) DMC deteriorates.

Figure 31: Probability of detection and SR in the (2, 3) DMC. The signal amplitude is 1.
In underwater distributed wireless sensor networks, signal detection and estimation problem is on how to maximize the detectability of a target by minimizing the probabilities of false alarm and miss. As depicted in Figure 32 using (33.1), the increase of the signal amplitude from $A=1$ to 1.2 boosts the signal detection. Thus by carefully selecting the systems parameters, in the presence of additive white Gaussian noise, one can achieve better signal detection and estimation. As we need to adhere to the power constraints that we have in case of the UWC, we can alternatively select the symmetric detection threshold $\Theta$ to maximize our target detection.

![Figure 32: SR in (2, 3) DMC for different value of signal amplitude.](image)

4.4 Performance comparison of the (2, 2) and (2, 3) DMCs

Regardless of which type of medium access scheme is used for sensor networks, it important for the detector to detect the target with less probability of error. Relationships (20) and (33.1) are used to compare the performance of the (2, 2) and the (2, 3) DMCs when the threshold $\Theta$ is greater than the signal amplitude. The (2, 2) DMC exhibits noise enhanced detection for $\Theta >$ signal amplitude as shown in the figure below. However, the performance of the (2, 3) DMC worsens. But, for $\Theta< $ the signal amplitude the performance of the modified (2, 3) DMC is much better than the (2, 2) DMC as shown in Figure 31. The probability of detection (2, 3) DMC increases when the noise power $\sigma$ increases until it reaches its optimum value. Further addition of noise deteriorates the performance of the detectors and probability of detection decreases.
As the detection threshold $\Theta$ is greater than our signal amplitude, we observe noise enhanced better signal detection with less probability of error in the case of the (2, 2) DMC as shown in Figures 33-34.

Figure 33: Probabilities of detection in the (2, 2) and (2, 3) DMCs. The solid and dotted line represent probabilities of detection in the (2, 3) and (2, 2) DMCs respectively.

Figure 34: Probability error in the (2, 2) and (2, 3) DMCs. The solid and dotted line represent probabilities of error in the (2, 3) and the (2, 2) DMCs respectively.
Another important comparison can be drawn between the two (2, 3) DMCs; the average probability of error in the simple (2, 3) DMC, can be calculated as shown in the Figure 35 as follows.

![Figure 35: A simple (2, 3) DMC detection scheme.](image)

The errors associated with bit 0 and 1 are represented by the areas $D_0$ and $D_1$ respectively.

The error associated with bit 0 is the area under the pdf, $(y|s_0) > -\Theta$. Thus

$$P(e|s_0) = Q\left(\frac{-\theta - A_0}{\sigma}\right)$$

Similarly the error associated with bit 1 is the areas under the pdf, $f(y|s_1) < \Theta$.

$$P(e|s_1) = \left(1 - Q\left(\frac{\Theta - A_1}{\sigma}\right)\right)$$

Using (19), thus the average probability of error is given by

$$P(e|\Theta) = p_0 \times Q\left(\frac{-\theta - A_0}{\sigma}\right) + p_1 \times \left(1 - Q\left(\frac{\Theta - A_1}{\sigma}\right)\right)$$

The average probability of detection in the simple (2, 3) DMC can be obtained as follows:

$$P(d|\Theta) = 1 - \left[ p_0 \times Q\left(\frac{-\theta - A_0}{\sigma}\right) + p_1 \times \left(1 - Q\left(\frac{\Theta - A_1}{\sigma}\right)\right) \right]$$

(35.1)

The average probabilities of error in the (2, 2), the simple (2, 3) and our modified (2, 3) DMCs are modeled as Q functions as can be calculated as in (20), (33) and (35). We have also discussed the intervals by which the SR effect is observed. The modified (2, 3) exhibits SR for a detection threshold $\Theta$ less than the signal amplitude, while the other two DMCs for $\Theta$ greater than the signal amplitude [5]. We generated a three dimensional plot to investigate and compare the performances of the three DMCs as shown in Figure 36.
Figure 36: DMCs performance Comparison. Using (20.1), (35.1) and (33.1).

An ideal sensor network is designed to detect a target with negligible probability of false alarm and miss. However, we cannot reach that peak due to channel imperfections. Thus the designer task would be to compare different channel models and come up with a model that minimizes the probability of error relatives to the other feasible channel models. In both (2, 3) DMCs the probability of detection deteriorates so fast as the symmetric decision threshold $\theta$ increases far away from the signal amplitude. However, the (2, 2) DMC exhibits slow decay in the probability of detection as the single decision threshold $\theta$ increases far away from the signal amplitude. This slow decrease in the probability of detection is from the fact that, increasing the threshold increases the probability of missing a target. But, the reduction in probability of false alarm helps to compensate the increase in the probability of miss, which ultimately balances the average probability of error.

To the best of our knowledge, although many channel models are proposed [3]-[12], we showed our modified (2, 3) DMC has better performance in detecting a target by minimizing the probability of error which is inherent to any communication system. The results of this thesis clearly indicate how one could compare the performance of the (2, 2) and (2, 3) DMCs. We also investigated how one could improve the probability of correct detection in the threshold based communication systems, where local, finite, and relatively finite energy sources are deployed to monitor a geographical area.
4.4.1 Stochastic Resonance and Forbidden Interval Theorem in the case of the BSC

In [14], the Forbidden Interval Theorems (FIT) in stochastic resonance is introduced. The FIT gives the necessary and the sufficient condition for stochastic resonance to occur. In general, the forbidden interval is the region or interval in which there is no stochastic resonance. A similar approach is reported in [15], where the Algebraic Information Theory (AIT) was used for the (2, 2) DMC to determine the forbidden interval. Moreover, in [5] the forbidden interval theorem is expanded into (2, 3) DMC while enhancing the channel capacity by addition of noise.

As our performance measure is the probability of error we studied the noise enhanced signal detection and identify the intervals by which the effect of stochastic resonance is observed. We first analyzed the (2, 2) DMC to lay down a foundation for the later analysis of the (2, 3) DMC.

Differentiating (20) with respect to the noise standard deviation $\sigma$, we get

$$\frac{\partial p(e|\theta)}{\partial \sigma} = p_0 \frac{\partial}{\partial \sigma} \int_{-A}^{A_0} \frac{1}{\sqrt{2\pi}} e^{-\left(\frac{\theta^2}{2}\right)} - p_1 \frac{\partial}{\partial \sigma} \int_{-A_1}^{A_1} \frac{1}{\sqrt{2\pi}} e^{-\left(\frac{\theta^2}{2}\right)}$$

(36.1)

Simplifying (36.1) we obtain

$$0 = p_0 \times \left(0 - e^{-0.5(\frac{\theta-A_0}{\sigma})^2}\right) \times \left(\frac{\theta-A_0}{\sigma^2}\right) + p_1 \times \left(0 - e^{-0.5(\frac{\theta-A_1}{\sigma})^2}\right) \times \left(\frac{\theta-A_1}{\sigma^2}\right)$$

(36.2)

$$p_0 \times \left(0 - e^{-0.5(\frac{\theta-A_0}{\sigma})^2}\right) \times \left(\frac{\theta-A_0}{\sigma^2}\right) = p_1 \times \left(0 - e^{-0.5(\frac{\theta-A_1}{\sigma})^2}\right) \times \left(\frac{\theta-A_1}{\sigma^2}\right)$$

(36.3)

Rearranging we get

$$\frac{p_0(\frac{\theta-A_0}{\sigma^2})}{p_1(\frac{\theta-A_1}{\sigma^2})} = \frac{e^{-0.5(\frac{\theta-A_1}{\sigma})^2}}{e^{-0.5(\frac{\theta-A_0}{\sigma})^2}}$$

(36.4)

Using logarithm in both sides, we obtain

$$\sigma = \sqrt{\frac{2\theta(A_1-A_0)+A_0^2-A_1^2}{2 \ln \left(\frac{p_0(\frac{\theta-A_0}{\sigma})}{p_1(\frac{\theta-A_1}{\sigma})}\right)}}$$

(36.5)
Thus the optimum noise is as a function of signal amplitude and decision threshold $\Theta$ and the prior probabilities.

However, in order (36.5) to be defined then the threshold $\Theta$ should be greater than the signal amplitude $A_1$ and $A_0$. Thus SR occurs in the interval $A_0 < A_1 < \Theta$.

For the (2, 3) DMC shown in the Figure 36, in order to study the forbidden interval theorem we followed the same procedure as we did with the (2, 2) DMC.

Differentiating (35) with respect to the noise standard deviation $\sigma$ and rearranging, we get

$$p_0 \times \left( e^{-0.5\left(\frac{\theta-A_0}{\sigma}\right)^2} \right) \times \left( e^{-0.5\left(\frac{\theta-A_1}{\sigma}\right)^2} \right) = p_1 \times \left( e^{-0.5\left(\frac{\theta-A_1}{\sigma}\right)^2} \right) \times \left( \frac{\theta-A_1}{\sigma^2} \right)$$

(37.1)

Solving for the optimum noise, we get

$$\sigma = \sqrt{\frac{2\Theta(A_1+A_0)+A_0^2-A_1^2}{2\ln \left( \frac{p_0(e^{-\theta-A_0})}{p_1(e^{-\theta-A_1})} \right)}}$$

(37.2)

The optimum value of the noise obtained in (37.2) is defined if and only if

$$-\Theta < A_0 < A_1 < \Theta$$

The above interval for which the SR phenomena observed is consistent with the intervals by which the channel capacity exhibits SR in [5].

**4.4.2 The optimum noise for minimum probability of error in the (2, 2) DMC**

The noise enhancement for signal detection in the case of (2, 2) DMC depends on the location of the detection threshold relative to the signal amplitude. As it is deduced in (36.5) the threshold theta should be greater than the signal amplitude in order the system to exploit the SR effect. In Figure 37 we observed the optimum noise to be zero a long as the threshold $\Theta$ is less than the signal amplitude ($A=1$). SR cannot happen in this interval. However, for the detection threshold $\Theta$ greater than the signal amplitude, as shown in the figure below, there is an optimum value of the noise that contributes to better signal detection.
4.4.3 Stochastic Resonance and the modified (2, 3) DMC

Following our work in the case of the (2, 2) DMC and the (2, 3) DMC, we revisited (33)

Rewriting and differentiating (33) with respect to noise standard deviation $\sigma$, we get

$$
\left(e^{-0.5\left(\frac{A-\Theta}{\sigma}\right)^2}\right) \times \left(\frac{A-\Theta}{\sigma^2}\right) - \left(e^{-0.5\left(\frac{A}{\sigma}\right)^2}\right) \times \left(\frac{A}{\sigma^2}\right) - \left(e^{-0.5\left(\frac{A-\Theta}{\sigma}\right)^2}\right) \times \left(\frac{A-\Theta}{\sigma^2}\right) \times Q\left(\frac{A}{\sigma}\right) + \frac{A}{\sigma^2} \times \\
\left(e^{-0.5\left(\frac{A}{\sigma}\right)^2}\right) \times Q\left(\frac{A}{\sigma}\right) - \frac{A}{\sigma^2} \times \left(e^{-0.5\left(\frac{A}{\sigma}\right)^2}\right) \times Q\left(\frac{A-\Theta}{\sigma}\right) + \frac{A}{\sigma^2} \times \left(e^{-0.5\left(\frac{A}{\sigma}\right)^2}\right) \times Q\left(\frac{A}{\sigma}\right) = 0
$$

(38.1)

Collecting like terms, we get

$$
\left(\frac{A-\Theta}{\sigma^2}\right) \times \left(e^{-0.5\left(\frac{A-\Theta}{\sigma}\right)^2}\right) \times \left(1 - Q\left(\frac{A}{\sigma}\right)\right) = \frac{A}{\sigma^2} \times \left(e^{-0.5\left(\frac{A}{\sigma}\right)^2}\right) \times \left(1 - Q\left(\frac{A-\Theta}{\sigma}\right)\right)
$$

(38.2)

To deduce the interval by which the noise enhancement effect exists we find a relationship in terms of sigma as follows:

$$
\sigma = \sqrt{\frac{2\Theta A - \Theta^2}{2\ln\left(\frac{A}{A-\Theta}\right) \times \left(1 - Q\left(\frac{A-\Theta}{\sigma}\right)\right) \times \left(1 - Q\left(\frac{A}{\sigma}\right)\right)}}
$$

(38.3)

In order (38.3) to be defined then $A > \Theta$, i.e. the signal need to superthreshold.

In the special case when the threshold theta, $\Theta=0$, the (2, 3) DMC becomes (2, 2) DMC, and we know this is optimum regardless of the noise.
Chapter 5
Conclusions and future work

In this thesis, we analyzed the (2, 3) DMC and formulated the average probability of error as a function of signal amplitude, threshold theta and noise power sigma. We studied the trade-off between the detection threshold and signal amplitude for the average probability of error. We also studied how the receiver operating characteristics curves in case of the (2, 3) DMC shifts with the detection threshold theta and noise power sigma.

We found the signal has to be subthreshold in the case with BSC and the simple (2, 3) DMC. However, in our proposed (2, 3) DMC model the signal has to be superthreshold. Moreover, we showed our (2, 3) DMC performs better than the simple (2, 3) DMC.

In addition, we studied the threshold based stochastic resonance behavior of binary-input ternary-output DMC. The physical communication channel model is used to analyze the average probability of error of the BSC/SE in the context of the stochastic resonance phenomenon in order to investigate SR effect in the modified (2, 3) DMC. We observed the existence of an optimum noise in case of nonlinear systems which is a function of our detection threshold Θ.

To the best of our knowledge, although many channel models are proposed [3]-[12], we showed our modified (2,3) DMC has better performance in detecting a target by minimizing the probability of error which is inherent to any communication systems. The results of this thesis clearly indicate how one could compare the performance of the (2,2) and (2,3) DMCs. The result of our work can be used in threshold based communication systems, where local, finite, and relatively finite energy sources are deployed to monitor a geographical area.

As our proposed model deals with a static threshold Θ, the future work can be expanded with dynamic threshold employing the same model. Especially when the precise location of a target is of high importance in the case of distributed wireless sensor networks, it is necessary that we dynamically set the threshold Θ comparing the different reading from the distributed sensors. The rate of true detection to the total detection can be used to dynamically set our threshold Θ. Furthermore it would be more interesting to investigate the effect of noise simultaneously using both information theory and communication channel parameters. Does the optimum value of noise that boosts our signal detection also maximize the channel capacity and mutual information of a channel? Thus, one can optimize the system to efficiently use communication bandwidth and energy which are both scarce in the case of underwater distributed wireless sensor networks.
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