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A. Stochastic Electromagnetics for Sensing

A1 Complex degree of mutual polarization in randomly scattered fields
Random electromagnetic fields (REF) exist in all forms and one common origin is a result of the interaction of coherent fields with randomly inhomogeneous media. This coherent light-matter interaction is a complex interference process leading to fields with strong fluctuations in intensity, fields that are most commonly known as speckle. A simple way to describe the intensity speckles is to consider the superposition of waves originating from discrete centers as a result of scattering. Different scattering regimes may vary from “single scattering” specific to most surface scattering to different degrees of multiple scattering characteristic to the interaction with three-dimensionally disordered media. When one single polarization component is analyzed, i.e. when the speckle field is measured through a polarizer, the intensity contrast often reaches unity. This is the case of the so-called fully developed speckle pattern, a manifestation of interference between a large numbers of wavelets with uniformly distributed random phases. This is a rather universal behavior present in scattering from a variety of media ranging from metallic rough surfaces to diffusive materials. However, the distribution of polarization states in REF is much richer and non-universal properties are to be expected. Most importantly, it is anticipated that the polarization properties of REF corresponding to different scattering regimes will depend greatly on the strength of the scattering process. For instance, it is likely that when the wave interaction is dominated by single scattering processes, a fully developed speckle pattern will occur but the REF polarization will strongly resemble the incident state of polarization. On the other hand, when the interaction is subject to strong multiple scattering, the scattered field remains locally fully polarized but its state of polarization will vary from point to point. When the scattering process is completely diffusive, universal distributions emerge for the polarization parameters. It is therefore of interest to examine in detail the relation between the degree (order) of scattering and the polarization properties of the resulting REF.

 Usually, the formation of speckle is described as a scalar process in terms of a random walk of complex phasors. The addition of a large number of random phasors with different lengths and directions leads to a scattered intensity pattern which has a negative exponential probability distribution. If the initial source of radiation is fully polarized and coherent, the wave interacting with a non-absorbing medium remains coherent and fully polarized at each point in space. As mentioned in the introduction, in a fully developed speckle, the global field is fully polarized, often arising from a strong single scattering process such as the interaction with a rough metallic surface. In cases in which the interaction with the medium is a multiple scattering process, the individual speckles remain locally fully polarized although globally the field becomes partially polarized. Even a completely globally “unpolarized” speckle pattern is locally fully polarized.

A simple experiment was designed to image the REF at the surface of scattering media in a backscattering geometry. The samples were illuminated with a large, linearly polarized beam from a laser with a wavelength of 488nm and the surface was imaged onto a CCD. At the surface of the medium, the speckles are of the order of the wavelength and, in order to fully resolve them, they were magnified about ninety times to about 80µm in size. We used a number of sample media with varying degrees of rough surfaces and volume scattering. Figure 1 illustrates several experimentally obtained REF corresponding to a rough metallic surface (A) and three diffuse
volume scattering media characterized by different transport mean free paths: a thin kaolin based diffuse coating (B), a cellulose membrane (C), and a polyvinylidene fluoride membrane (D).

![Fig. 1. Intensity patterns scattered from four different media: a rough metallic surface (A), a thin kaolin based diffuse coating (B), a cellulose membrane (C), and a polyvinylidene fluoride membrane (D). The insets show the corresponding log($p(I/I_{avg})$) vs $I/I_{avg}$ distributions.](image)

As can be seen, in spite of their different origins, the random fields illustrated in Fig. 1 are all developed speckle patterns as demonstrated by the probability density functions of normalized intensities shown in the corresponding insets; the $p(I/I_{avg})$ distributions all manifest negative exponential decays. In addition, from the intensity distributions one can evaluate the second order intensity correlations $<I(r)I(r+\rho)>$, i.e. the average speckle size. In all cases shown in Fig. 1, the average speckle size is approximately the wavelength of light. As such, one can conclude that both 1st and 2nd order intensity correlations are quite similar in all cases in spite of the fact that the REFs are generated by scattering on quite different random media. This means that the intensity statistics is insufficient to discriminate between REFs that are generated via different regimes of scattering.

In contrast, it is known that the polarization is more robust and resistant to random fluctuations. For instance, in single scattering from rough surfaces, the state of polarization is maintained. As the contribution of multiple scattering increases, the wave depolarizes, usually over length scales greater than the transport mean free path. Therefore, it is expected that the correlation between polarization states at the surface should be indicative of the scattering level within the random medium.
A2 Scale dependent degree of polarization

Let us now examine the vectorial nature of the scattered fields and inspect their polarization properties. A rotating quarter-wave plate was inserted in the imaging path of the experimental setup and a subsequent Fourier analysis provided the full Stokes vector in each pixel. The spatially resolved polarimetric description of the REF can subsequently be analyzed in different ways. A common measure of polarization is the degree of polarization (DoP)

\[ P(r) = \sqrt{S_1^2(r) + S_2^2(r) + S_3^2(r) / S_0(r)} \]

where

\[ S_1(r) = E_x^*(r)E_x(r) - E_y^*(r)E_y(r) \]
\[ S_2(r) = E_x^*(r)E_y(r) - E_y^*(r)E_x(r) \]
\[ S_3(r) = i(E_x^*(r)E_y(r) - E_y^*(r)E_x(r)) \]

As can be seen, the DoP is actually a 4th-order field correlator describing the properties of the electric field at point \( r \). Practically, one has access to an ensemble of different polarization states collected over a certain area and a scale dependent effective DoP can be estimated as

\[ \bar{P}_A(r) = \sqrt{\int S_1^2 dr + \int S_2^2 dr + \int S_3^2 dr} / \int 1 dr \]

The scale dependent DoP in Eq. (3) approaches zero when the ensemble of polarization states are randomly distributed over the Poincare sphere as illustrated in Fig. 2. Of course, a strong multiple scattering interaction leads to an overall depolarized scattered field when the DoP is evaluated over a large scale. We emphasize that this depolarization only occurs in the global sense, as the resulting scattered light forms individually fully polarized speckles. The depolarization measurement can be viewed as a “center of mass” estimation, where the polarization of the average state lies within the sphere as seen in Fig. 2b.

![Fig. 2. a) Distribution of polarization states on the Poincare sphere. b) Both the average state of polarization and the degree of polarization are ensemble properties of the distribution of polarization states.](image)

Results of calculations of scale-dependent DoP are presented in Fig. 3. As we increase the size of the area over which the estimation is performed, the DoP value eventually reaches saturation. The error bars in Fig 3 were calculated using one hundred starting points for each size of analysis area. Their values reflect the fact that even if each speckle is fully polarized, \( \bar{P}_A(r) \) varies significantly when only examining a small number of speckles. As evident, there are two
factors associated with the DoP scale dependence: the saturation level and the associated decay length. It is quite clear that the saturation levels can be quite different. For the samples illustrated here, the DoP saturation values are 0.97, 0.49, 0.32, and 0.32 +/- 0.02 for samples A, B, C, and D, respectively. Different saturation levels indicate different levels of global depolarization due to scattering: the higher the level of multiple scattering the lower the value of the corresponding degree of global polarization of the scattered field. However, the two membrane samples (C and D) show very similar DoP saturation values yet they have completely different material structures. In this case the DoP value is insufficient to discriminate between different levels of multiple scattering.

Fig. 3. The DoP calculated over an increasing integration area averaged over 100 integration centers. The error bars indicate the DoP standard deviation calculated for each integration area. Note that the y-scale in A is 0.95-1.0 while it is 0-1.0 for panels B, C, and D.

The DoP decay length represents the spatial scale at which saturation is reached. Although the media examined here have different saturations, they all have similar decay lengths measuring about 15 intensity speckles. It appears that this decay length is an associated ensemble quantity that ignores any underlying material discrepancies. The DoP is a basic yet incomplete way to describe the polarization properties of REF. As mentioned before, the DoP is evaluated based on 4th-order field correlations representative for the properties of a field at one spatial location. It is also an ensemble quantity, averaged over many spatial locations, and therefore it loses any information about spatial distribution of polarization states, i.e. the shape of the distribution of states on the Poincare sphere. For instance, there are many different REF that can be characterized by the same value of the global DoP. In the following we will examine a more refined, two-point descriptor of the polarization properties of a random field.
Another possibility to evaluate higher-order field correlations in REF is to quantify the variability between the members of the ensemble of measurement points and a chosen reference. The measure for this is the complex degree of mutual polarization (CDMP). The magnitude of the CDMP measures the polarization similarity between two points, \( r_i \) and a reference \( r_0 \), and under the assumption of a fully correlated and locally fully polarized field, it is defined as

\[
V^2(r_i, r_0) = \left( \frac{E_x^i(r_i)E_x^0(r_0) + E_y^i(r_i)E_y^0(r_0)}{E_x^i(r_i)^2 + E_y^i(r_i)^2} \right)^2.
\]

As such, CDMP measures the distance between two points (states of polarization) on the Poincare sphere; orthogonal states, opposite to each other on the Poincare sphere, have an associated CDMP value of zero. The CDMP reflects the shape of the distribution of states on the Poincare sphere in contrast to the DoP, which is a measure of the location of the center of mass of the distribution. CDMP quantifies the spatial distribution of states by comparing the Stokes vectors in each point to a common reference. Recently, similar estimations of REF properties permitted to detect local non-stationarities such as the presence of a weak localization phenomenon.

It is important to note that CDMP is not an ensemble quantity and it can be calculated while maintaining spatial information. In Fig 4 we show the spatial distribution of the REFs in Fig. 1 but this time encoded in the CDMP values calculated with respect to the constant state of polarization of the incident field.

Fig. 4. CDMP maps of the REF in Fig. 1 calculated with respect to incident state of polarization. Insets show binary images of corresponding maps thresholded at CDMP=0.5.
As can be seen, the CDMP maps provide information about the similarity of polarization states in the REF. The rough metallic surface, sample (A) in Fig. 4, exhibits strong single scattering and as a result most of the scattered field is in the same state of polarization as the incident one; the CDMP is almost uniformly unity as a result of the strong spatial correlation of the polarization. As the level of multiple scattering increases, the spatial correlation of the CDMP maps reduces as seen for samples B, C, and D.

To assess quantitatively the differences between the CDMP maps, one can examine the probability density functions (PDF) corresponding to the distributions of CDMP values across the image. As can be seen in Fig. 5, different distributions are found for the CDMP maps shown in Fig 4. Clearly, the PDFs evolve from being peaked around unity in the case of single scattering (rough surface A) to a more uniform distribution corresponding to the higher order multiple scattering processes in volume scattering media. An interesting observation can be made in regard to samples C and D. Even though the REF scattered by these media have almost the same global degree of polarization, the PDFs of their corresponding CDMP maps are noticeably different. This can be interpreted as different coverage on the Poincare sphere corresponding to similar centers of mass. Being a local 4th-order field correlation, CDMP preserves the spatial information and distinguishes between different underlying field distributions that have similar average properties.

![Fig. 5. Probability density functions for the CDMP distribution maps shown in Fig. 4.](image)

We note that for a fully diffusive process of wave interaction all polarization states are equally probable and a uniform PDF is to be expected. The slight increase of the probability density towards higher CDMP values means that the diffusive scattering behavior has not been reached. In the present case this is a consequence of the backscattering geometry where the low-order scattering events are always dominant.

Let us now turn our attention to the spatial characterization of the CDMP maps in Fig. 4. As can be seen, these maps reveal areas of more uniform polarization. One can interpret theses
areas of spatial variation of the CDMP values as determining some sort of polarization or CDMP “speckles”. This spatial correlation over the CDMP maps is more obvious in the binary images included as insets in Fig. 4. The binary distributions were obtained by thresholding all the points having a CDMP value greater than 0.5. The field in A is clearly dominated by single scattering, where the incident state of polarization is largely maintained. In the binary images corresponding to the other samples, the different extent of clearly defined areas with similar polarization is evident, which can be understood as different levels of spatial correlations between the CDMP values. This is akin to defining an average size of the CDMP “speckle”.

When considering the distributions in the binary map shown in Fig. 4B, we found that the average size of correlated areas is about 5.3 times larger than the average size of an intensity speckle. The size of the correlation areas clearly decreases for samples C and D where it is 3.3 and 3.0 intensity speckles, respectively. Of course, the number of clusters and their size depend upon the threshold level. As the threshold decreases, the total number of clusters increases and the size of these correlated areas increases as shown in Fig. 6. However, the areas increase at different rates as clearly seen in Fig. 6, indicating different structures in the CDMP maps and, moreover, a distinctive dependence on the level of scattering in each sample. We should reiterate that both the distribution of CDMP values in Fig. 5 and the extent of the two-dimensional CDMP correlations in Fig. 6 are obtained from one single realization of the random fields shown in Fig. 4. Thus, this analysis constitutes the point and the point-pair characterization of the polarization properties of the scattered electromagnetic field in a manner similar to the intensity distribution $p(I)$ and the average intensity-intensity correlation $<I(r)I(r+R)>$ in a scalar speckle pattern.

![Fig. 6. Size of CDMP speckle in units of intensity speckles as a function of CDMP threshold level. Different decay rates are evident for the four samples examined.](image)

There is an intimate dependence between the medium’s structure and the polarimetric properties of the scattered field and, therefore, one can anticipate that the distribution of polarization states and their spatial correlation in a REF should reflect some of the morphological properties of the scattering media. Being a measure of polarization similarity at different spatial locations, the size of the CDMP speckle reflects the extent of the interaction volume necessary for the wave to depolarize, or, in other words, to lose memory of its initial polarization state. In a specific geometry, the magnitude of this characteristics length scale depends on the number of transport mean free paths. Therefore, scattering media characterized by small values of $l^*$ are also expected to generate, at their surface, scattered fields with smaller value of the CDMP speckles. This is exactly what our experiments show; the lowest value of the CDMP speckle corresponds to the strongest scattering in sample D. Remarkably, one single realization of the scattering
process is sufficient to provide information similar to that acquired through an ensemble average measurement.

A4 Identifying non-stationarities in random fields

There is little to say about the wave-matter interaction when the resulting random field obeys Gaussian statistics. However, there are instances in which the assumptions of Gaussianity, stationarity, and ergodicity are not fully satisfied. For instance, specific spatial correlations between sources can produce non-stationary statistics in a speckle field. In this context, one intriguing situation is that of the weak localization of waves in reflection. When a plane wave is incident upon a random medium, the probabilities of any given scattering path and its time reversed pair are equal. In the exact backscattering direction, all such pairs interfere constructively. The location of this maximal interference is independent of a particular path or realization, leading to a “coherent” effect known as enhanced backscattering (EBS). Because of this phenomenon, the intensity distribution is a random process that is spatially non-stationary; its mean value varies with the spatial location. EBS is typically observed as the result of an ensemble average over many realizations of the interaction between a coherent wave and a multiple scattering medium. This average is usually performed by changing the medium’s configuration but it can also be achieved through wavelength diversity. Of course, the presence of an enhancement in the backscattering direction is masked by the random intensity distribution that constitutes the speckle pattern. The existence of this spatial non-stationarity however should be present in each realization of the interaction between a coherent wave and a random medium and one can ask the question: is this information retrievable without having access to the ensemble average? To answer it, we will inspect such random field distributions by examining their statistical properties beyond the second-order field correlations.

Given a spatial non-stationarity, it follows that the field distribution is non-ergodic. Specifically, as the ensemble average depends on location, it is not possible for the spatial average to equal the ensemble average at every point. However, in practice it may be possible to treat the field as locally, spatially ergodic. That is to say that the spatial average over some region about a given point may recover the ensemble average value at that point. However, the concept of local spatial ergodicity raises a number of issues regarding the length scales of the field distribution, the field measurement, and its characterization. For instance, the region of spatial averaging must be sufficiently large to provide reasonable statistics, and yet not so large as to wash out the spatial non-stationarity. We will discuss these aspects in the context of different methods for characterizing such field distributions. Based on the assumption of local ergodicity over certain spatial domains, we will examine two different methods that may be capable of discerning ensemble-like information from one single realization of the random field. The simplest approach to duplicate the ensemble intensity average is to take a moving spatial intensity average. The effective intensity $\tilde{I}$ at a point $r$ calculated for a spatial subdomain $A$ can be defined as

$$\tilde{I}_A(r) = \frac{1}{|A|} \int_A I(r + r_0)dr_0$$

where $I(r) = E_x^*(r)E_x(r) + E_y^*(r)E_y(r)$. As the phenomenon of interference between time reversed paths is polarization dependent, another possibility would be to examine polarimetric quantities [6]. Specifically, the constructive interference relies on polarization similarity, that can be gauged by the degree of polarization estimated over a spatial subdomain $A$ [7]. This effective degree of polarization $\bar{P}$ can be defined as
\[ \overline{P}_d(r) = \sqrt{\int S_1^2 dr + \int S_2^2 dr + \int S_3^2 dr}, \]

where
\[ \begin{align*}
S_1(r) &= E'_s(r)E_s(r) - E'_e(r)E_e(r) \\
S_2(r) &= E'_s(r)E_s(r) - E'_e(r)E_e(r) \\
S_3(r) &= \delta(E'_s(r)E_s(r) - E'_e(r)E_e(r))
\end{align*} \]

It is interesting to note that, unlike the effective intensity, this quantity inherently involves fourth-order field correlations, and as such, can be expected to be more sensitive to fluctuations in the field distribution.

Both parameters can be used to encode the spatial distribution of a random field (a speckle-like image) by producing an average over a subdomain \( A \) and then associating that value with the corresponding location in the initial field. However, the choice for the size of such a subdomain is arbitrary and most importantly, introduces an artificial length scale. In other words, one may find an appropriate size of the subdomain for which the non-stationarity can be revealed but the size of such subdomain is not known a priori; moreover, this choice may depend on characteristic length scales of the specific problem. These length scales are the physical extent of the non-stationarity and the overall size of the available data, i.e. the largest scale length in the random field. In fact, the existence of an appropriate size of the subdomain is inherently tied to the existence of a spatial non-stationarity.

To avoid having to find an optimum size of the subdomain that would reveal a specific non-stationarity, we examine another possible measure that is based on the recently introduced complex degree of mutual polarization (CDMP) of a random electromagnetic field. The magnitude of the CDMP measures the polarization similarity between two points, \( r_1 \) and \( r_2 \), in a random electromagnetic field. Under the assumption of a fully correlated and locally fully polarized field, the CDMP simplifies to
\[ V^2(r_1, r_2) = \frac{(E'_s(r_1)E_s(r_1) + E'_e(r_1)E_e(r_1))^2}{(E'_s(r_1)E_s(r_1) + E'_e(r_1)E_e(r_1))(E'_s(r_2)E_s(r_2) + E'_e(r_2)E_e(r_2))}. \]

This two-point measure does not rely upon the choice of an artificial subdomain, and as such, it can provide a direct measure of the length scale associated with a certain physical process. We emphasize that, as in the case of the effective degree of polarization, the CDMP parameter contains fourth-order correlations between field components. However, in this case field components at different spatial locations are involved. Thus, one expects even higher sensitivity to specific characteristics of a random field.

Using the CDMP definition one can calculate the CDMP spatial decay length \( L(r) \) by evaluating in each point \( r \) the decay of \( |V^2(r, r + \delta r)| \) for increasing values of \( \delta r \) averaged azimuthally. For identically polarized fields, \( |V^2(r, r + \delta r)| \) is unity, while for a uniformly random distribution of states of polarization \( |V^2(r, r + \delta r)| \) averages to one half. After evaluating the CDMP decay length for each point, these values can be used to generate a completely new spatial representation where each point is encoded in its corresponding value of the CDMP decay length.

\[ I(k_i, k_f) = I_0 + \sum_{l,m} |A_{lm}|^2 \cos(k_i + k_f) \cdot (r_l - r_m) + F(k_i, k_f) \]

where \( k_i \) and \( k_f \) are the wave vectors of the incident and scattered plane wave and \( A_{lm} \) represents the complex amplitude of the wave having \( r_l \) and \( r_m \) as the ending points of a multiple scattering trajectory inside the random medium [10, 11]. The second term in Eq. (6) represents the non-stationary component that upon ensemble averaging leads to a cone of enhanced intensity.
To test the different methods for locating the presence of non-stationarity, a typical EBS experiment was conducted. The setup, built around a continuous-wave laser operating at 488 nm and a cooled CCD array, was described earlier. In addition, a full polarimetric measurement was performed in each pixel of the resolved speckle using a rotating quarter-wave plate and subsequent Fourier analysis. In the experiments, a 2mm beam was incident on the sample and produced in the plane of the CCD a speckled field with an average size of the speckle of about 64µm. The sample was mounted on a spin plate that allowed observing single realizations of the scattered field as well as the corresponding ensemble average.

![Images](image)

Fig. 7. Images corresponding to samples A, B, C, and D as described in the text. (i) single realization speckle intensity image, (ii) ensemble average, (iii) image encoded in the calculated effective intensity, (iv) image encoded in the calculated effective degree of polarization, (v) image encoded in the calculated polarization decay.

The scattering media used were different diffusing materials exhibiting minimal absorption. A large range of transport mean free paths, \( l^* \) values, was covered using different solid samples: (A) Suba IV™ polishing pad (Rodel), (B) Spectralon® (Labsphere), (C) Durapore™-HVLP filter
paper (Millipore), and (D) compressed TiO2 powder (DuPont). The scattering strengths of these samples are very different. From the widths of the corresponding EBS cones the estimated values of $l^*$ were 40m, 20m, and 7m for samples A, B, and C respectively. For the TiO2 sample a scattering mean free path of approximately 1m was determined using optical path-length spectroscopy. The results of applying the analysis methods are summarized in Figure 7. The first two rows illustrate a typical realization of the random distribution of backscattered intensity and the corresponding result of the ensemble average, respectively. The familiar appearance of a speckle field (first row) can be observed for all samples, and as can be seen, no sample specific information is practically available. As a result of the ensemble average on the other hand, the extent of the enhanced intensity may provide means to discriminate between the different structures as can be seen in the second row. However, this ability is restricted by the spatial resolution and the extent of the accessible field (experimentally limited by the pixel size, numerical aperture, and number of pixels available). For instance, in the case of sample D, the ensemble average appears as an almost constant background. It is evident that in this case, one cannot conclude that the absence of a region of enhanced intensity is due to the peak being either too large or too narrow or simply because the recording is performed away from the backscattering direction.

In the third row, we present the results of calculating the effective intensity $I$ over a region (square box) containing 61 x 61 pixels that was scanned across the entire speckle image shown in the first row. For each location, the value of $I$ was attributed to the central pixel of the box. This method basically performs the subset average of intensity including many points instead of the ensemble average at the central point of this domain. Since the average intensity in the EBS region is higher than the background, one could also expect a similar effect in the effective intensity image. However, as can be seen in Figure 1, no such increase of intensity can be observed for samples A and D, but the reasons are quite different. In the case A, the non-stationarity cannot be resolved due to the size of the averaging box while in the case D, the process is simply stationary over the limited field available. A certain increased intensity is prevalent in the results for samples B and C where an intensity enhancement concentrated towards the center of the image may indicate the presence of a spatial non-stationarity.

In a completely similar manner, we have evaluated the effective degree of polarization $P$ for a circular area with a radius of 31 pixels and the results are shown in the fourth row of Figure 7. Because the interference effects leading to the enhanced scattering rely upon polarization similarity, it is expected that regions with a higher degree of polarization should indicate the presence of EBS. This is indeed seen in our results where the $P$ values around 0.5 clearly indicate the polarization similarity. It is interesting to note the increase in the $P$ values from sample A to D and the existence of non-stationarities similar to the ones in the ensemble averages shown in the second row.

Of course, for a specific sample, both $I$ and $P$ images could have been optimized in order to illustrate the presence and identify the location of the enhancement peak. However, that would necessitate $a$ priori knowledge about the extent of the non-stationarity in order to select an appropriate size of the averaging box as the size of the box is sample specific. This requirement can be avoided by using a higher-order polarimetric measure as demonstrated in the last row of Figure 1 where the images are encoded in the decay length of CDMP evaluated as described before. As can be seen, now there is an even stronger progression from left to right. As the size of the enhancement increases, the number of points having longer polarization decay lengths rises. Note
that there is no additional image processing involved and that the color coding indicates the actual
decay length of CDMP measured in pixels. Samples B, C, and D all show strong spatial
polarization correlations with increasing values of the polarization decay lengths. In the case A,
there is simply not enough pixel resolution to evaluate a two-point characteristic such as CDMP.
Perhaps the most interesting observation concerns the compressed TiO2 powder (sample D) which
has a very small \( I^* \) leading to a large EBS cone. As pointed out before, in this case the ensemble
average image cannot confirm the presence of a non-stationarity in the random distribution of
intensity. Because of the limited angular resolution of the optical system, one cannot identify the
presence of a region with enhanced intensity. However, the existence of the coherent enhancement
is clearly visible in only one realization of the random speckle pattern when the higher-order two-
point correlations of the field are examined. The high values of the CDMP decay length clearly
indicate the existence of polarization similarities that are specific to EBS. Detailed features of the
wave-matter interaction are therefore prevalent in one single realization of the emerging random
field but their characterization requires access to higher-order statistics of the field.

Having access to polarimetric information across the spatial extent of the field allows
building fourth-order joint statistical parameters. Specific features such as the presence of non-
stationary points can now be identified in a random field. Furthermore, when using mutual
polarization measures such as the CDMP decay length these features can be found without any
prior knowledge of the spatial size of the non-stationarity. We have shown that fourth-order field
correlations evaluated at pairs of points in a random electromagnetic field can reveal properties
that until now were inferred only through an ensemble average.

The ability to identify a spatial non-stationarity using only one single realization of a
random field opens up new avenues for using multiple light scattering techniques. Techniques
using multi-order field correlations as a means of detecting spatial non-stationarities are not limited
to solely polarimetric phenomena. As such, it should be possible to generalize our method to field
correlations of arbitrary order, with a corresponding increase in the number of compared spatial
locations. Furthermore, as we are relying upon field correlations, these analysis techniques are not
necessarily specific to electromagnetic phenomena, and may find application in the measurement
and characterization of any random field or process.

A5 Coherent superposition of random electromagnetic fields

REFs can have different physical origins. For instance, depending on the type of interaction, there
are different kinds of REFs that result from the coherent light scattering by randomly
inhomogeneous media. Such fields are fully polarized locally but their global properties can vary
from being fully polarized (same polarization state across the entire field) to being completely
unpolarized (a uniform distribution of all possible polarization states). For instance, a strong
multiply scattering medium will generate scattering fields that are globally unpolarized fields
while uniformly polarized random fields can be the result of single scattering, surface scattering,
and ballistic propagation through the medium or combinations of those. Of course, in addition to
different polarization properties, these fields can also differ in their spatial coherence properties,
and this diversity may be used to trace their actual physical origin.

In the following we will describe the superposition of two locally polarized fields: one field being
globally unpolarized \( \mathcal{U} = E^U(r)\hat{e}(r) \) and the other one characterized by a uniform polarization state,
\( \mathcal{P} = E^P(r)\hat{e}_0 \). If the fields are quasi-monochromatic and also mutually coherent, their addition leads
to a new REF that is \( E^R(r) = E^U(r)\hat{e}(r) + E^P(r)\hat{e}_0 \). As mentioned before, a globally unpolarized
field can be regarded as the superposition of two uncorrelated components that are orthogonally polarized, one along $x$ and the other one along $y$, for instance. This is an example of adding two independent fields in intensity, which reduces the optical contrast. The addition of more independent fields further reduces this contrast. However, when a fully polarized and coherent REF is added to the field $\mathbf{U}$, the optical contrast of $E^R(r)$ actually increases because the uniformly polarized component increases the magnitude of the field amplitude along a certain direction, thus biasing the overall polarization of $E^R(r)$. Not only does the addition of this coherent field increase the contrast, but it also increases the overall degree of polarization creating a partially polarized REF. This is similar to combining a completely unpolarized beam with a fully polarized one to create any partially polarized beam.

The globally unpolarized field ($\mathbf{U}$) can be modeled as a REF where the complex amplitude components $E_x$ and $E_y$ are both circular gaussian random functions. Each of these components can be represented as a sum of plane waves

$$E^U_\mu(r) = \sum_j a_j \exp(i(k_j \cdot r + \phi_{\mu,j})), \mu = x, y,$$

where $a_j$ is an amplitude, $k_j$ are transverse wavenumbers, $r$ is a position vector, and $\phi_{\mu,j}$ are uniformly random phases. When the field in Eq. (1) is added to a field uniformly polarized along $x$,

$$E^P_\mu(r) = \sum_j b_j \exp(i(k_j \cdot r + \phi_{\mu,j}),$$

where $b_j$ is a different set of amplitudes, there are several ways to characterize the properties of the resultant REF. One simple global measure is to compare the average intensities of the field $P$ with the the average intensity in the total field $E^R(r)$. In our practical example, this ratio

$$\beta = \left( \frac{\langle |E^P(r)|^2 \rangle}{\langle |E^R(r)|^2 \rangle} \right)$$

would indicate the strength of the scattering regime. For instance, for $\beta > 0.5$, the REF would favor the linearly polarized component. We note that this ratio of intensities relates to the global degree of polarization, $\bar{P}$, of the final REF, which is an ensemble quantity defined as

$$\bar{P}(r) = \sqrt{\langle S_1(r) \rangle^2 + \langle S_2(r) \rangle^2 + \langle S_3(r) \rangle^2} / \langle I(r) \rangle,$$

where

$$S_1(r) = E_x^R(r)E_x^R(r) - E_y^R(r)E_y^R(r)$$

$$S_2(r) = E_x^R(r)E_y^R(r) - E_y^R(r)E_x^R(r)$$

$$S_3(r) = i(E_x^R(r)E_y^R(r) - E_y^R(r)E_x^R(r)).$$

As can be seen, the strength of the linearly polarized component determines the partial polarization of the resulting field. As $\beta$ continues to increase, $\bar{P}$ increases as well until unity saturation is reached.
Another characteristic of the resultant field is the extent of its field-field correlations. In addition to having different overall magnitudes and polarization characteristics, random fields may also have different field correlation lengths. In other words, the speckle sizes of the fields $\mathbf{u}$ and $\mathbf{p}$ can be different. The short-range correlation length for $\mathbf{u}$ can be defined as

$$\langle E^u(r)E^u(r+\delta) \rangle_r = f(\delta^u),$$

and it has the same value for both $x$ and $y$ field components. The unpolarized field can be caused by any number of strongly scattering media but, for the purpose of this paper, it is assumed that the unpolarized field is examined near its source and, therefore, the field correlation length is of the order of a wavelength [17,18]. The field correlation for the linearly polarized component,

$$\langle E^p_x(r)E^p_x(r+\delta) \rangle_r = f(\delta^p),$$

is of course only along $x$. This can result from the scattering from a rough surface, ballistic scattering, and other types of scattering that conserve the state of polarization. Along with the value of $\beta$, these two correlation lengths directly influence the correlation length of the resulting REF.

As mentioned before, $\beta$, $\bar{P}$, and the $f$ factors in Eqs. (5) and (6) are all global properties, evaluated as ensemble averages. While $\bar{P}$ is indicative of the overlap between the fields $\mathbf{u}$ and $\mathbf{p}$, its value does not take into account the field correlation in the resulting REF. The correlation length on the other hand is a structural characteristic evaluated using a two-point property. As the resulting REF has different levels of partial polarization depending on the strength of $\mathbf{p}$, the polarization structure of the final REF is important to consider.

In the past, we demonstrated that a two-point polarization similarity measure such as the complex degree of mutual polarization (CDMP) can conveniently describe the spatial structure of polarization in a REF without requiring an ensemble average. In general, the CDMP factor measures the similarity between two polarization states and it ranges from zero when the two states are orthogonal to unity when the polarization states are identical. For the purpose of the present analysis, the CDMP is defined such that it measures the correspondence between the state of polarization at position $r$ and a chosen reference polarization state:

$$V^2(r) = \frac{(E^p_x(r)E^p_x(r) + E^p_y(r)E^p_y)^2}{(|E^p_x(r)|^2 + |E^p_y(r)|^2)(|E^p_x|^2 + |E^p_y|^2)}.$$  (7)

In Eq. (7), the reference is the polarization state of the field $\mathbf{p}$. Using this definition, one can generate a two-dimensional CDMP map corresponding to this specific state of reference polarization as can be seen in Fig. 1. This two-dimensional graphical representation of polarization “speckle” is characterized by spatial features with different sizes and spatial frequencies. Similarly to conventional intensity speckles, it is expected that these features will depend on the properties of $\mathbf{u}$ and $\mathbf{p}$. Of course, since the field $\mathbf{p}$ is in the same polarization state of the reference, its CDMP map would have a uniform value of one; the CDMP map of $\mathbf{u}$ on the other hand should be correlated over distances on the order of $\delta^u$.

As a means to assess the spatial frequencies in these polarization maps, one can examine the power spectral density (PSD) defined as

$$P(\omega) = \mathcal{F}\{V^2(r)\} \ast |V^2(r)|,$$  (8)
where \( |V^2(r)| \) represents the autocorrelation of a CDMP map. Because the analyzed REF is the superposition of two other fields that are mutually coherent, Eq. (8) can be further written as

\[
P(\omega) = \tilde{I}_1^2 p_1(\omega) + \tilde{I}_2^2 p_2(\omega) + \tilde{I}_1 \tilde{I}_2 p_{12}(\omega)
\]

(9)

where

\[
p_j(\omega) = F\{a_j^* a_j \}, \quad j = 1, 2
\]

\[
p_{12}(\omega) = F\{2a_1^* a_1 a_2^* a_2 + (a_1^* a_2 + a_2^* a_1)(a_1^* a_2 + a_2^* a_1)\}
\]

(10)

represent the power spectral densities of the individual components and the mixed (interference) term, respectively. In Eq. (10), \( a_1 \) and \( a_2 \) denote the individual, normalized \( x \) field components \( E^p(r)/S_0(r) \) and \( E^U(r)/S_0(r) \), respectively. The properties of the spatial distribution of polarization states across a REF relate to the power spectrum of the CDMP map in Eq. (9), which, in our case, depends on the specific values of \( \beta \) and \( \delta^p \). Of course, the information content of this power spectrum in Eq. (9) is richer than that provided by the value of \( \overline{P} \), which is only a global average of point-like properties.

In general, any REF can be decomposed into a globally unpolarized and a uniformly polarized component. These two components have a relative strength \( \beta \) and are also characterized by their, possibly different, coherence lengths \( \delta^U \) and \( \delta^p \). These characteristics influence the global properties of REF in different ways. For instance, the global degree of polarization \( \overline{P} \) of the final REF depends only on the ratio \( \beta \) but is not influenced at all by \( \delta^U \) or \( \delta^p \). The spatial properties of polarization on the other hand are determined by all these factors as can be seen in the power spectrum of the CDMP map in Eqs. (9) and (10). Because (i) the global degree of polarization \( \overline{P} \) can be determined independently and (ii) the coherence length \( \delta^U \) is known to be of the order of the wavelength, one can use the power spectrum of the CDMP map to determine the unknown correlation length \( \delta^p \) of the polarized field component. In the following we will illustrate this procedure using systematic numerical simulations.

To illustrate some of the field properties resulting from the superposition of coherent REFs, a simple numerical simulation was performed. Using the plane wave decomposition in Eq. (1), plane waves originating from a circular array of source points with random phases were mapped onto an observation plane of 250 by 250 pixels. This creates a Gaussian random field originating from a beam with radius \( r \), with a coherence length \( \delta^{coh} = 3.83/(\kappa r) \). When \( \kappa = 1 \) and \( r = 0.3 \), the coherence length \( \delta^U \) of the globally unpolarized field was set to be equal about 12 pixels in the observation plane. The uniformly polarized field was created in a similar manner using Eq. (2) in only one linear state of polarization. In addition, the spatial correlation length of this polarized field (\( \delta^p \)) was controlled by adjusting the parameter \( r \) to produce different values that are larger than \( \delta^U \). These two random fields are then superposed coherently and the resulting intensity patterns are shown in Fig. 8 for the case where the coherence length of the polarized field is four times larger than the one of the unpolarized component, i.e. \( \delta^p = 4\delta^U \). In this example, the intensity patterns in Figs. 1(a) and (b) are characterized by a ratio \( \beta = 0.15 \), which corresponds to a global degree of polarization \( \overline{P} = 0.11 \).
Fig. 8. Intensity speckle images of the superposition between an unpolarized field of coherence length $\delta^U$ and a polarized field characterized by: a) $\beta = 0.15$, $\delta^\nu = 4\delta^U$ b) $\beta = 0.15$, $\delta^\rho - \delta^\nu$ c) $\beta = 0.45$, $\delta^\rho - \delta^\nu$ and the corresponding CDMP maps for: d) $\beta = 0.15$, $\delta^\nu = 4\delta^U$ e) $\beta = 0.15$, $\delta^\rho = \delta^U$ and f) $\beta = 0.45$, $\delta^\rho = \delta^U$. Areas of blue and red correspond to CDMP values of 0 and 1, respectively. The values of $\beta = 0.15$ and $\beta = 0.45$ correspond to global degrees of polarization $P = 0.11$ and $P = 0.31$, respectively.

At such a low intensity ratio, adding an additional linearly polarized field has little impact and the resulting REF is almost globally unpolarized. As can be seen, even when the correlation length $\delta^\nu$ is four times larger than $\delta^U$, there is practically very little change in the size of the final intensity speckles. However, when observing the CDMP maps, one can easily notice changes in the statistical nature of their structure. Even though the two REFs in Fig. 8(a) and 8(b) have the same global degree of polarization, there is a clear difference in the spatial frequency content of the corresponding CDMP maps as seen by the larger groupings of high CDMP values in Fig. 8(d).

The third speckle pattern in Fig. 8(c) corresponds to the situation where $\delta^\nu$ is equal to $\delta^U$ but the field $\mathcal{P}$ now has a greater amplitude, i.e. the ratio $\beta = 0.45$ and, correspondingly, $\bar{P} = 0.31$. As can be seen, the spatial frequency content in the CDMP map of Fig. 1(f) is similar to the one in Fig. 8(e) but now with a higher prominence of locations where $\mathcal{P}^2(r) = 1$.

To get a quantitative description on how the correlation length of the field $\mathcal{P}$ affects the spatial distribution of polarization in the resulting REF, we have calculated the power spectral density of the CDMP maps resulting from the numerical procedure. An example is illustrated in Fig 9 for three cases corresponding to fields $\mathcal{P}$ having different correlation lengths and the same $\beta = 0.45$.

It is clearly seen that the characteristic shape of the curves in Fig. 9 appears to be composed of three different contributions. This is also described by Eq. (9) where the power spectral density contains three main terms that can be approximated by zero-mean Gaussians with different widths. The widths of these Gaussians are representative of the correlation lengths of the fields $\mathcal{P}$ and $\mathcal{U}$ while their magnitudes depend on the relative strengths of the fields ($\beta$). We have also fitted the
power spectral densities to the formulation in Eqs. (9) and (10) using the magnitudes $I_1$ and $I_2$ and the three Gaussian widths as fitting parameters. The results are included with continuous lines in Fig. 9. The first two terms correspond to the power spectral densities of the individual fields $\mathcal{P}$ and $\mathcal{U}$. Since the CDMP maps for the individual fields do not change with $\beta$ and $\delta^P$, the widths of the first two Gaussians also remain unchanged.

Fig. 9. The power spectral density of CDMP maps calculated for $\beta = 0.45$ and correlation lengths $\delta^P$ equal to A) $2\delta^U$, B) $4/3\delta^U$, and C) $\delta^U$. Also shown with solid lines are the best fits with power spectrum dependence given in Eq. (9). The inset shows a log-log plot of the high spatial frequencies region.

In the specific case analyzed here, the first term, which is basically the PSD of the CDMP map with uniform unity value, has a small Gaussian width of 0.06 in our normalized units (the narrow central peak in Fig. 9). The second term represents the PSD corresponding to the unpolarized component and has a constant width of 0.9 due to the fixed correlation length $\delta^U$. The third term in Eq. (9) describes the interference between the fields $\mathcal{P}$ and $\mathcal{U}$ with most of its contributions occurring in the high spatial frequency range. In the example presented in Fig. 9, only the width of this interference term and the magnitudes of the Gaussians depend on the characteristics of the interfering fields. However, because $\beta$ is constant, all the magnitudes remain unchanged and only the width of the third component changes as $\delta^P$ varies. The contribution of this third term lies mostly in the high frequencies and can be fitted well with Gaussian function with widths of 3.6, 4, and 5.3 for the PSD labeled A, B, and C, respectively. As can be seen, as the correlation length of $\mathcal{P}$ decreases, the PSD width increases indicating that smaller spatial polarization features appear due to the interference between $\mathcal{P}$ and $\mathcal{U}$. 
Fig. 3. The power spectral density of CDMP maps calculated for $\delta^p = 4\delta^U$ and different ratios of fields $\beta$ equal to A) 0.04, B) 0.19, and C) 0.45. Also shown with solid lines are the best fits with power spectrum dependence given in Eq. (9). The inset shows a log-log plot of the high spatial frequencies region.

A different example is illustrated in Figure 10. Here the correlation length of P is kept fixed and is four times larger than the field correlation length but the relative strength $\beta$ is varied. This corresponds to a gradual progression of different polarization regimes. Again, the most interesting features lie in the high spatial frequencies. When fitting the results of the simulation, only the magnitudes of the Gaussians are altered since now the underlying field correlations of the different components are unchanged. As a result, the PSD are almost parallel to each other in the high spatial frequency range, as can be clearly seen in the inset. One can also note that, at low $\beta$, the influence of the correlation length of field P is minimal. This is because, when the average strength of the uniformly polarized component increases, the overall content of high spatial frequencies decreases due to a decrease in the magnitude of the second term in Eq. (9). The values of this magnitude are 3.1, 3.0, and 2.6 for the PSDs labeled A, B, and C, respectively. The behavior seen in Fig. 3 demonstrates that, if the correlations of the underlying fields do not vary during the transition from polarized to globally unpolarized regimes, the shape of the PSD remains relatively unchanged.

There are practical situations when the emerging random electromagnetic fields can be thought as a combination of two interfering mutually coherent fields. When one of these two underlying fields is globally unpolarized and the other one is polarized uniformly, the spatial correlation of the polarization states contains information about both the relative strength and the extent of the field correlations in the two components. The physical situation discussed is typical for random
fields emerging from the interaction between coherent optical fields and randomly inhomogeneous media where a definite polarized component can be associated with ballistic, surface, or single scattering. Our results should be of interest for a variety of applications operating in these scattering regimes.
A6 Multi-modal non-imaging active sensing

Active sensing often results in coherent superposition of fields originating from different sources. For instance, a target surrounded by a scattering background will produce a complex “speckle” field in which the useful information is often convoluted with the random contributions from the background. The most challenging situation occurs when the reflection from the target is rather weak compared to this background.

However, because the target material properties are different they impose a unique fingerprint on the randomly polarized speckle that constitutes the return data. For instance, the target may produce less depolarized reflections. Based on the two-dimensional description of the polarization properties, this information can be extracted.

The descriptor of choice is a measure of the similarity between polarization in two different points. Because the target has a unique polarimetric signature, this descriptor allows separating the randomly polarized influence of the background. A model based discrimination can be used to differentiate between different target conditions such as, for instance, different surface roughness or different covering layers on top of diffusing bulk material. We have demonstrated this on laboratory models.

A critical element for this sensing procedure is the possibility to record fast and efficiently a distribution of states of polarization. This can be performed using a conventional imaging polarimeter. However, these instruments have several typical limitations such as their response time, the sensitivity to the input polarization state, and others. Some of these limitations can be alleviated using a new measurement concept: scattering by a random system constitutes an efficient sampling of incident radiation. Therefore, an appropriate calibration of the scattering process allows using the same “scattering instrument” to measure different properties of the incident radiation: spectral, polarization, spatial.
All the measurement procedures rely on measuring scattered intensities. Therefore, the operator can choose to determine, for instance, the spectral composition or the polarization of an input after the actual measurement was actually performed. Moreover, because scattering produces a massive sampling of the input, the measurement can be considerably optimized after the data collection (there are so many independent data samples that one can easily select the most appropriate ones for the task).

In addition, the scattering system can be implemented in conjunction with typical detector arrays, it is robust, inexpensive and does not require additional alignment once the straightforward calibration is performed.

**A7 Backscattering from media with different optical densities**

REFs can have different physical origins. REFs that result from scattering of coherent light are fully polarized locally but their global properties can vary from being fully polarized (same polarization state across the entire field) to being completely unpolarized (a uniform distribution of all possible polarization states). For instance, a strong multiply scattering medium will generate fields that are globally unpolarized while a single scattering process will result in a rather uniformly polarized random field. Of course, in addition to different polarization properties, these fields can also differ in their spatial coherence properties, and this diversity may be used to trace their actual physical origin. The present paper provides means to determine the correlation length of such single scattering components in the presence of multiple scattering.

Let us now examine the superposition of two locally polarized fields one being globally unpolarized, \( U(r) = E_x^u(r) \hat{e}_x(r) \), and the other one characterized by a uniform polarization state \( P(r) = E_x^u(r) \hat{e}_x \). If the fields are quasi-monochromatic and mutually coherent, their addition leads to a new REF \( E_x^b(r) = E_x^u(r) \hat{e}_x(r) + E_x^y(r) \hat{e}_y \) with varying global degree of polarization, in a manner similar to combining an unpolarized beam with a fully polarized one to create a partially polarized beam.

The globally unpolarized field \( U \) can be modeled as a REF where the complex amplitude components \( E_x \) and \( E_y \) are both circular gaussian random functions. Each of these components can be represented as a sum of plane waves \( E_x(r) = \sum_j a_j \exp[i(k_j \cdot r + \phi_{jx})] \), where \( a_j \) are the amplitudes, \( k_j \) are transverse wavenumbers, \( r \) is a position vector, and \( \phi_{jx} \) are uniformly random phases. When \( E_x^u(r) \) is added to a field uniformly polarized along \( x \), \( E_x^p(r) = \sum_j b_j \exp[i(k_j \cdot r + \phi_{jx})] \), where \( b_j \) is a different set of amplitudes, there are several ways to characterize the resultant properties. One simple global measure is to compare the average intensity of the field \( P \) with the average intensity in the total field \( E_x^b(r) \). We note that the ratio \( \beta = \langle |E_x(r)|^2 \rangle / \langle |E_x^b(r)|^2 \rangle \) of intensities relates to the global degree of polarization, \( \bar{P} \), an ensemble quantity specific to the final REF.

Another characteristic of the resultant field is the extent of its field-field correlations. In addition to having different overall magnitudes and polarization characteristics, random fields may also have different field correlation lengths. In other words, the speckle sizes of the fields \( U \) and \( P \) can be different. The short-range correlation function of \( U \) \( (\delta^x) \) is the same for both \( x \) and \( y \) components and is described by \( C(\delta^x) = \langle E_x^u(r) E_x^u(r + \delta) \rangle \). The unpolarized field can be caused in
different ways. For the purpose of this paper, however, it is assumed that the unpolarized field is examined near the surface of strongly scattering medium and, therefore, its correlation length is of the order of a wavelength.

The field correlation $C(\sigma') = \langle E_x(\tau) E_x' (\tau + \delta) \rangle$ for the linearly polarized component is, of course, only along $x$. In general, a linearly polarized field can result from ballistic propagation as well as from scattering that conserves the state of polarization. Along with the value of $\beta$, these two correlation lengths directly influence the length scales of the resulting REF. As mentioned before, $\beta$, $\bar{P}$, and the correlation functions $C$ are all global properties, evaluated as ensemble averages. While $\bar{P}$ is indicative of the overlap between the fields $U$ and $P$, its value does not depend on the spatial correlations characterizing the resulting REF. The correlation function $C$ however, is a structural characteristic evaluated using a two-point property. As the resulting REF has different levels of partial polarization depending on the strength of $P$, the polarization structure of the final REF is important to consider.

Numerically, REFs with different properties can be overlapped to create different types of Gaussian speckle fields [8]. The coherent superposition of a fully polarized ($P$) and a globally unpolarized ($U$) REFs leads to fields with varying degrees of global polarization and different sizes of polarization speckle ($\sqrt{M_z}$ of CDMP maps). This is illustrated in Fig. 11 for different values of the correlation length of $P$. As can be seen, an increase in $\bar{P}$ corresponds to higher values of $\sqrt{M_z}$, i.e. a larger spatial extent of the CDMP speckle. The global degree of polarization relates the amplitude ratio of the two field component and is experimentally measureable. We also note larger values of $\sqrt{M_z}$ when increasing the correlation length $\delta^\gamma$ of the polarized field. As $\bar{P}$ approaches unity, the uniformly polarized field dominates; thus, the dependence of $\sqrt{M_z}$ on the degree of polarization is stronger in the case of largest correlation length $4\delta^\gamma$. It is important to note that as $\bar{P}$ increases, the overall average CDMP also increases which ultimately would result in a uniform, unstructured CDMP map. The addition of the depolarized component leads to the CDMP map structuring.

Fig. 15. Values of $\sqrt{M_z}$ of CDMP map correlations as a function of the global degree of polarization $\bar{P}$ for different values of correlation lengths $\delta^\gamma$ as indicated. The correlation length of the globally unpolarized component is $\delta^\eta$.  
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A proof of concept experiment was designed using a series of colloidal suspensions of different particle sizes and at varying concentrations. In a simplified description, a dense colloidal suspension can be regarded as generating an unpolarized field corresponding to bulk scattering that is overlapped with a uniformly polarized field corresponding to the single scattering component, originating primarily in the vicinity of the medium’s boundary as shown in the inset of Fig. 2. In common situations, the contributions from these two scattering components are mixed to produce a partially polarized REF. Increasing the concentration of a colloidal suspension affects its diffusive properties and reduces the transport mean free path \( l^* \) of light interacting with it, effectively demonstrating a gradual transition from single to multiple scattering regimes.

The samples were prepared by suspending polystyrene spheres in a Laponite® gel to fix the spheres such that the scattering medium is essentially static. Spheres with diameters of 0.33µm, and 0.43µm were used in different concentrations to create two series of samples having similar values of \( l^* \) (3000µm, 2000µm, 1000µm, 500µm, 250µm, and 50µm), as calculated using the appropriate Mie scattering cross-sections and the controlled number density of spheres.

The samples were placed in an imaging setup with NA=0.45 and were illuminated with a 488nm argon laser in a backscattering configuration. The surface of the sample is imaged onto a CCD insuring fully resolved speckles after passing through a Fourier Stokes analyzer. The setup practically records a “close-up” of the REF at the surface of the sample. The corresponding CDMP polarization maps were then calculated from the Stokes images using the polarization state of the incident beam as reference.

Fig. 16. Experimental dependence of the widths \( \sqrt{M_2} \) of CDMP maps correlations as a function of global degree of polarization for media consisting of different particle sizes as indicated. Inset illustrates the different origins of coherently overlapping REFs.
Fig. 17. Experimental plot of the half-width $\sqrt{M_2}$ as a function of average separation $d$ for different particle sizes. Inset illustrates the scattering angle as it relates to $\sqrt{M_2}$ and $d$.

The second moments corresponding to the autocorrelations of such CDMP maps are plotted in Fig. 12. As can be seen, this relationship between pair-point and point-like properties of the REF follows the general trend observed in the numeric simulations. The value of the second moment rises monotonically with $\bar{P}$, indicating that the size of the polarization speckle increases. Most importantly however is the fact that the rate of this increase depends on the particle size. This happens because of the differences in the corresponding correlation lengths of the uniformly polarized fields $P$, which represents the polarization maintaining, single scattering component that is specific to each particle size. This difference is clearly observed in Fig. 12 as the dependence on the spatial extent of the $P$ field for the 0.43$\mu$m has a steeper slope. The CDMP maps effectively enhance the signature of Mie scattering from particles close to the surface (P) while diminishing the influence of contributions (U) from bulk scattering. Since we measure the properties of REF at the surface, it is expected that $\sqrt{M_2}$ should depend on both the properties of a typical scatter and its average location with respect to the interface as illustrated in the inset of Fig. 13.

Indeed, as evident from Fig. 13, the spatial extent of CDMP speckles depends not only on the average separation $d$ between particles as determined by the concentration, but also on the scattering phase function which is specific to particle size. We can use this average separation as a simple estimate for the average distance from a particle to the imaged plane as shown in the inset. A more rigorous analysis of this particle to surface separation may include specific surface properties and the medium’s preparation procedures, but this is beyond the scope of the present letter. As the inset suggests, the angular spread of the backscattered field corresponding to a single event can be estimated simply as $\theta = \tan^{-1}\left(\sqrt{M_2}/d\right)$. This value depends only on the scattering phase function and the volume fraction of scatterers and can, therefore, be used to measure the size of the scattering particles. We evaluated the Mie phase functions for the particular sizes of particles used and then integrated them over the angular range corresponding to our system’s numerical aperture centered at the backward scattering direction. The phase function was also modified to take into account that the detected intensity depends on the angle at which light is incident onto the detector. Also, light scattered from the small particles decays with distance. Thus, light travelling at different angles traverses different distances until it reaches the detector. These factors result in an additional weighting coefficient $\cos^3(\theta)$ applied to the phase function. Following this procedure we obtained values of 15.0 and 13.7 degrees for the angular spread of the backscattered field corresponding to particle sizes of 0.33$\mu$m and 0.43$\mu$m,
respectively. These angles agree quite well with the average scattering angle values of 15.2 and 13.3 degrees obtained experimentally for the corresponding values of distances $d$ as determined by the average particle separations.

Examining the spatial extent of the CDMP correlation provides a straight measure of the spatial coherence properties of the REF primarily caused by single scattering, which, in turn, is directly related to particle size. Finally, it should be emphasized again that all the information recovered is the result of one single realization of the random interaction between light and matter. The demonstrated approach can be extended to many other practical situations of remote sensing where emerging random electromagnetic fields can be thought as a combination of two interfering mutually coherent fields. When one of these underlying fields is globally unpolarized and the other one is polarized uniformly, the spatial correlation of the polarization states contains information about both the relative strength and the extent of the field correlations in the two components.
B. Fluctuation Polarimetry

One of the simplest optical measurements to make is the measurement of the average intensity on a detector. The intensity contains quite a bit of information; it can tell an object’s reflectivity or extinction, for example. If the object is self-luminous, it can reveal the concentration of emitters. Of course, if the intensity is measured in more detail, by using spectral or polarimetric filters for instance, then more can be learned about the origins of the light. For many dynamic systems, it is critical to record higher order moments of the intensity fluctuations rather than just the average. Recently, it was also recognized that information about the shape of the scatterers could be obtained by correlating the intensity fluctuations in different polarization channels to essentially measure the degree of polarization (DOP) of the scattered light in both Gaussian and non-Gaussian scattering regimes.

It is anticipated that more specific and accurate information about the scattering polarizability (particle shape and orientation) could be gained from measuring the state of polarization (SOP) as well. Consider a fluctuating, partially polarized E-field. Let the directions of the major and minor axes of the polarization ellipse be x and y, respectively, and note that this coordinate system is not necessarily aligned with the laboratory frame. Denoting the polarized and unpolarized components of the field with $P$ and $U$, respectively, the field at a point $r$ may be written as

$$F(t) = \left[ P_x(t) \exp(i\phi_x(t)) + U_x(t) \exp(i\phi_x(t)) \right] \hat{x} + \left[ P_y(t) \exp(i\phi_y(t)) + U_y(t) \exp(i\phi_y(t)) \right] \hat{y} \exp(i\omega t),$$

where $\phi_x(t) = \phi_y(t) \pm \pi/2$, depending on the handedness of the SoP. In Eq. (1), $P$ and $U$ are random variables which in many cases are Rayleigh distributed and $\phi$ are random, uncorrelated phases. $P_y$ is fully correlated with $P_x$ since the SoP is not changing in time. The mean frequency of oscillation of the electric field is $\overline{\omega}$. Equation (1) can be regarded as the coherent superposition of four “speckle” fields with their amplitudes and phases fluctuating in both space and time. However, the phase of a given speckle is approximately constant when its amplitude is non-zero. The time of constant phase is referred to as the speckle lifetime.

The relative strengths of the $P$ and $U$ determine the intensity statistics of the combined speckle pattern. Usually, the $P'$ and $U'$ components are considered to be slowly varying envelopes relative to $1/\overline{\omega}$, such that one can measure the “short-time” average, $\overline{I}$, that removes the oscillation at $\overline{\omega}$ but not the fluctuations of the envelope. This is very often, and somewhat misleadingly, referred to as the “instantaneous” intensity, a convention that we will, however, follow for the rest of this Letter. We will omit the tilde from all subsequent intensities.

For E-fields whose components are Gaussian random variables, the second moment of the intensity fluctuations at a point $r$ is

$$\langle (\Delta I(r,t))^2 \rangle = \left(1 + D^2\right) \langle I(r,t) \rangle^2 / 2,$$

where $D$ is the degree of polarization, $\langle I(r,t) \rangle$ is the average intensity of the light at the point $r$, $\Delta I(r,t) = I(r,t) - \langle I(r,t) \rangle$, and $\langle \rangle$ denotes “long-time” averaging. This relationship means that the contrast of the intensity fluctuations (i.e. the second moment normalized to the mean) is in fact given by the amount of correlation between the orthogonal E-field components, i.e., the degree of polarization. This is analogous to determining $D$ by measuring the fluctuations in two, orthogonally polarized channels at the same time, as is frequently done, and calculating the cross-correlation between the measurements.

Unfortunately, SOP cannot be inferred from the fluctuations of the instantaneous intensity. This is simply because the SOP depends on the phase $\Delta$ between the polarized E-field components and its measurement which would require a time resolution better than $1/\overline{\omega}$. We can, however, go further if we bring in a reference field, $R$. We will choose the reference to have a non-fluctuating intensity with the same mean frequency as $F$. For simplicity, this will be a linearly polarized field whose orientation can be controlled at will. Most importantly, because of the random nature of the
phases in Eq. (1), this reference can be incoherent with respect to the fluctuating field, meaning that no stable interference is observed when R and F, or any component of F, are superposed. Nevertheless, during the speckle lifetime, the two fields can interfere. If the fluctuating field is fully polarized along the same direction as the reference, the resulting intensity statistics follow a Rician distribution. In general, the statistics are more complicated because the intensity fluctuations arising from the polarized components of the field will be partially correlated based on the SOP of the fluctuating field. However, as we will show below, the full polarimetric description of the field F can be recovered by measuring the intensity statistics of the superposition as the polarization orientation of the reference field changes.

If the intensity of the linearly polarized reference field is \( |R|^2 \), the instantaneous intensities along the major and minor axes of the polarization ellipse of F are

\[
|R_x(\theta)|^2 = |R|^2 \cos^2(\theta),
\]

\[
|R_y(\theta)|^2 = |R|^2 \sin^2(\theta),
\]

where \( \theta \) is an unknown angle between the reference field orientation and the x-axis.

The instantaneous intensity of the fluctuating field can be decomposed into four parts: a polarized and an unpolarized intensity along both x and y axis. These following relations will hold for the intensities:

\[
D\langle |F|^2 \rangle = \langle P_x^2 \rangle + \langle P_y^2 \rangle ,
\]

\[
(1 - D)\langle |F|^2 \rangle = \langle U_x^2 + U_y^2 \rangle ,
\]

\[
P_x^2 / P_y^2 = A ,
\]

\[
\langle U_x^2 \rangle / \langle U_y^2 \rangle = 1 .
\]

The first two equations simply mean that the (un)polarized component of the intensity is the sum of the (un)polarized intensities along the axes of the polarization ellipse. The third relation defines the square of the ellipticity, which is constant during the measurement. Upon long-time averaging, the unpolarized intensities are equally divided between the two axes as expressed in the last relation. Note that the ratio of the instantaneous unpolarized intensities is unbounded because they fluctuate in an uncorrelated manner.

When superposing the fields R and F, the instantaneous intensity can be expressed as

\[
I(\theta) = \sum_i I_i(\theta), i = x, y
\]

where

\[
I_i(\theta) = P_i^2 + R_i^2(\theta) + U_i^2 + 2P_iR_i(\theta)\cos(\phi_i) + 2P_iU_i\cos(\phi_i - \varphi_i) + 2U_iR_i(\theta)\cos(\varphi_i).
\]

Since the phases are random, we see that the first moment of the intensity fluctuations is simply

\[
\langle I(\theta) \rangle = \langle |F|^2 \rangle + \langle |R|^2 \rangle .
\]

To calculate the second moment, we recall that the magnitudes of the components of the fluctuating field are Rayleigh random variables and, therefore, the intensities are exponential random variables and so \( \langle I^2 \rangle = 2\langle I \rangle^2 . \) The second moment of \( I(\theta) \) can be found to be

\[
\langle (I(\theta) - \langle I(\theta) \rangle)^2 \rangle = \left[ (1 + D^2) / 2 \right] \langle |F|^2 \rangle^2 + 2D[1 + (A - 1)\sin^2(\theta)](1 + A)^{-1} + (1 - D)\langle |F|^2 \rangle^2 / \langle |R|^2 \rangle .
\]

Finally, using the calculated moments one can evaluate the contrast of the intensity fluctuations as

\[
C = \sqrt{\langle (I(\theta) - \langle I(\theta) \rangle)^2 \rangle / \langle I(\theta) \rangle} .
\]

This shows that the intensity fluctuations of the superposition depend on D, A, and \( \theta \), which provide all of the single point polarimetric information, up to the handedness of the polarization ellipse.

The second term highlights the interferometric nature of the measurement at short time scales; it is the “interferometric gain” that comes from mixing the reference and fluctuating fields. While C decays as \( |R|^{-1} \) for \( |R| >> |F| \), the actual magnitude of the intensity fluctuations increases as \( |R| \). The ability to controllably enhance the strength of the intensity fluctuations may prove very useful for measurements of weak fields.

The development was tested experimentally on a fluctuating field created using two rotating diffusers illuminated by a laser beam. A polarizer and quarter waveplate were placed after one of the diffusers to create a fully polarized fluctuating field. The other diffuser created the unpolarized
part that was added to the polarized component in order to control \( D \). The reference field was obtained by diverting a small part of the initial beam before the diffusers, and the total fluctuating intensity, i.e. the intensity of the overlapped polarized, unpolarized, and reference fields) was measured using a photodiode. The contrasts calculated from the measured intensity fluctuations (dots) and from theory are shown in Fig. 14 for different fluctuating fields. The lines were obtained by finding the \( D, A \), and initial \( \theta \) that minimized the RMS difference between the experimental and theoretical contrasts; the fitting procedure will be discussed in more detail later.

![Image of contrast plots](image)

**Fig. 84** The experimental (red dots) and theoretical (blue line) intensity contrasts for (a) vertically polarized, (b) partially vertically polarized with \( D \approx 0.455 \), (c) elliptically polarized, and (d) unpolarized fluctuating fields as a function of the orientation of a linearly polarized reference field. All of the plots are on the same scale. The DoP and Stokes vector for the best fit to the experimental contrasts are shown on each plot.

Figure 14 clearly indicates a strong dependence of the contrast on the SOP of the fluctuating field, rather than just its DOP. Each of the experimental contrasts in Fig. 14 was calculated by recording approximately 500 intensity speckles. The variation of the contrasts from repeating the experiment (i.e. different realizations of the 500 speckles) in the same configuration is smaller than the symbols in the figure. The measured intensity fluctuations are related directly to the DOP; a field with stronger normalized fluctuations has a correspondingly higher DOP. In our experiment, the DOP of the measured field is not constant; we alter the DOP of the measured field by changing the orientation of the linearly polarized reference field. For example, if the fluctuating field is linearly polarized, then the total field is fully polarized when the reference field is aligned with the fluctuating field even though the two fields are incoherent with one another. As the orientation of
the reference field is changed, however, the DOP of the total field, and thus the resulting intensity fluctuations, decreases.

Finally, we note that in order to determine an unknown Stokes vector from the values of the measured contrasts requires the use of numerical techniques because, while closed-form solutions for the variables in Eq. (7) exist, the equations are transcendental. Fortunately, the solution domain is finite with $A \in [0,1], \theta \in [0,\pi)$, and $D \in [0,1]$. In principle, $D$ can be determined by simply measuring the intensity fluctuations with the reference field off and then applying Eq. (2), thus reducing the dimensionality of the solution domain. As noted earlier, the solid lines in Fig. 14 were obtained by fitting the model to the contrasts calculated from the experimental data. To perform the fit, the $A$ and $D$ axes were divided into 101 evenly spaced increments from 0 to 1, and the $\theta$ axis was divided into 180 evenly spaced increments from 0 to 179º. For each possible configuration the RMS difference between the experimental contrasts and the theoretical contrasts was calculated. The set of $[A, D, \theta]$ with the smallest RMS difference was selected as the estimated DOP and SOP.

The Stokes vector may be defined in terms of $[A, D, \theta]$ as
\[ s_1 = D \cos(2\theta) \cos(2\chi), s_2 = D \sin(2\theta) \cos(2\chi), s_3 = D \sin(2\chi) \]
where $\chi$ is the ellipticity angle. The calculated Stokes parameters are only interesting if they are unique to a particular set of contrast measurements. The uniqueness of the results can be determined by noting that the right hand side of the equation has the form $G(A, D) + H(A, D) \sin^2(\theta)$ where $G$ and $H$ are constants that are determined by $A$ and $D$. If there are there is another combination of $A$ and $D$ which we will call $(A', D')$ such that $G(A, D) = G(A', D')$, and $H(A, D) = H(A', D')$, then an identical $C(\theta)$ would be obtained for multiple polarization states. However, those two equalities are only non-trivially satisfied by $A' = 1/ A$ and $D' = -D$, both of which are non-physical. As a result, we can concluded that $C(\theta)$ is in fact uniquely determined by $A$ and $D$, and that finding the $A$ and $D$ that produce the best fit to the measured data will yield the correct SoP.

This new method extracts the state of polarization of a fluctuating field from the first two moments of the distribution of intensity fluctuations. The key is to mix the fluctuating field with an uncorrelated reference. The short term interferences between these fields influence the intensity fluctuations in a manner that depends on the state of polarization of the fluctuating field. Analyzing the residual state of polarization of optical fields is of interest for a number of sensing applications that rely on light scattering. Most polarimetric techniques require either discarding part of the light of interest due to the use of polarimetric filters or splitting the light among multiple detectors; however, if the intensity fluctuations are being measured, the SoP of the signal can be determined without additional detectors or polarization optics. In addition, because the method is interferometric in nature it may be especially appropriate for measurements of weakly scattering systems.
C. New paradigms for light-matter interaction

Direct mechanical action of radiation is due to momentum transfer. As a result of scattering and/or absorption, the momentum of light is always decreasing along the direction of incidence \( z \) and, consequently, a positive momentum is transferred to the object. If \( p=hw/c \) is the incident momentum per photon, the most one can transfer to an object is \( 2p \) or \( p \) when the object is completely reflecting or absorbing, respectively. This effect of direct radiation pressure has been considered in the context of perturbing satellite orbits as well as space propulsion. The magnitude of the force per unit area is proportional to the incident intensity.

C1 Nonconservative forces on scattering objects

To understand why nonconservative forces are usually pressure, not drag, forces, let us consider the situation where a plane wave propagating along \( z \) direction is scattered by an object. Part of the wave’s momentum is transferred to the scattered radiation that is deflected away and, therefore, some of the initial momentum along \( z \)-direction is lost even for nonabsorbing objects.

Due to momentum conservation, the lack of wave’s momentum along \( z \) after scattering should be compensated by the momentum transferred to the scattering object. This means that, during any kind of scattering event, the wave imparts a certain amount of momentum to the scattering body creating a force acting in the positive \( z \) direction, i.e. along the wave’s propagation. This radiation pressure depends on the light intensity \( I \) and the objects’ reflectivity \( R \) as

\[
p = (I/c)(1 + R)
\]

where \( c \) is the speed of light. For objects with specific shapes, the redistribution of light momentum can lead to unexpected movements of the object. Depending on the scattering phase function, the radiation pressure can act in a direction different than the incidence, a fact that is also known from the theory of anisotropic scatterers. However, in all these situations, some amount of momentum along the direction of light incidence is lost and this makes it impossible for a scattering object to move in a direction opposite to that of the incident beam. This is depicted schematically in Figure 15.

To increase the “forward” momentum resultant from the scattering or, in other words, to create a negative force on the object, one can use an active medium as suggested in Ref. [9]. However, this approach is only of limited practicality as most objects do not manifest optical gain. Alternatively, instead of artificially adding extra “forward” momentum to the scattered field, one could input from the beginning less momentum along \( z \).

---

**Fig. 15.** Conservation of linear momentum in scattering.

\[
k_{out\parallel} = k_{in} > k_{in} \cos \theta
\]

**Fig. 16.** A generic optical device (“black box”) converts the incident waves into waves propagating along the \( z \)-axis. As a result of momentum conservation, a negative optical force is generated.
The simplest way to achieve this momentum increase however is by illuminating with waves that propagate at some angle $\theta$ with respect to the $z$-axis and have the nonabsorbing scattering object (the “black box” depicted in Fig. 16) redirect these partial waves along the $z$-axis. Assuming that this “black box” does not produce additional scattered waves, the momentum conservation law is simply $k_{w} \cos \theta = k_{w} + k_{box}$ and the force acting on the object becomes $F_{z} = (P/c)(\cos \theta - 1)$, where $P$ is the total optical power incident on the object. It follows that the resultant force on the object is negative for any $\theta \neq 0^\circ$. This somewhat counterintuitive consequence has now been demonstrated in a number of physical arrangements.

### C2 Predesigned nonconservative forces - structured beams of light

Configurations generating negative, nonconservative forces can be created by structuring optical beams. We will examine here the practically relevant example of nondiffracting beams that maintain their structure over large distances, but concept is not limited to only these types of beams. A beam manifests nondiffractive behavior when its plane wave decomposition contains only one component of the tangential wavevector. In the paraxial approximation, such beam propagating along $z$ can be described as

$$E(r) = E(x, y) \exp(ik_z z), E(x, y) = \int_{-\pi}^{\pi} A(\phi) \exp[i k(x \cos \phi + y \sin \phi)] d\phi,$$

where the wavenumber $k$ in the surrounding medium is $k^2 = k_{1}^2 + k_{2}^2$. Due to the radiation pressure, the time-averaged force exerted on a particle with dimensions much smaller than the wavelength is $F_{zp} = (k/2) \Im \Re(E \times H^*)$, where $\alpha$ is the particle’s polarizability. Further use of the Maxwell’s equations leads to the $z$-component of the force: $F_{zp}^z = \frac{1}{2} \Im \Re |E(x, y)|^2 k_z$. Note that, in the paraxial approximation, the radiation pressure is due only to the nonconservative force acting along $z$. It follows that, when the beam is described by one single propagation constant, $F_{zp}^z$ is always positive, i.e. it acts along the propagation of the beam as illustrated in Figure 15.

However, the situation may be different when several nondiffractive beams, each characterized by its own $k_z$, are coherently superposed. For instance, in the case of a beam with two propagation constants $E(r) = E_1(x, y) \exp(ik_{1z} z) + E_2(x, y) \exp(ik_{2z} z)$, one can easily check that the extremum of the radiation pressure force is reached if

$$\frac{|E_1(x, y)|}{|E_2(x, y)|} = -\frac{(k_{1z} + k_{2z}) \cos \gamma}{2k_{1z}},$$

where $\gamma = (\phi_1 - \phi_2) + (k_{1z} - k_{2z}) z$ and $\phi(x, y) = \arg E_j(x, y)$. The $z$-component of the force reaches its minimum for $\cos \gamma = -1$ when $(F_{zp}^z)_{\text{min}} = -\frac{1}{8} \Im \Re |E_2(x, y)|^2 (k_{1z} - k_{2z})^2 / k_{1z} < 0$.

Thus, in this system of interfering nondiffracting beams, there are locations where the Poynting vector is oriented in a direction opposite to the beam propagation and, consequently, the radiation pressure acts towards the source of light!

It is interesting to note that for this kind of beam, the electric field energy density is

$$|E(r)|^2 = |E_1(x, y)|^2 + |E_2(x, y)|^2 + 2|E_1(x, y)||E_2(x, y)| \cos \gamma.$$
And, when $|E_{1,2}(x,y)|$ are slowly varying functions of coordinates, because in the vicinity of points where optical force is negative $\cos \gamma = -1$ it means that these points are also local minima of $|E(r)|^2$. It is known that, because of gradient forces, small particles with negative polarizability tend to move towards the regions with lowest electric field density. Examples include low-index particles in a water, metal particles or blue-detuned atoms. Nevertheless, points where the radiation force points against the average flow of energy can be found in local maxima of intensity for appropriate construct of field $|E_{1,2}(x,y)|$.

![Image](image1.png)

**Fig. 17** Distribution of electric energy density (a) and optical force in arbitrary units (b). The calculations correspond to the case of a silver nano-particle suspended in carbon tetrachloride with refractive index 1.46. The shaded area at the bottom of figure (b) denotes the NOF region. The inset shows only the nonconservative part of the force.

In Figure 17a, the distribution of electric field density $|\mathbf{E}(r, \phi)|^2$ is shown in the cross-section of such a beam obtained by interfering a plane wave with a Bessel beam of order $-1$ and $k_z = 0.8k$. Figure 17b illustrates the distribution of $z$-component of the force acting on a small particle when the beams parameters are such that the $F_{\text{ngf}}^z$ reaches its minimum near the point of coordinates $r \approx 3.14\lambda$ and $\phi \approx \pi$, which correspond to the minimum of $|\mathbf{E}(r, \phi)|^2$ in Fig. 3a.

The region where the force is negative extends along the entire propagation distance for such non-diffracting, rotating, scale-invariant vector electromagnetic waves. Our estimations show that the dimensions of such regions and the magnitude of the forces can be further controlled by interfering a larger number of beams, by considering beams with more complex angular spectra or by using other transformations between different propagation planes.

**C3 Adaptive nonconservative forces on scattering objects**

Scattering objects may have irregular shapes or inhomogeneous distribution of their optical properties. In this situation, the scattering is a rather complicated process that depends on scatterer morphology, orientation, as well as the properties of incident radiation. We have recently demonstrated that even in such extreme situation one can find the appropriate conditions in which the overall mechanical action can be directed at will.
We will illustrate the extreme situation of a cluster like object that scatters the light such that the original direction of propagation of any incident photon is completely randomized through the scatterer. This object scatters light in all directions and generates an uncorrelated, speckle like field. The complex object is illuminated by an electromagnetic field considered to be the superposition of a number of plane waves whose corresponding phases and polarizations can be adjusted at will. By adjusting these properties one can effectively transform the random medium into a useful optical component, such as, for instance, a focusing lens. In one such adjustment of the incident field, it can be found that all the scattered partial waves interfere constructively along the z-direction, in a manner similar to the one produced by the “black box” suggested in Figure 16. Of course, different plane waves constituting the incident beam contribute differently to the force along z. For instance, a plane wave traveling originally along the z-axis can create only a pushing force \( F_z(\theta = 0) \) while plane waves incident perpendicularly to the z-axis \( (\theta = \pi/2) \) contribute the most to the negative force \( F_z \). Obviously, there should be an angle of incidence \( \theta_m \) at which the plane wave contribution to \( F_z \) is zero and observable negative forces can only be achieved for \( \theta > \theta_m \).

The minimal angle \( \theta_m \) at which \( F_z \) is still negative can now be estimated. Let us assume that the random object scatters light evenly into \( N_s \) independent channels corresponding to the number of speckles in the far field. When the incident beam is composed of \( N_i \) partial plane waves, the momentum of light scattered along z-direction due to constructive interference of these partial waves is \( k_z = (P_s/c)N_i^2/N_s \), where \( P_s \) is the scattered power for one particular plane wave. On the other hand, the total initial momentum along z is \( k_z = (P_s/c)N_i \cos \theta \). Thus, in order for the electromagnetic momentum to increase due to scattering, the condition \( \cos \theta \leq N_i/N_s \) should be fulfilled.

We exemplify this concept on a cluster of spheres which is illuminated by a set of coherent plane waves uniformly distributed in the k-space such that all have the same \( k_z \) component as shown in Figure 4. Note that this condition makes the overall beam nondiffracting. In general, the multiple scattering from such inhomogeneous objects is complicated and not isotropic and the details of the process can only be described numerically. In this case, scattering from the aggregate was calculated using a multiple sphere T-matrix FORTRAN code. For this example, hundreds of spheres with size parameter \( kr = 1 \) were randomly distributed within a spherical volume with size parameter \( kR = 10 \) \( (R \approx 7l^-) \), they were illuminated by a nondiffracting beam and the amplitude scattering matrices were calculated along every scattering direction. The angular distribution of the scattered field in the forward scattering hemisphere is shown in Figure 19a for the case where the plane waves constituting the illuminating beam have all the same phase. The ring of high field amplitude (mostly green) corresponds to the forward scattering direction for each partial plane wave.

Next, we attempted to maximize the scattering along z-axis by adjusting the polarization and phase of each plane wave in such a way that the x-components of all partial scattered fields along z-direction are maximized and in phase. The resulting scattering pattern is shown in Figure 19b.
where one can clearly see the spot of enhanced scattering located at zero polar and azimuthal angles, i.e. along the direction of beam’s propagation.

**Figure 19.** (a) Angular distribution of scattered electric field amplitude \(|\mathbf{f}|\) in the forward scattering hemisphere of the cluster shown in Fig. 17. (b) Same for conditions where the illumination is optimized such that forward scattering is maximized.

Having access to the scattering distribution one can evaluate the magnitude of the optical force

\[
\mathbf{F}_{\text{opt}} = -\frac{\varepsilon_0}{2k^2} \int_{\Omega} |\mathbf{f}(\mathbf{k}_s = \mathbf{r}, \mathbf{k}_i)|^2 \cdot \mathbf{r} d\Omega + \frac{2\pi\varepsilon_0}{k^2} \sum_{i=1}^{N_i} \mathbf{k}_i \cdot \text{Im}[\mathbf{f}(\mathbf{k}_s = \mathbf{k}_i, \mathbf{k}_s) \cdot \mathbf{E}_i^*],
\]

where the scattering amplitude \(\mathbf{f}(\mathbf{k}_s, \mathbf{k}_i)\) depending on both on the direction of scattering \(\mathbf{k}_s\) and the directions of propagation of every partial wave \(\mathbf{k}_i\) describes the scattered field in the far zone \(\mathbf{E}_s = (\exp(ikr)/(kr))\mathbf{f}(\mathbf{k}_s, \mathbf{k}_i)\). The numerical estimation of the integral for the situation depicted in Fig 19a results in a value of the force \(F_z = 1.5\) pN. For optimized conditions of illumination corresponding to Fig 19b, however, the optical force along z-direction becomes negative: \(F_z = -0.24\) pN.

These results based on this principle of conservation of linear momentum, suggest that nonconservative optical forces acting on any scattering object can be manipulated at will without limitation of their shapes or structural morphology. Notably, in certain circumstances, the overall force acting on the object can point even in a direction opposite to beam’s propagation.

The structured illumination concept introduced here can be further improved as we will discuss further in this proposal. More elaborate optimization procedures that not only maximize scattering in the desired direction, but also minimize scattering along other directions can be used to control the angle of convergence for partial plane waves and the entire structure of the beam.
A material system can modify the radiation structure which, in turn, affects the mechanical effects on matter. As an example, we demonstrated the strong coupling between optical radiation and a colloidal system: changing the particles arrangement changes the field configuration acting on them, which influences the movement of the particles and so on. We have demonstrated for the first time that the “dynamic speckle” can be coupled to the “particles dynamics” without any thermal dissipation (absorption) into the system. The phenomenology is common to many complex systems (bio, turbulence, plasmas, etc.), which are in “steady state” but not in “thermodynamic equilibrium” because energy is continuously given to system’s constituents. So far, fundamental understanding was always hindered by the lack of controllable laboratory experiments. This all-optical “active medium” may serve as a convenient tool.

Even though our experiments are small scale demonstrations, the average field strength inside the cavity containing the colloid was only about one order of magnitude higher than that corresponding to solar irradiance (cca 1kW/m²). It is expected that, in the absence of drag forces (due to the liquid for our colloid), such radiation-mediated binding can occur at even lower field strengths.
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