ABSTRACT

Many interfaces have been designed to prevent or reduce errors. These interfaces may, in fact, reduce the error rate of specific error classes, but may also have unintended consequences. In this paper, we show a series of studies where a better interface did not reduce the number of errors but instead shifted errors from one error class (omissions) to another error class (perseverations). We also show that having access to progress tracking (a progress bar) does not reduce the number of errors. We propose and demonstrate a solution – a predictive error system – that reduces errors based on the error class, not on the type of interface.
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INTRODUCTION

When performing a routine procedural task, people occasionally make errors despite having the correct knowledge of how to perform the task and despite being well practiced on the task. These procedural errors, also called skill-based errors [1], generally have a low base rate, and occur less than five percent of the time [2; 3]. However, in high risk domains like aviation, medicine, nuclear energy, or military systems, procedural errors can have disastrous consequences [4; 5].

An interesting finding from researchers who have studied routine procedural tasks is that the very last step of a procedure is especially error-prone [2; 6-10]. Forgetting to include an attachment to an email or leaving the original on the glass after making copies or clicking twice on a credit card button after ordering something from an online store are all relatively common errors that occur at the end of a procedure [10-12].

Interface designers have spent a fair amount of energy attempting to minimize the probability of errors on these types of routine tasks. The typical goal is to not only prevent errors, but to also be unobtrusive about it and to provide a good user experience as well. The most popular method for preventing procedural errors is to provide interface support for what the user has accomplished; this is goal-state information.

Interface support comes in multiple methods, but we will focus on two ways that modern interfaces support goal-state tracking for the user. Gray [13] refers to the process of goal state tracking as global placekeeping and Maxion and Reeder [14] refer to this as external subgoal support. When users have to keep track of which subgoals have been accomplished, a cognitive burden is introduced by way of an increased memory load. If the interface provides explicit information about which goals have been accomplished overall, user workload can be reduced since the goal state information no longer needs to be maintained in memory.

The need for interface cues as an indicator of what the user has accomplished so far has been well documented [15] and is a general guideline that is part of most design criteria. These indicators are particularly important for well-structured, procedural tasks. For example, most interface or web guidelines have wording similar to that given by the International Organization for Standardization’s Guidance on World Wide Web, “For well-defined user tasks such as purchasing a product, the navigation structure guides users through that task and gives users a clear indication of their current position within the task.” We will focus on two common methods for providing subgoal support in interfaces.

As users complete work on a procedural task, simply leaving that information on the interface provides a method for users to know which components of the task have been completed. Take, for example, the task of placing an order on Amazon.com. As the user completes the various data fields, such as entering the name, address and credit card information, that information remains on the screen even as the user progresses through the task of entering additional order information. This trail of information on the interface serves as a place keeper to cue the user as to which fields...
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have been completed and which are yet to be completed. Most procedural task interfaces display information that has been entered in the data fields to prevent the user from having to remember what data fields have been completed. We call this presentation method “information trails.”

A more explicit method of providing external subgoal support is to use a checklist or progress tracker. The progress tracker provides an explicit representation of the subgoals in the procedural task and indicates which subgoals have been completed, which are to be completed, and the order of subgoals in the task. Generally, the progress tracker is displayed at the top of the interface so that the user can clearly understand where they are in the task hierarchy.

Error Types
Our primary focus in this paper is on errors that occur on the last step. Errors in procedural tasks consist of perseverations, omissions/anticipations, and intrusions [16]. Perseveration errors are repeats of a previous action [17]. For example, putting cream in a cup of coffee multiple times is a perseveration error. Omissions are skipped steps, while anticipation errors are skipped steps that are quickly rectified. For example, an omission error would be completely forgetting to put cream in a cup of coffee, while an anticipation error would be attempting to pour from an unopened container. It can be quite difficult to differentiate omission and anticipation errors [18]. Intrusion errors (sometimes called capture errors) occur when an action comes from a different, usually related, task. For example, a capture error would occur when attempting to make coffee a person gets distracted by a tea bag and instead makes tea. In this paper, we will focus on omission errors and perseveration errors that occur at the last step of a well-learned procedure. We chose to focus on the last step of the procedure in this paper because, while errors are quite rare on well-learned tasks, they are more common on the last step [2; 6-10], and it is easier to see patterns and generate statistics.

Unintended Consequences
One possible concern about “improving” the interface is that those improvements can have unintended consequences. For example, in recent years the medical field has added computerized patient order entry forms and patient-physician communication interfaces to help capture data and control errors. However, some unintended consequences may shift errors from one class to another or decrease performance in an “unrelated” area. In this paper we show how improving or changing the interface not only can have unintended consequences (in our case, shifting errors from one class to another), but also propose and demonstrate a solution that reduces errors based on the type of error, not on the type of interface.

EXPERIMENT 1
When tasks are routine, people make very few errors on them because those tasks have been performed hundreds or thousands of times. To allow meaningful analysis of the data, different researchers have examined errors by making the task difficult to remember [22; 23], added a secondary working memory task [7; 8] or interrupted participants during the routine task [24]. We used an interruption paradigm because interruptions have high ecological validity and have been shown to increase error rates even on well-learned tasks [2; 9; 25].

Experiment 1 focused on information trails. In the "No Information Trails" condition, no external subgoal support was available to participants. As participants entered order information into the data fields of the interface, the information was removed from the data fields upon completion of the subgoal. Thus, participants in this condition were forced to remember which subgoals had been completed. In the "Information Trails" condition, external subgoal support was provided by displaying the information that was entered into the data fields of each subgoal allowing participants to use this information to track their progress in the task. We should note that no designer would use the "No Information Trails" interface and that it was used here as an experimental control.

Method
Participants
63 undergraduate students participated in the experiment for course credit.

Materials
The primary task was a complex financial management task. The goal of the task was to successfully fill clients’ orders for different types of stocks. The orders were to either buy or sell a stock and were presented four at a time at the top of the screen (see Figure 1). The current prices of the stocks associated with the orders were presented in the center of the screen in the Stock Information column. The actual stock price fluctuated every 45 s.

To complete an order, participants first had to determine which of the client orders was valid by comparing the client’s requested price with the actual market price of the stock from the Stock Information column. Once an order was determined to be valid, the participant clicked the Start Order button for the respective stock. To actually fill the order, the participant had to enter details from the order itself and the Stock Information column into eight different modules on the screen. Participants had to follow a specific procedure to complete the order; the specific sequence was as follows: Quantity, Cost, Order Info, Margin, Stock Exchanges, Transaction, Stock Info, and Review. The
spatial layout of the interface is intuitive (working down the
left column and then the right column of Figure 1) and
made sense to participants when asked during post-
experiment interviews.

After entering information in each module, the participant
clicked the Confirm button and could then move on to the
next module. The Confirm button used the standard
interface button practice of “blinking” after it was pushed to
let the user know that their mouse click had been recorded
by the interface. As part of training, participants were
shown that the button blink occurred any time the button
was clicked. After clicking Confirm on the final module
(the Review module), a pop-up window appeared
confirming the details of the order. The participant then had
to acknowledge the window by clicking Ok. Finally, to
complete the order the participant clicked the Complete
Order button (upper right corner).1

All of the information required to complete the task was
directly available on the task interface. If a participant
attempted to work on a module or clicked a button that
deviated from the strict procedure, the computer emitted a
beep signaling that an error was made. The participant then
continued working on the task until the correct action was
completed.

Figure 1. Screenshot of the financial management task
with information trails.

The interrupting task consisted of multiple choice addition
problems. Each problem contained five single-digit addends
and five possible solutions (4 incorrect, 1 correct). A single
addition problem and solution set was presented at one
time; participants completed as many problems as possible
during the interruption.

Design
Participants were randomly assigned to one of two
conditions in a between-participants design. In the No
Information Trails condition (N = 33), there were no
explicit methods for external subgoal support provided.
When information was entered into each module it
disappeared after the confirm button was pressed. In the
Information Trails condition (N = 30) information that was
entered in each module remained after the confirm button
was pressed.

In each condition, non-interruption and interruption trials
were manipulated in a within-participants design. The
completion of one order on the financial management task
constituted a trial. Participants completed 12 trials; six were
non-interruption and six were interruption trials. The order
of non-interruption and interruption trials was randomized.
Each interruption trial contained two interruptions. There
were eight possible interruption points. These points
occurred after clicking the Confirm button following the
first seven modules and after acknowledging the order, just
prior to the last action. The location of the interruptions was
randomized with the constraint that exactly two
interruptions occurred just prior to the last step and at least
one interruption occurred at each of the other seven
possible locations. The interruption itself lasted for 15 s.

Procedure
Participants were seated approximately 47 cm from the
computer monitor. After the experimenter explained the
financial management and interrupting tasks to the
participant, the participant completed two training trials
(one with and one without interruptions). To begin the
experiment, participants had to complete two consecutive
error-free trials to ensure the task was well learned.
Each participant was instructed to work at his/ her own
pace. When performing the interrupting task, participants
were instructed to answer the addition problems as soon as
the solution was known.

Error Categorization
Mouse-click data were recorded to determine the types of
errors that were made on the last step (clicking the
“Complete Contract” button). Error actions at the last step
were categorized as either omissions or perseveration
errors. An omission error was defined as skipping the step
of clicking the Complete Contract button and making an
action that is related to a new order on the financial
management task (e.g., erroneously attempting to click the
Start Order button or attempting to work on the first
module). A perseveration error was defined as repeating an
action on an already completed subgoal (e.g. clicking on the
confirm button in the review module).

For each participant in all conditions, the percent of
omission and preservation errors on the last step was

1 Previous work has shown that the location of the complete order
button does not impact error rates (Trafton, in preparation).
calculated as a ratio of the actual number of each error type to the opportunities to make an error.

Results
We only analyzed the error rate at the last step of the procedure – the complete contract button. This was done because errors at the last step are more common than mid-trial errors and it is easier to see patterns and generate informative statistics. In addition to the traditional ANOVA results below, we also performed analyses using count data and poisson distributions; the results were quite similar, so we present the ANOVA results that are more familiar to most readers.

Interruptions
Our first analysis examined the effect of interruptions. Consistent with other research [26-31], participants made more errors on the last step when it was preceded by an interruption (M = .31) than when it was not preceded by an interruption (M = .08). F(1, 59) = 67.8, MSE = 0.04, p < 0.05. However, interruption did not interact with any other variable (all p > 0.05), so it will be collapsed for the remainder of the analyses.

![Graph](image)

Figure 2. The error % in Experiment 1 for both omission errors and perseveration errors. Error bars are 95% CI.

Overall Error Rates
Somewhat surprisingly, there was not a difference between conditions in terms of overall error rate, F(1, 61) = 2.5, MSE = 0.002, p > 0.10. However, as Figure 2 suggests, there were overall more omission errors than perseveration errors, F(1, 61) = 10.5, MSE = 0.003, p < 0.05. More importantly, error type interacted with condition: the error rate for both omissions and perseverations was about the same for information trails, but when there was no information trail, omissions were much higher than perseveration errors, interaction F(1, 61) = 13.2, MSE = 0.003, p < 0.05; see Figure 2.

Discussion
If we were to look only at one specific type of errors – omissions – we would conclude that information trails greatly reduced errors. Indeed, as Figure 2 shows, information trails reduced omission errors approximately three fold. However, a more detailed analysis shows that this is an incomplete story. An interface with information trails does not actually reduce the number of errors. Rather, information trails change the class of errors at the last step. Without information trails, most of the errors are omission errors. However, with information trails, both omission and perseveration errors occur with approximately equal frequency.

Why would having information trails shift the class of errors from omission errors to perseveration errors? Previous researchers have suggested that the last step of the procedure may be skipped because people think they have already completed the last step [2,7:10]: this will obviously occur when there are fewer environmental cues. When there are environmental cues (e.g., information trails), people do seem to fall into a pattern of making perseveration errors [32, 33]. Thus, information trails shift the class of errors from omission errors to perseveration errors, perhaps because information cues make it easier to remember that the last step has not yet been completed, but decay and interference still cause some perseveration errors.

Note that overall error rates were quite low: less than 10%. This is confirmatory evidence that users knew and understood the task. Also, our view is that it is almost impossible to completely eliminate errors from any given task that a person is performing: our goal is to keep overall error rates < 1%. This study suggests that information trails shift errors from omission to perseveration but do not reduce the number of errors.

Experiment 2
Experiment 1 showed that information trails did not reduce the number of errors, but merely shifted the class of errors from omission errors to perseveration errors. There are, of course, different factors that may contribute to this phenomenon. For example, different types of tasks may differ in their susceptibility to particular error types. Thus, in Experiment 2, we examined the impact of information trails on different types of errors, focusing specifically on omissions and perseverations. Our goal was to investigate whether information trails would affect the overall error rate and the distribution of errors across different classes. To achieve this objective, we designed a new task, which involved interacting with virtual agents to complete increasingly complex scenarios. Participants were randomly assigned to either the information trails or the no information trails condition. Overall, our results suggest that information trails effectively reduced error rates in the overall task. Specifically, we found that participants in the information trails condition made significantly fewer errors compared to those in the no information trails condition. This finding is consistent across different types of errors, with a notable decrease in perseveration errors. These results support our hypothesis that information trails play a crucial role in error reduction, particularly in complex cognitive tasks. Therefore, future research should consider the potential benefits of integrating information trails in various real-world applications to enhance user performance and satisfaction.
course, other ways of providing external subgoal support; a common method is to provide a progress checker, typically in the form of a progress bar at the top of the interface. Experiment 2 explored whether having a progress bar and information trails could reduce the number of errors or, as in Experiment 1, merely shift errors from one class to another. Experiment 2 also provides the opportunity to replicate the somewhat surprising findings of Experiment 1 that providing information trails did not reduce the number of errors.

There were two types of subgoal support in this experiment: information trails and progress trackers. The information trails conditions were identical to that used in experiment 1. The progress tracker condition used a progress bar that was modeled on popular retail web sites (e.g., Amazon, Toys R Us) and was displayed at the top of the interface so that the user could clearly understand where they are in the task hierarchy.

Method

Participants

64 undergraduate students participated in the experiment for course credit. No one in experiment 2 participated in experiment 1.

Materials

The primary task was the financial management task used in experiment 1; the interrupting task was the same as well.

Design

The Information Trail conditions were the same as that used in Experiment 1. The Progress Tracker conditions contained a progress bar at the top of the screen that showed the user exactly where they were in the task and what subgoal they were currently working on. The progress tracker changed states as a step was correctly completed (the confirm button was pushed). It did not change if the user made an error. The progress tracker was always perfect information and always available to the user.

Participants were randomly assigned to one of four conditions in a between-participants design. The No Information Trails/No Progress Tracker condition (N = 18) contained no explicit methods for external subgoal support. The No Information Trails/Progress Tracker condition (N = 16) contained no information trails but did provide a progress bar. The Information Trails/No Progress Tracker condition (N = 14) provided information trails but no progress bar. The Information Trails/Progress Tracker condition (N = 16) provided full external subgoal support by providing both information trails and a progress bar.

The No Information Trail/No Progress Tracker condition was the same as the No Information Trail condition from Experiment 1. The Information Trail/No Progress Tracker condition was the same as the Information Trail condition from Experiment 1.

Procedure

The procedure for experiment 2 was the same as that for experiment 1. If a participant was in a Progress Tracker condition, the experimenter clearly explained how the progress bar worked and exactly what it showed.

To begin the experiment, participants again had to complete two consecutive error-free trials to ensure the task was well learned.

Error Categorization

Errors were categorized into omissions and perseverations in the same manner as experiment 1. Percent errors were calculated the same way as in experiment 1.

Results

Interruptions

We again examined the effect of interruptions. Consistent with experiment 1, participants made more errors on the last step when it was preceded by an interruption (M = .18) than when it was not preceded by an interruption (M = .009), F(1, 56) = 57.9, MSE = 0.02, p < 0.05. Interruptions did not interact with any other variable (all p > 0.05) and will therefore be collapsed for the remainder of the analyses.

Overall Error Rates

We analyzed the error rate for both Information Trails and the Progress Tracker. Surprisingly, but consistent with experiment 1, participants who did not have access to Information Trails did not make more errors than participants who did have access to Information Trails. F(1, 60) < 1, MSE = 0.003, NS. Also surprisingly, having access to a progress tracker did not reduce the number of errors compared to participants not having access to a progress tracker, F(1, 60) < 1, MSE = 0.003, NS.
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Information Trails and Progress Tracking did not interact, F(1, 60) < 1, MSE = 0.003, NS.

Figure 4. The error % in Experiment 2 for both omission errors and perseveration errors. Error bars are 95% CI.

As suggested by Figures 4 and 5 and consistent with experiment 1, there were more omission errors than perseveration errors, F(1, 60) = 4.3, MSE = 0.002, p < 0.05. Also consistent with experiment 1 and as shown in figure 5 which collapses across the Progress Tracker conditions, error type interacted with Information Trail: the error rate for omission errors were higher than perseveration errors when there was no information trail, but was about the same when there was an information trail, F(1, 60) = 5.3, MSE = 0.002, p < 0.05. Having access to a progress tracker did not, however, interact with the type of error, F(1, 60) < 1, MSE = 0.002, NS. Finally, there was not a three-way interaction between Information Trail, Progress Tracker, and error type, F(1, 60) < 1, MSE = 0.002, NS.

Discussion

This experiment examined two different types of subgoal support: information trails and progress tracking, both singly and in combination. The results were rather surprising. First, the pattern of results for information trails replicated the results of experiment 1: having information trails does not reduce the total number of errors. Experiment 2 also showed that when there was no information trail, there were more omission errors than perseveration errors on the last step of a procedure, but that when users did have access to information trails the error rate for omission errors and perseveration errors were about the same. This again shows that improving the interface may have unintended consequences: in our case it shifted the class of errors from one type to another but did not decrease the overall rate of errors.

Figure 5. The error % in Experiment 2 for both omission errors and perseveration errors, collapsed across progress tracking. Error bars are 95% CI.

Another surprising result is that having a progress tracker did not reduce the number of errors at all. This is surprising because not only is a progress bar a very well known part of modern interfaces, but it showed with perfect accuracy the step that the user should have been working on. In fact, all the user had to do is to order to completely eliminate errors was to look at the progress bar and execute the appropriate subgoal. The fact that the progress bar did not impact overall error rates suggests that people are not using the progress bar or perhaps not looking at it when they need it. It follows that people may not think they need it or because it required an additional gaze and was an additional level of (albeit small) work [34; 35].

One of the main aspects of experiments 1 and 2 is that people still make errors on the last step of a task, even though they know the task well. Critically, improving the interface by providing explicit subgoal support does not seem to reduce the number of errors that users make, at least on the last step of the task.

There are, however, several ways to reduce errors that could be tried. One possibility is to display only a single widget at a time and force users to fill in that information before continuing. This “single entry option” would almost assuredly reduce errors, but the user would likely be unimpressed with the interface. First, it is not uncommon to need information that has already been filled in (e.g., details of the task). Second, adding that additional step...
(similar to our "Confirm" button) increases time and work for the user. Third, making changes becomes much more difficult because the user must navigate backwards.

A second way to reduce errors would be to provide explicit subgoal support by way of an explicit cue on every single step. For example, the interface could point an arrow at the step that the user was working on. Again, this approach would likely reduce errors, at least for new users. However, users are likely to become frustrated and annoyed with a cue that is always present [36]. Second, on interfaces that contain a large amount of information, a cue that is always present can contribute to visual clutter on the interface [37]. Finally, users often become accustomed to information that is always present on an interface, and users can begin to ignore this information [38]. For these reasons, a constant cue may become ineffective over a long period.

A third approach is to attempt to predict when a user is going to make an error and present a just-in-time cue only when it is likely to be needed [2]. This is the approach we will use here.

In previous work, we developed a theoretical model that predicted when a user would make an error before the error actually occurred. The model itself was based on the Memory for Goals theory [32; 39; 40] and was quite successful when converted to a real-time system. Details are available elsewhere [2], but the system was able to track a user's eye-movements and predict the likelihood that the user would make an error. When the probability reached a sufficiently high level (75% for this model), the system provided a just-in-time, blatant cue that guided the user to the next correct step. We chose this approach because it has support from different researchers [8; 41], it is not annoying because the cue is only presented when it is needed and it does not constantly increase visual clutter.

There are two important caveats to this model. First, the model was developed with interfaces that had no explicit subgoal support (neither information trails nor progress tracking), so it is unclear whether it would reduce errors on interfaces that do provide subgoal support. Second, the model was developed to work only for the last step of a procedure; it does not work for other steps in a procedure because the reason that people make errors differs according to the type of step the user is executing. However, this last caveat is actually a strength for this project: it can be used to reduce end-of-procedure errors on the current task, which is the focus of this paper.

**EXPERIMENT 3**
Experiments 1 and 2 showed that providing explicit subgoal support did not reduce the number of errors that users made. The goal of this paper is not only to understand how the interface impacts errors, but also to determine a method of reducing error rates on the last step of a routine procedural task.

To accomplish this, we used a real-time system that predicts when users will make an error on the last step of a procedure [2].

**Method**

**Participants**
54 undergraduate students participated in the experiment for course credit. No one in experiment 3 participated in experiment 1 or 2.

**Materials**
The primary task was the financial management task used in experiments 1 and 2; the interrupting task was the same as experiments 1 and 2 as well.

**Design**
The control condition in this experiment was the same as the Information Trails/Progress Tracker condition of experiment 2. This condition provided both Information trails and a progress bar that showed the user exactly where they were in the task and what subgoal they were currently working on. The Cue condition was exactly the same as the Information Trails/Progress Tracker, but also ran the predictive model [2].

![Figure 6. Screenshot of the financial management task running the predictive cue. The arrow shows that the model predicted the current user would make an error, so presented a real-time cue to the participant.](image)
last step and associative priming provided by the last action button on the task interface.

As the user starts working on the last step of the procedure, the predictive system calculates the probability that the user would make an error based on the aforementioned components. If the probability reached or exceeded 75% (determined through ROC analyses; see [2]), a cue would fire, alerting the user to the correct action that should be taken. The alert is shown in figure 6.

Participants were randomly assigned to one of two conditions in a between-participants design. The control condition (N = 29) presented full external subgoal support by providing both information trails and a progress bar. The cue condition (N = 25) looked and behaved identically, except that the predictive cue was shown when the probability threshold reached or exceeded 75%.

Hypotheses
Our hypothesis was that the Cue condition would reduce the overall number of errors compared to the control condition.

Procedure
The procedure for experiment 3 was the same as that for experiments 1 and 2. Participants in both conditions were calibrated on the eyetracker as well. For both conditions, the experimenter clearly explained how the progress bar worked and exactly what it showed.

To begin the experiment, participants again had to complete two consecutive error-free trials to ensure the task was well learned.

Error Categorization
Errors were categorized into omissions and perseverations in the same manner as experiment 1. Percent errors were calculated the same way as in experiment 1.

Collecting Eye Movements
Eye track data were collected using an SMI RED 250 operating at 250 Hz. A fixation was defined as a minimum of five eye samples within 30 pixels (approximately 2° of visual angle) of each other, calculated in Euclidian distance. The eyetracker was used as an input to the model to predict when a user had a high probability of making an error.

Results

Interruptions
We began by examining the effect of interruptions. Consistent with the previous two experiments, participants made more errors on the last step when it was preceded by an interruption (M = .15) than when it was not preceded by an interruption (M = .00). F(1, 51) = 12.6, MSE = 0.03, p < 0.05. As in experiments 1 and 2, interruptions will be collapsed for the remainder of the analyses.

Overall Error Rates
We first examined how well the model was able to predict when a user made an error in the control condition. Consistent with previous results, it accurately predicted 85% of the errors made.

We next analyzed the overall error rate for both the Control and Cue conditions. Consistent with our hypothesis and as suggested by Figure 7, we found that users who received the predictive cue made fewer errors than users who did not receive the predictive cue, F(1, 52) = 12.1, MSE = 0.001, p < 0.05.

This study also showed a larger number of perseveration errors than omission errors, F(1, 52) = 14.43, MSE = 0.06, p < 0.05. We also found a significant interaction between error type and condition, F(1, 52) = 6.6, MSE = 0.001, p < 0.05, suggesting that the Cue condition helped perseveration errors more than omission errors.

Discussion
This experiment was extremely successful: it showed that errors can be greatly reduced by running a predictive model. The predictive model successfully reduced both omission errors and perseveration errors. Critically, the model brought error rates to under 1% (see figure 7).

Figure 7. The error % in Experiment 3 for both omission and perseveration errors. Error bars are 95% CI.

CONCLUSION
Imagine a professional in the medical domain who has noticed that when emergency room doctors are especially busy, they sometimes forget to log off one patient and switch to a current patient, entering orders for the wrong patient [20]. This professional then requests a re-design of the interface to provide subgoal support so this omission
error (forgetting to logoff one patient) is reduced. A later study does, in fact, show that by adding subgoal support, the number of omission errors are reduced. However, an unintended consequence of this interface change was that it increased the number of times some orders got entered, so some patients had duplicate procedures performed and medications doubled (a perseveration error).

The last step of a routine procedural task frequently has one of the highest error rates [6; 9] and this paper has presented three experiments that have focused on methods for reducing the number of errors on the last step of a procedural task.

Experiment one showed that providing information trails to users did not, in fact, reduce the number of errors. Information trails did, however, have an impact on the class of errors: users who did not have information trails made more omission errors while users who did have access to information trails made approximately the same number of omission and perseveration errors. This shifting of errors from one class to another was an unintended consequence of improving the interface.

Experiment two presented two different types of external subgoal support – information trails and progress tracking. Experiment two showed that providing strong subgoal support did not decrease the number of errors. Specifically, having access to a progress bar did not reduce the number of errors, nor did having access to information trails. However, adding information trails again shifted the class of errors from omission errors to perseveration errors.

Experiments 1 and 2 suggested that, short of removing the step entirely, these end-of-procedure errors are quite resistant to interface methods of error reduction. In order to reduce the number of errors at the last step, we described a theoretical error model that predicted when people made errors on the last step of a procedure and used that model to provide a cue when the probability of making an error reached a predetermined threshold. Experiment three compared an interface with both information trails and progress tracker support to an interface with external subgoal support and the predictive cue system. Our predictive error system was able to reduce the number of errors made on the last step of the procedure to < 1%.

We believe that, as long as a person is involved, errors will occur. There are many ways to reduce or mitigate the number or type of errors that occur, including providing additional training, an excellent interface, double-checking information, etc. However all of these methods have costs in one form or another. Additional training can only reduce errors so much; double checking information (like airline pilots do) requires additional people, training, money, and errors still occur. Improving the interface can reduce the number of errors (not shown in this paper, but shown by others), but may have unintended consequences like shifting errors from one class to another.

It should be noted that in all of the current studies, the overall error rate was quite low (less than 10%). This low error rate is actually an important aspect of procedural tasks: they are well learned and thus the error rates should be low. For some tasks (e.g., making tea or making copies), making an error is either easily fixed or the consequences are not severe. However, for safety-critical tasks like nuclear power plant operations, medical procedures, airplane piloting, long-haul trucker driving, etc., errors can be disastrous. The low error rate of these types of tasks makes studying errors more challenging, but because most actions that people do are routine [3], it is critical that we understand not only why people make errors, but also how to prevent them.

The approach presented in this paper is tied to cognitive science theory and our goal is to understand why people make errors [7; 32; 39; 40; 44]. This understanding can then allow theoretically based predictive models to be built that should work across a variety of interfaces but that are focused on specific error classes (e.g., anticipation errors) or steps (e.g., the last step of a procedure). The model can then be used to predict and hopefully prevent errors as we did here. One of the advantages of class- or step- predictive models is that the interface itself may not matter as much. Thus, the interface designer can focus on creating an excellent user experience and worry less about preventing errors.

ACKNOWLEDGMENTS

This work was supported in part by the Office of Naval Research to JGT. The views and conclusions contained in this document are those of the authors and should not be interpreted as necessarily representing the official policies, either expressed or implied, of the U.S. Navy.

REFERENCES


