1. Introduction
An ad-hoc task in TREC investigates the performance of systems that search a static set of documents using previously-unseen topics. This year, the ClueWeb12\textsuperscript{1} dataset are used. The overall goal of the risk-sensitive task is to explore algorithms and evaluation methods for systems that try to jointly maximize an average effectiveness measure across queries, while minimizing effectiveness losses with respect to a provided baseline. Two baselines from different IR systems are supplied this year in order to understand the nature of risk-reward tradeoffs achievable by a system that can adapt to different baselines.

The rest of this paper is organized as follows. In Section 2, we discuss the processing of ClueWeb12, derived data and external resources. In Section 3, the BM25 model with term proximity, the diversification method and the results fusion strategy are introduced. We report experimental results and the corresponding re-ranking strategy in Section 4. Finally, our work is concluded in Section 5.

2. Data Processing

2.1 Search Engine
This year, we continue use the Galaxy Search Engine(GSE)\textsuperscript{2}, a high performance distributed search platform. The GSE is deployed over ten servers, each of which has 16 CPU cores, 32GB memory and 16TB hard disk.

2.2 Parsing the documents
The ClueWeb12 dataset consist of over 733 million different pages, identified by TREC_ID. As the same as last year, we parse the pages and split them into 4 parts, TREC_ID, TITLE, CONTENT and URL. The parsed documents are expressed as XML documents for index. In order to speed up the index/search procedure, only the high-quality pages are used in experiments. The Fusion score of Waterloo Spam Rankings\textsuperscript{3} is used as spam filter this year. Those pages whose percentile-score are greater than 70 are treated as high-quality ones. High-quality anchor text leads user directly to the page they want. Fortunately, Djoerd Hiemstra shares their anchor text\textsuperscript{4} extracted from the TREC ClueWeb12 collection. The anchor texts are used as the fifth part ANCHOR.

2.3 Entity recognition
Some entities such as "orcas island", “african american music” and "windsor knot" consist of more than one word. It is very useful to treat them as one word in the bag-of-words retrieval models. The Freebase Dump provided by Google was used to recognize entity in last year’s experiments. However, we found that a lot of noise was brought in at the same time. We choose the Wikipedia Dump to help extract the entities in the topics this year. What’s more, there exists some redirection information in the Wikipedia pages. They are extracted to treat as the synonyms of the corresponding entity.

3. Experiments

2.1 BM25 model with term proximity
Okapi BM25\textsuperscript{5} is one of the traditional bag-of-words ranking function which is widely used by web...
**ICTNET at Web Track TREC2014**

Presented in the proceedings of the Twenty-Third Text REtrieval Conference (TREC 2014) held in Gaithersburg, Maryland, November 19-21, 2014. The conference was co-sponsored by the National Institute of Standards and Technology (NIST) and the Defense Advanced Research Projects Agency (DARPA).

**Abstract**

Same as Report (SAR)
search engines. It assumes full independence between terms, so it does not take the proximity of query terms into account. This year, we use the proximity-enhanced retrieval model named BM25PF that combine the phrase frequency information with the basic BM25 model to rank the documents. All the entities are treated as one word and the corresponding synonyms are used to do query expansion.

2.2 Diversification

In order to perform well on the multi-facet topics, we diversify the search results and re-rank them. For each topic, we firstly remove all the words in the topic from the search results. Then GibbsLDA++ is used to get the subtopics. At last, greedy algorithm are used to re-rank the results according to the document-subtopic distribution.

2.3 Result fusion

This year, we tried the result fusion to achieve risk-sensitive retrieval. For each document in the baseline or our result, its score is defined as:

\[
Score_{run}(doc) = \begin{cases} 
\frac{1}{\sqrt{Rank_{run}(doc)} + \theta}, & \text{if } Rank_{run}(doc) \leq 1000 \\
0, & \text{if } Rank_{run}(doc) > 1000 
\end{cases}
\]

\[
Score(doc) = \beta \cdot Score_{baseline}(doc) + Score_{ours}(doc)
\]

The baseline runs and our runs over TREC Web Track 2013 topics and collections are used to train the parameter $\theta$ and $\beta$.

4. Results

This year, we submitted three runs for ad-hoc task and three ones for risk-sensitive task. Firstly, we apply BM25PF to get the run named ICTNET14ADR3. Then two different greedy algorithms are used to diversify ICTNET14ADR3 to obtain ICTNET14ADR1 and ICTNET14ADR2.

As mentioned in Section 3, the three risk-sensitive runs are all generated using results fusion with $\theta = 5$. ICTNET14RSR1 use the official Indri 2014 baseline run with $\beta = 1.08$; ICTNET14RSR2 use the official Terrier 2014 baseline run with $\beta = 2.85$; ICTNET14RSR3 use ICTNET14ADR1 as baseline with $\beta = 1.00$. The performances of these runs are shown in Table 1.

### Table 1: Performance of Web track, TREC 2014

<table>
<thead>
<tr>
<th>Run</th>
<th>ERR-IA@20</th>
<th>Indri, a = 0</th>
<th>Terrier, a = 0</th>
<th>Indri, a = 5</th>
<th>Terrier, a = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICTNET14ADR1</td>
<td>0.566524</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ICTNET14ADR2</td>
<td>0.564756</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ICTNET14ADR3</td>
<td>0.579731</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ICTNET14RSR1</td>
<td>0.566214</td>
<td>0.053179</td>
<td>0.023867</td>
<td>-0.007927</td>
<td>-0.252000</td>
</tr>
<tr>
<td>ICTNET14RSR2</td>
<td>0.536450</td>
<td>0.023415</td>
<td>-0.005897</td>
<td>-0.524757</td>
<td>-0.469410</td>
</tr>
<tr>
<td>ICTNET14RSR3</td>
<td>0.578743</td>
<td>0.065708</td>
<td>0.036396</td>
<td>-0.365485</td>
<td>-0.349912</td>
</tr>
</tbody>
</table>

As shown in the table, all the risk-sensitive runs fail to control the retrieval losses. We need do more intensive study in the future.

5. Conclusion

In this paper, we described our experiment in Web track, TREC 2014. This year, we explore using
Wikipedia as high-quality external resource to recognize entities in topics. Our diversification methods do not achieve the desired improvements in ERR-IA@20. We tried the results fusion to achieve risk-sensitive retrieval. Unfortunately, all the risk-sensitive runs fail to control the retrieval losses. We will continue to explore it in the future.
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