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EXPERIMENTAL 3D ASYNCHRONOUS FIELD PROGRAMMABLE GATE ARRAY (FPGA)

3D technology has the potential to significantly enhance the capabilities of a computing platform through tight integration of multiple levels of logic through low-cost vertical interconnects. The goal of this effort is to evaluate the potential of 3D technology in the context of an asynchronous Field Programmable Gate Array developed for the Air Force Research Laboratory through an experimental demonstration in a 3D technology in collaboration with Albany’s College of Nanoscale Science and Engineering.
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1. Summary

Previous research on asynchronous FPGA architectures at Cornell resulted in the development of a new high performance reconfigurable fabric. This funded effort evaluates the potential of 3D integration to impact FPGA architectures, and more generally quantifies the communication costs of 3D vs 2D integration through fabrication experiments in collaboration with Prof. Geer’s group at SUNY CNSE. New techniques for asynchronous communication that minimize the use of wires were developed that are superior to conventional approaches when compared on bandwidth density and energy. A design was submitted to CNSE for fabrication in their project.
2. Introduction

Conventional computer architectures such as uniprocessor, multicore, or massively parallel processors have a number of limitations when it comes to the performance requirements of DoD missions. These limitations include high power consumption during floating-point computations, high latency of global reduction operations causing performance degradation of parallel simulations, and high latency and energy cost of retrieving data from off-chip memories. Cornell has been collaborating with the Air Force Research laboratory (AFRL) on a new architecture that combines an energy-efficient embedded processor architecture with a high-performance asynchronous Field Programmable Gate Array (FPGA) to address some of these requirements.

The overhead of a programmable interconnect in an FPGA architecture is significant. The vast majority (between 70%-90% depending on the architecture) of the area, energy, and delay of an FPGA fabric is in its flexible interconnect network. Any improvements to interconnect technology could have a major impact on the efficiency of FPGAs. Hence, 3D integration is a technology that has the potential to significantly enhance an FPGA architecture. By stacking multiple device layers, it is possible to create a dense computation fabric where the third dimension reduces path lengths and the energy cost of moving data from one part of the computation to another. A natural way to explore this potential is to extend the reconfigurable fabric to the third dimension, allowing 3D connectivity to be under software control.

This report contains a summary of the work that was conducted in evaluating the potential of 3D technology in the context of an existing FPGA developed in collaboration with AFRL.
3. Methods and Procedures

The Cornell Asynchronous Very Large Scale Integration (VLSI) and Architecture group previously developed a high-performance FPGA fabric for general-purpose computing. Compared to the state-of-the-art commercial FPGAs from industry, the performance of the fabric was three times higher—a significant improvement. Compared to the best previously developed asynchronous FPGAs, the Cornell FPGA was almost twenty times faster in terms of application throughput [1, 2, 3]. This dramatic performance increase makes the fabric ideally suited to be integrated into a system containing a high-performance microprocessor.

3.1. Asynchronous FPGA Overview

In terms of the major building blocks, the asynchronous FPGA (AFPGA) architecture looks like a traditional synchronous island-style FPGA such as a Xilinx Virtex [4]. The FPGA contains a configurable logic block (LB) and a configurable interconnect, with the interconnect being broken down into global block-to-block connectivity (global switch box routing, or SB) and connectivity internal to each logic block (logic routing, or LR). Figure 1 shows a high-level view of a generic modern FPGA architecture.

Figure 1. 2D FPGA Architecture With Switch Box (SB), Logic Box (LB), and Logic Routing (LR).
The major differentiating feature of the AFPGA versus a conventional FPGA architecture is the underlying computation model used to implement the configurable fabric. Instead of thinking of computation in terms of gates and registers, the AFPGA implements a computation specified by a dataflow graph [5]. In the dataflow graph model, computation is described by operations on data values or “tokens” flowing through the graph. Tokens correspond to valid data items being processed by elements of the dataflow graph. Nodes in the dataflow graph include function blocks that can perform computation, as well as routing elements for sending tokens to the appropriate destinations. Token arrival at a dataflow node can be thought of as an “event” that triggers activity in the AFPGA.

The key performance amplifier in the AFPGA is its flexible routing network. A conventional FPGA has over 70% of its delay in the routing network [6]. Since the AFPGA operates using a dataflow model, pipeline stages corresponding to queues can be introduced into the routing network without impacting the correctness of the computation being performed by the AFPGA! This means that designs can benefit from pipelining without the additional cost required from electronic design automation (EDA) tools to support interconnect pipelining. In the first AFPGA implementation, pipelined stages were introduced in the switch boxes in the AFPGA interconnect [1,2].

The nature of the pipelined interconnect makes the entire AFPGA highly modular. In particular, because communication between components on the AFPGA uses the dataflow model, the delay of the communication link is not part of the interface specification. This enables a highly modular approach to the design of the AFPGA, where sub-blocks can be pre-placed without significantly impacting performance. Indeed, if data flow between one sub-block and another is unidirectional (as in a computation pipeline), there is no loss in throughput by using a modular approach to synthesis and place-and-route.

The impact of aggressive pipelining on the overall performance of the AFPGA is significant. In a 0.18µm feature size, the measured peak performance of the AFPGA architecture was 674 MHz. For reference, the baseline Xilinx architecture in a similar feature size performs at 240MHz [3]. More important, first pass synthesis results for a variety of benchmarks demonstrate robust performance. For example, a synthesized Finite Impulse Response (FIR) filter core would exhibit a performance of 75% of the peak performance of the AFPGA.

### 3.2. 3D Routing with Through Silicon Vias

Through silicon vias (TSVs) are a promising new technology that permit vertical interconnects between multiple device layers. The approach extends the normal vias that connect multiple levels of metal to connections between multiple wafers or chips. TSVs permit multiple silicon wafers (or chips) to be vertically stacked and then interconnected in a dense fashion. The net effect is a chip stack that has active devices integrated with both planar and vertical connectivity—a 3D integrated system.
The third dimension can have the potential to reduce wiring costs. At an abstract level, one can pack $O(R^3)$ instead of $O(R^2)$ densely interconnected devices, where $R$ is the physical diameter of the system. This should lead to a reduction in wiring costs for a fixed number of devices—from $O(N^{1/2})$ to $O(N^{1/3})$, where $N$ is the number of devices in the system. 3D chip stacking has been proposed as a way to improve microprocessor performance [7,8], complex systems-on-chip [9], as well as FPGA designs [10,11,12,13].

There are a variety of approaches to manufacturing TSVs and ensuring high yield, but the net effect of these approaches on design is captured by a set of design rules for TSV layout, similar to design rules for other physical geometry in VLSI. These design rules have a significant impact on the way TSVs can be integrated into a design. For this project, we worked in collaboration with Prof. Geer’s group at SUNY’s College for Nanoscale Science and Engineering (CNSE), whose group provided the manufacturing expertise for 3D TSVs in IBM’s 65nm CMOS process. In the discussion that follows, we refer to this specific approach to TSV manufacturing.

The goal of the first 3D design was two-fold: for us to get some design experience with the TSV technology, and for Prof. Geer’s group to evaluate the density of TSVs. Since the application driver for this project is an AFPGA, a highly replicated component of the AFPGA was selected as a test structure for the first 3D design. This structure contains:

1. Pure 2D routing. This corresponds to the baseline 2D design that we will compare against. This also provides a mechanism to evaluate the impact of 3D processing on 2D performance.

2. Pure 3D switch point routing. This test provides an evaluation of vertical routing, and the 2D overhead of the 3D switch point architecture.

3. Mixed 2D and 3D switch points. This test provides an evaluation of the routing as envisioned in the final AFPGA. The mixture of switch points is needed because the TSV pitch limits the number of 3D paths supported per AFPGA tile.

The basic building block in the global routing fabric of an AFPGA is the pipelined switch point. A standard pipelined switch-point supports 2D routing by having input and output communication links in the 2D plane, as well as configuration information that specifies how these links are connected to each other. The switch point is pipelined, which means that there is an asynchronous pipeline buffer embedded in the switch point. This permits high-throughput operation, because electrical signaling paths are always kept short due to internal pipelining within the switch point. Figure 2 shows the physical layout for a dense switch point in an existing 2D AFPGA architecture.
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The switch point has two buffers, because a pair of horizontal and vertical communication links can support up to two independent parallel connections that require separate physical buffering.

Figure 3 shows the typical test structure for the first 3D run. A chain of switch points (either pure 2D, pure 3D, or mixed) is constructed with a source generating data and a sink consuming data. An internal signal is probed, and connected to a frequency divider for low frequency external measurement. Any circuit that limits the total throughput will limit the frequency reported by the divider, because all data values travel through all the circuits in the test structure.
TSV design rules imply that the pitch between adjacent TSVs is on the order of tens of microns. A distance of 10µm in a 65nm manufacturing technology is a distance that is about 308λ, where λ is half the feature size. Standard wiring pitches are below 10λ—more than 30x lower than practical manufacturing limits for TSVs today. Hence, integration of TSV interconnects cannot be done in a manner similar to conventional wiring.

The impact of the physical size of TSVs versus the physical size of an AFPGA tile that contains logic and routing is illustrated in Figure 4. Since known reliable TSV manufacturing sizes are in the 25µm regime (which means that the TSVs themselves are 25µm by 25µm, with a pitch of 50µm between adjacent TSVs), Figure 4 shows the size of known reliable TSVs juxtaposed with a single AFPGA tile. The “long edge” of the AFPGA tile is 160µm, which means that we can fit three TSVs per tile. Contrast this with the number of horizontal and vertical interconnect wires that cross a tile—192 in the current design. Hence, tight integration at the density of the 2D interconnect in an AFPGA is not possible given current TSV density. Therefore, we examined an alternate approach where we provide some limited vertical connectivity that is shared by the 2D interconnect.
Progress in TSV size by Prof. Geer’s group as part of this project enabled significantly improved TSV density, enabling us to use twelve TSVs per edge. To support this extra connectivity, additional configuration memory is required as part of the AFPGA state. Instead of modifying the 2D connectivity, our design adds a cascaded 3D switch point that is shared by multiple 2D tracks. This design is illustrated in Figure 5, showing the original 2D AFPGA tile enhanced with 3D TSVs (circles), additional buffering, and 3D configuration memory to control vertical connectivity.

Figure 5. Design for 3D With Denser TSVs and Cascaded 2D/3D Buffers.

3.3. Alternate Signaling Approaches for 3D

There is a second option that can be used to improve vertical connectivity that was studied as part of this project. In an asynchronous communication scheme, the signaling wires must convey not just what data is being communicated, but also when data is being communicated [14]. In other words, a communication scheme to send a single bit requires at least three states: sending data 0, sending data 1, and not sending any data. The most common mechanism to do this encoding is to use two wires per bit, and three states of those two wires: 00 representing no data being communicated; 01 representing data 0 being communicated; and 10 representing data 1 being communicated. Finally, because there is no global clock, a receiver must indicate that data transmitted has been received successfully. This indication is provided by a third acknowledge wire. Hence, a single, independently communicated bit uses three wires for signaling [15]. This is part of why Figure 5 shows three TSVs grouped per buffer.
Instead, other more complex signaling schemes are possible, and we studied two other approaches as part of this project.

- **Single track full buffering (STFB).** In this scheme, two wires are used to communicate a bit, but the wires are *bidirectional* [16,17]. The state 00 indicates no data is being transmitted. To transmit data 0, the sender changes the states of the wires to 01. To transmit data 1, the sender changes the states of the wires to 10. This is similar to conventional signaling so far. However, to *acknowledge* that data has been received, the *receiver* restores the state of the wires to 00.

- **Asynchronous ternary logic signaling (ATLS).** In this scheme, two wires are also used to communicate a bit [18]. Data is encoded on a single wire by using a third voltage level Vdd/2, where Vdd is the nominal supply voltage. The acknowledge wire remains unchanged compared to the conventional signaling approach. To send a data 0, the data wire is lowered from Vdd/2 to 0V. To send a data 1, the data wire is raised from Vdd/2 to Vdd.

Single track asynchronous ternary signaling (STATS). This new approach developed for this project combines the two previously described schemes, using one wire to communicate a bit where the wire is used bidirectionally [19]. Initially the wire is at voltage Vdd/2. To transmit a 0, the sender lowers the voltage of the wire to 0V. To transmit a 1, the sender raises the voltage of the wire to Vdd. Once the data has been received, the receiver resets the voltage of the wire to Vdd/2, acknowledging receipt of data.

\[
\begin{align*}
&\text{Wire} \quad V_{dd} \quad V_{dd} \\
&\text{A} \quad -1V_{dd} \quad V_{dd} \\
&\text{B} \quad \frac{1}{2}V_{dd} \\
&\text{A} \quad \text{False} \\
&\text{B} \quad \text{True} \\
&\text{Wire} \quad V_{dd} \quad V_{dd} \\
&\text{C} \quad \frac{1}{2}V_{dd} \\
&\text{D} \quad V_{dd} \\
&\text{B} \quad \text{Null}
\end{align*}
\]

**Figure 6. Decoding the Vdd/2 State Using Level Shifters.**

Using Vdd/2 as an additional voltage reduces noise margins, but given the area overhead of current generation TSVs, we believed this was an acceptable trade-off to triple the density of vertical interconnects possible compared to more traditional
asynchronous signaling schemes. All three reduced wire signaling approaches were evaluated for this project.

The STATS link requires circuits that can set a wire to Vdd/2, as well as circuits to detect when a signal reaches the Vdd/2 threshold. To decode the ternary voltage levels, a pair of level shifters is used as illustrated in Figure 6. Note that one of the level shifters converts voltages on a wire in the range (0, Vdd/2) to (0, Vdd), while the other converts the range (Vdd/2, Vdd) to (0, Vdd). This combination creates two different logic signals whose combination can be used to determine whether the voltage on the wire is 0, Vdd/2, or Vdd.

To drive the wire to Vdd/2, we evaluated three different schemes. The pass gate scheme drives the link by connecting it to an external Vdd/2 supply. It is the most conservative scheme, and also the slowest. The second scheme is the self-invalidating driver, where a more traditional driver is used along with a Vdd/2 detection circuit that triggers a self shut-off of the driver. This is aggressive, and very sensitive to a number of circuit parameters such as the delay of the Vdd/2 detection circuit and the load being driven by the circuit. The third scheme is the shorted inverter approach, which exploits the voltage transfer characteristic of a CMOS inverter. In this approach, the wire is driven by a shorted inverter circuit—an inverter whose output is connected to its input. While this scheme is fast, it uses significant energy because it temporarily shorts Vdd to GND. These three options are shown in Figure 7.

![Figure 7. Different Circuit Options for Vdd/2 Driver.](image-url)
4. Results and Discussion

4.1. Study of 3D Communication

The design for different 3D communication structures was submitted to Albany CNSE for a fabrication run which didn’t occur until after this project was scheduled for completion. We are awaiting test results to quantify the benefits of 3D vs 2D connections.

We performed detailed analog simulations using Synopsys’ HSIM simulation package to quantify the benefits of different approaches to asynchronous communication in the context of 3D integration. To simulate TSV links between device tiers, we used public information about the electrical properties of TSV links and ensured those were relatively consistent with the TSV links being fabricated by SUNY CNSE. Simulations also accounted for electrical coupling between neighboring vertical TSVs. In the results, we report throughput per TSV, since TSVs by themselves are a very scarce resource. We also examined different technology nodes while keeping the TSV dimensions relatively fixed because CMOS technology scaling and TSV scaling are not coupled.

For three wire signaling, we also looked at a number of different circuit topologies possible for asynchronous signaling, including a standard weak-conditioned half buffer circuit (WCHB), as well as a more aggressive timed circuit (RQDI, for relaxed quasi delay insensitive) that uses two-phase communication protocols rather than the conventional return-to-zero four phase communication protocols [18].

Figure 8 contains a summary of simulation results. The axes show energy per data token versus throughput per TSV. We used an optimization package to vary circuit parameters such as device size, circuit topology, number of repeaters, etc. to determine feasible points in the energy-throughput space for each circuit family. Each curve in Figure 8 corresponds to the Pareto-optimal frontier for the given circuit family. In this analysis, the best circuit choices vary depending on the required throughput—at low frequencies, the WCHB style provides good throughput at the lowest energy per data token. At the highest frequencies, only the STATS approach is feasible. We can combine all these Pareto-optimal curves into a single unified frontier of feasible points.
Figure 8. Comparing Different Circuit Styles and Signaling Schemes for Throughput and Energy.

Figure 9 shows the unified Pareto-optimal curves for three different technologies: 90nm, 65nm, and 45nm. While we originally started with five different circuit and signaling options, the ATLS option was found to be inferior to one of the other four circuit families for all possible points in the design space.

In 90nm and 65nm, low frequency designs use the WCHB circuit style. As the frequency requirement is increased, the best circuit choice switches to RQDI and then STFB in terms of providing the lowest energy per data token. At the highest frequency, the STATS style dominates.

As technology scales, the STATS circuit style proves to be the best choice across a wider range of throughputs. This is to be expected, because it uses at least 50% fewer TSVs than any other design style, and the overhead due to the extra voltage supply and Vdd/2 detection and driver circuit becomes smaller relative to the cost of the TSV itself.
Figure 9. Unified Pareto Optimal Frontier for Different Technologies.

4.2. 3D FPGA Design

A three-tier 16x16 clustered AFPGA was submitted for fabrication in collaboration with SUNY CNSE with a total capacity of 3,072 four-input look-up tables (LUTs) along with hardware support for arithmetic as well as dynamic reconfiguration. We are currently awaiting results from fabrication, as the timeline for fabrication exceeds the end of this project due to additional post-processing time required for 3D manufacturing.
5. Conclusions

Previous research on asynchronous FPGA architectures at Cornell resulted in the development of a new high performance reconfigurable fabric. This funded effort evaluates the potential of 3D integration to impact FPGA architectures, and more generally quantifies the communication costs of 3D vs 2D integration through fabrication experiments in collaboration with Prof. Geer’s group at SUNY CNSE. New techniques for asynchronous communication that minimize the use of wires were developed that are superior to conventional approaches when compared on bandwidth density and energy.

A successful design was delivered to the fabrications group at CNSE. The design passed all design rule tests. The fabrication won’t take place until after the end of this effort, so testing results are not included in this report.
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7. Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Expanded Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>Two dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>AFPGA</td>
<td>Asynchronous Field Programmable Gate Array</td>
</tr>
<tr>
<td>AFRL</td>
<td>Air Force Research Laboratory</td>
</tr>
<tr>
<td>ATLS</td>
<td>Asynchronous ternary logic signaling</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary Metal Oxide Semiconductor</td>
</tr>
<tr>
<td>CNSE</td>
<td>College of Nanoscale Science and Engineering</td>
</tr>
<tr>
<td>EDA</td>
<td>Electronic Design Automation</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite impulse response</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Array</td>
</tr>
<tr>
<td>IBM</td>
<td>International Business Machines</td>
</tr>
<tr>
<td>LB</td>
<td>Logic block</td>
</tr>
<tr>
<td>LR</td>
<td>Logic routing</td>
</tr>
<tr>
<td>LUT</td>
<td>Lookup Table</td>
</tr>
<tr>
<td>RQDI</td>
<td>Relaxed quasi delay insensitive</td>
</tr>
<tr>
<td>SB</td>
<td>Switch box</td>
</tr>
<tr>
<td>SRAM</td>
<td>Static Random Access Memory</td>
</tr>
<tr>
<td>STFB</td>
<td>Single track full buffer</td>
</tr>
<tr>
<td>STATS</td>
<td>Single track asynchronous ternary signaling</td>
</tr>
<tr>
<td>SUNY</td>
<td>State University of New York</td>
</tr>
<tr>
<td>TSV</td>
<td>Through silicon via</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
<tr>
<td>WCHB</td>
<td>Weak conditioned half buffer</td>
</tr>
</tbody>
</table>