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I. INTRODUCTION

This final technical report describes our research over the past three years to explore novel concepts in HPM source physics. The title of the grant, “From Metamaterials to Buridan’s Ass,” reflects the breadth of the research that was proposed. The metamaterials research proposed as part of this program focused on the use of a two-fold spiral corrugated Bragg reflector to both reflect the upstream propagating TM_{01} mode in an X-band backward-wave oscillator (BWO) and simultaneously convert it to a forward propagating Gaussian-like TE_{11} mode. Buridan’s Ass refers to the famous dilemma posed by the need to make a decision between two equally attractive proposals. The concept itself dates from much earlier times, being discussed first by Aristotle (384-322 BC). In Buridan’s example, an ass faces starvation when it is unable to choose between two equally appetizing piles of hay. In the high power microwave (HPM) context, we proposed to further explore a novel mode switching technique in a relativistic magnetron with diffraction output (MDO) driven by a transparent cathode. In earlier MAGIC simulations we had established that the qualitative picture of the dynamics of systems with two stable states separated by an unstable saddle point (hence, Buridan’s Ass) is applicable to describe a new type of mode switching in an MDO.

During the period of this grant, Dr. José Osvaldo Rossi, Senior Researcher at National Institute for Space Research (INPE), Associated Plasma Laboratory (LAP), São José dos Campos, SP, Brazil, was awarded a series of EOARD grants to perform research on nonlinear transmission lines (NLTs). Therefore, Prof. Schamiloglu redirected a small portion of this grant to collaborate with Dr. Rossi and Mr. Ngee Siang Kuek, a Ph.D. student that Prof. Schamiloglu was co-advising (Prof. Schamiloglu holds an appointment in the Department of Electrical and Computer Engineering, National University of Singapore).

Finally, supplemental funding was added to this grant on three occasions. The first was to support Dr. Salvador Portillo who contributed to the activities on this grant by developing a magnetically insulated line oscillator (MILO) test stand. The second was to support Prof. Schamiloglu for a paper study for the Naval Surface Warfare Center (NSWC). The third one was to support Dr. Thomas Hussey's participation in a high power RF working group for the Navy. The first two of these supplemental activities are included in this report. Dr. Hussey's work on the high power RF working group will be completed in the Fall 2014 and will be reported on separately.
II. TWO-FOLD SPIRAL CORRUGATED BRAGG REFLECTOR

A BWO is an O-type Cerenkov device that is designed to effectively convert electron beam kinetic energy into electromagnetic radiation. The output can be from S- to X-band microwave frequencies with powers over 100 MW. These devices are called O-type because the electrons travel along the axial guide magnetic field. The output mode pattern of the BWO is the TM_{01} mode where the distribution is a doughnut shape (i.e., with a hole in the middle of the pattern). In order to provide for a more useful TE_{11} Gaussian-like output a two-fold spiral corrugated Bragg reflector has been used downstream of the cathode, as shown in Fig. 1.

![Figure 1. Backward wave oscillator with a Bragg reflector.](image)

This Bragg reflector is a hollow circular waveguide with a two-fold spiral corrugated inner surface, as shown in Fig. 2. These counterwound spirals offer a linearly polarized output TE_{11} mode that is useful in short pulse radar applications, as an example. For instance, two orthogonal pulses shown in Fig. 3 can provide for a very detailed description of a target.

![Figure 2. 2D view of the two-fold spiral corrugated Bragg reflector.](image)

![Figure 3. Two linearly polarized pulses from a short pulse radar.](image)
Several methods were proposed to investigate metal waveguides with helical corrugations on the inner surface. A widely used approximate technique that was used in [1,2] is described as follows. The conversion process is between the TM\textsubscript{01} and the TE\textsubscript{11} modes at the same time that the Bragg reflector reflects back the electromagnetic wave generated in the BWO. A helical corrugation of the reflector with sinusoidal profile is shown in Fig. 4 and is describe by

$$R(\theta, z) = R_0 + l_0 \sin(h z \pm m \theta), \quad (1)$$

where $h = 2\pi /d$ is the periodic constant of the Bragg reflector; $R$, $l_0$, and $d$ are the average radius, amplitude of the spiral corrugation, and the axial period (along the axis), respectively. In addition, $R_0$ is the mean radius of the Bragg reflector, which is the average of the maximum and the minimum radii described by (2) and shown in Fig. 4.

$$R_0 = \frac{R_{\text{max}}+R_{\text{min}}}{2} \quad \text{and} \quad l_0 = \frac{R_{\text{max}}-R_{\text{min}}}{2} \quad (2)$$

![Figure 4. Dimensions of the Bragg reflector.](image)

For effective reflection and conversion the corrugation depth should be less than the wavelength $l_0 \ll \lambda$ of the output wave. Furthermore, the plus and minus signs in (1) correspond to opposite directions of the spiral corrugations.

The number of spirals ($\pm m$) depends on the mode that the Bragg reflector will convert. In our case the conversion is between the TM\textsubscript{01} and TE\textsubscript{11} modes so that the number of spirals of the opposite direction corrugations can be obtained from (3)

$$m = \pm (m_H - m_E) = 1, \quad (3)$$

where $m_H = 1$ is the azimuthal index of the TM\textsubscript{01} mode and $m_E = 0$ is the azimuthal index of the TE\textsubscript{11} mode. The period of the Bragg reflector can be obtained from the periodic constant of the Bragg reflector $h$, which is the sum of the longitudinal wavenumbers of the TM\textsubscript{01} and TE\textsubscript{11} modes, given by

$$h_{\text{TE}_{11}} = \sqrt{k^2 - \left(\frac{p_{11}}{R_0}\right)^2} \quad \text{and} \quad h_{\text{TM}_{01}} = \sqrt{k^2 - \left(\frac{p_{01}}{R_0}\right)^2}. \quad (4)$$

For a circular waveguide the Bessel function and its derivative roots are $p_{01} = 2.4048$ and $p_{11} = 1.8412$, respectively. In addition, the output frequency of interest is 10 GHz. Since the method of solving for the electromagnetic fields inside the Bragg reflector is approximate,
optimization of the dimensions is required. Table 1 summarizes the optimized parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbols</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner radius</td>
<td>$R_{\text{min}}$</td>
<td>0.700 inches</td>
</tr>
<tr>
<td>Outer radius</td>
<td>$R_{\text{max}}$</td>
<td>0.899 inches</td>
</tr>
<tr>
<td>Mean radius</td>
<td>$R_0$</td>
<td>0.7995 inches</td>
</tr>
<tr>
<td>Helical depth</td>
<td>$\ell_0$</td>
<td>0.0995 inches</td>
</tr>
<tr>
<td>Helical period</td>
<td>$d$</td>
<td>0.684 inches</td>
</tr>
<tr>
<td>Reflector length</td>
<td>$L$</td>
<td>8.208 inches</td>
</tr>
<tr>
<td>Fold number</td>
<td>$m$</td>
<td>1</td>
</tr>
<tr>
<td>Coupling Coefficient</td>
<td>$K_{E,H}$</td>
<td>0.94</td>
</tr>
</tbody>
</table>

When the inner radius of the Bragg reflector is chosen to be equal to the inner radius of the slow wave structure (SWS) of the BWO, two output frequencies were found. For the case that the electron beam propagates very close to the Bragg reflector inner wall the Bragg reflector section operates as an additional SWS.

The coupling coefficient between the TM$_{01}$ and TE$_{11}$ modes after the optimization was found to be 94% and can be calculated using (4) and (5) [1]

\[
\delta = \frac{(\ell_0/2R_0)m_Hk(h_{\text{TE}_{11}}+h_{\text{TM}_{01}})}{\sqrt{(h_{\text{TE}_{11}}+h_{\text{TM}_{01}})^2+q_{11}^2-m_H^2}}.
\]  

(5)

The length of the Bragg reflector is 8.208", which provides a conversion coefficient $K_p = K_{E,H}^2 \approx 0.88$, where $K_{E,H} = \tanh(\delta L)$.

The fully electromagnetic, fully relativistic particle-in-cell (PIC) code MAGIC [3] was used to study this Bragg reflector. First, a magnetic field scan was performed to find the optimal output power and range of frequency tuning, as show in Figs. 5 and 6.

![Figure 5. Microwave power as a function of guide magnetic field.](image)
The BWO was driven using a voltage pulse that has a half sine wave-like shape with 460 kV-amplitude and 12 ns FWHM duration. The optimal guide magnetic field was 1.9 T. After using the Bragg reflector's optimal dimensions (Table 1) and optimized electron beam parameters (Table 2) a narrow Gaussian-like wave beam with a power of more than 330 MW at 9.9 GHz was observed, as shown in Figs. 7 and 8.

**Table 2. Summary of the electron beam and magnetic field parameters used to drive the BWO.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam voltage</td>
<td>460 kV</td>
</tr>
<tr>
<td>Beam current</td>
<td>4.3 kA</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>1.9 T</td>
</tr>
<tr>
<td>Microwave power</td>
<td>330 MW</td>
</tr>
<tr>
<td>Operating frequency</td>
<td>10 GHz</td>
</tr>
<tr>
<td>Efficiency</td>
<td>16.5%</td>
</tr>
<tr>
<td>Electrical Tuning</td>
<td>800 MHz</td>
</tr>
</tbody>
</table>

From our earlier work [4] we know that the mode that was generated in the BWO is the TM$_{01}$ mode. In Fig. 9 we observe that the reflected wave is successfully converted to the TE$_{11}$ mode.

Construction of the Bragg reflector has been completed, as shown in Fig. 10 (it took three months to machine it!), and experimental testing will commence in the Fall 2014.
Figure 7. Output microwave pulse.

Figure 8. Output frequency.

Figure 9. Azimuthal component of the electric field for the TE_{11} mode.
Figure 10. Photograph of the Bragg reflector that is ready for experimental testing.
III. RF MODE SWITCHING

The possibility of mode switching from one pulse to another in a 6-cavity gigawatt MDO using a weak (200–300 kW), short (15-ns), and single-frequency RF signal was demonstrated using particle-in-cell simulations in our earlier work [5]. This mode switching exploits the symmetric nature of the MDO that facilitates the use of any eigenmode as the operating mode. All scenarios of mode switching were considered using common properties of dynamical systems with two stable states separated by an unstable saddle point. In this portion of the grant research we continued to study the problem of mode switching, but this time for a 12-cavity MDO, for which we found splitting of the radiation frequency for each eigenmode owing to its different longitudinal distributions. Since splitting manifests as a bifurcation of frequency for definite values of the applied axial magnetic field, scenarios of frequency switching for this 12-cavity magnetron are considered.

MDOs are magnetrons with axial extraction of radiation through a horn antenna in which cavities of an anode block are continued along the antenna wall up to a cross section that exceeds the cutoff section for a radiated wave [6]. In an MDO, any mode can be used as the operating mode owing to its symmetric nature [7]. This is unlike the case with magnetrons having asymmetric output structures (for example, extracting radiation through one of the cavities of the anode block), in which only nondegenerate modes can be used for operation [8] and hopping to other modes can lead to excitation of an unloaded mode, resulting in overheating and erosion of magnetron electrodes. To avoid such a dangerous situation, different means are applied to provide stable generation with, as a rule, the operating $\pi$-mode (straps or anode block with rising sun cavities [8]).

Among many possible versions of an MDO, we identified an interesting one that possesses the necessary requirements for demonstrating frequency splitting attributed to modes having identical transverse field structure but different longitudinal distributions. This MDO (see Fig. 11) has the same dimensions as the A6 MDO [9], but the number of 20° sectorial cavities is increased from 6 to 12, decreasing the distance between them from 40° to 10°. Unlike [5] in which the 6-cavity MDO was optimized in order to achieve the maximal electronic efficiency $\eta_e = P / UIa$ and the maximal radiation power $P$ for the neighboring $\pi$-mode and $4\pi /3$-mode (that is the negative first spatial harmonic of the $2\pi /3$-mode) with good matching to the load, for the 12-cavity design, we have not optimized the dimensions. Here, $I_a$ is the anode current. Nevertheless, our PIC simulations of the 12-cavity MDO for an applied voltage $U = 400$ kV and voltage rise time of 4 ns show (see Fig. 12) that output power and efficiency for some eigenmodes (not for the $\pi$-mode) are high (for the TE$_{31}$-mode, $P \approx 1.3$ GW and $\eta_e \approx 50%$; for the TE$_{41}$-mode, $P \approx 1.5$ GW and $\eta_e \approx 63.5%$). The total efficiency $\eta = P / UI$ is not shown because total current $I = I_a + I_{end}$ can be close to $I_a$ since there are many different means to decrease the end-loss current $I_{end}$ in magnetrons that consists of electron flows from the interaction space and the cathode edge. In simulations using the PIC code MAGIC we use a transparent cathode consisting of 12 separate longitudinal emitters periodically placed about radius $R_c = 10$ mm. It can be inferred that, for modes with azimuthal indices $n = 3$ and 4, reflection coefficients $R_{ref}$ are maximal; therefore, the loaded Q-factor, which is close to the diffraction Q-factor

$$Q \approx Q_{dif} = \frac{8\pi (L / \lambda)^2}{m(1 - R_{ref})}$$  \hspace{1cm} (6)
is high, and as a consequence, the microwave electric field is strongest. Here, \( m \) is the number of axial field variations, \( L \) is the length of the interaction space, and \( \lambda \) is the wavelength. Figure 12 indicates that there is not only a good separation of eigenmodes \( \text{TE}_{m1} \) depending on the applied axial magnetic field \( H \), but also that frequency splitting for any eigenmode occurs, which corresponds to different axial microwave field distributions (see Fig. 13). Thus, for this MDO, there are definite values of the applied magnetic field corresponding to frequency bifurcation between regions of synchronous interaction of electrons with neighboring transverse modes and frequency bifurcation within each region between modes with different axial distributions but with the same transverse field structure.

Both types of modes, those with different transverse structures as well as with different axial structures, generate their own frequencies; therefore, the coupling of each mode with the cathode electron flow is different as well. As a consequence, the power radiated for each mode is different and the dependence of this power on the applied magnetic field (see Fig. 12) can have explicit, as well as hidden interruptions.

**Figure 11.** 12-cavity MDO design: (a) Cross-sectional diagram in the r–z plane (r is the radial coordinate and z is the axial one) and one suggestion of implementing the injection of an input signal using a coaxial cable; (b) cross-sectional diagram in the r–\( \theta \) plane (\( \theta \) is the azimuthal coordinate); and (c) 3-D visualization of the 12-cavity MDO.

**Figure 12.** Separation of modes with different azimuthal indices \( n \) by the applied axial magnetic field (fragmented for the most powerful higher order modes). Output power \( P \) in GW; radiation frequency \( f \) in GHz.
The bifurcation of frequency gives the possibility to consider switching of frequencies related to the same transverse eigenmode using common properties of a dynamical system with two stable states separated by an unstable saddle point. Following [10], such a situation is presented in a phase plane [see Fig. 14 (left)], where limit circles correspond to persistent oscillations with permanent amplitude and particular points in the centers of the limit circles are final states of oscillations when damping is present. As in [5], it is convenient to consider all scenarios of frequency switching using the mechanical analog of the aforesaid dynamical system, i.e., a ball on top of a hill between two valleys [see Fig. 14 (right)].

Figure 14. (Left) Two stable states $F_1$ and $F_2$ (limit circles corresponding to persistent oscillations and points are final states of oscillation with damping) separated by unstable saddle point $F_0$. (Right) Ball on top of a hill between two valleys.

Let us consider the problem of frequency switching for the 400 kV 12-cavity MDO operating in the TE$_{41}$-mode (see Fig. 12) for which the critical magnetic field $H_{00} \approx 4.7$ kOe (i.e., the field where bifurcation of frequencies $f_1 \approx 2.5$ GHz and $f_2 \approx 2.7$ GHz occurs).

The position of the ball on top of the hill is unstable. It is impossible to predict the direction that the ball will be rolling due to microscopic perturbations. Similarly, for the MDO, when $H = H_{00}$ it is impossible to predict which frequency the MDO will oscillate in. In order to avoid such uncertainty, let us slightly shift the initial position of the ball, for example, to the left. Then, the ball deterministically rolls to valley $F_1$. A similar situation occurs when we choose a value of the magnetic field in the MDO that is slightly greater than the critical value $H_{00}$, for example, $H = 4.8$ kOe. Then, the TE$_{41}$-wave will deterministically oscillate with frequency $f_1 \approx 2.5$ GHz (see Figs. 15 and 16).
If one were to nudge the ball to the right from the chosen new initial position, the ball will roll to valley F2. In so doing, the closer the ball’s initial position is to the top, the weaker is the impulse that is required for the ball to roll to the right. Similarly, the closer the magnetic field in the MDO is to the critical value, the weaker is the RF signal with frequency $f_1 = 2.5$ GHz that is needed in order to generate this new frequency (see Fig. 17).

If one were to nudge the ball to the right from the chosen new initial position, the ball will roll to valley F2. In so doing, the closer the ball’s initial position is to the top, the weaker is the impulse that is required for the ball to roll to the right. Similarly, the closer the magnetic field in the MDO is to the critical value, the weaker is the RF signal with frequency $f_2$ that is needed in order to generate this new frequency (see Fig. 17).

Figure 15. (Left) Electron spokes synchronous with the TE41-mode. (Right) Azimuthal field structure of the generated TE41-mode.

Figure 16. (Left) Output power of TE41 mode generation when H=4.8 KOe. (Right) Spectrum of generation with $f_1 = 2.5$ GHz.

Figure 17. (Left) Input RF signal with frequency $f_2 = 2.7$. (Middle) Generation of the switched TE41 mode with frequency $f_2$. (Right) Spectrum of switched mode.
We apply a short-pulse (15 ns) and weak (350 kW) input RF signal (2.7 GHz) that switches the oscillation frequency, and the generation of the switched frequency persists in spite of removing the input signal [this moment is shown by the blue line in the dependence $P_{out}(t)$ in Fig. 17 (middle)]. The modulation in the amplitude is caused by the presence of a small amount of the original frequency due to the proximity to the boundary $H_{00}$ between these two regions.

One would think that we should be able to select a magnetic field that is arbitrarily close to $H_{00}$ such that any small input signal can switch frequencies. This is incorrect because the inevitable presence of noise leads to the erosion of the boundary between the two regions such that it is impossible to choose $H$ arbitrarily close to $H_{00}$ because the number of shots with unpredictable oscillation frequency increases very rapidly. We have checked this for $H = 1.002H_{00}$ in MAGIC simulations (the option “MAXWELL HIGH Q” allows for different levels of damping of the numerical noise). With strong noise damping, we found the situation, when frequency switching is achieved using a very weak input signal, less than 10 kW [see Fig. 18 (left)]. Even with numerical noise damping, beats are observed as amplitude modulation [see Fig. 18 (middle)] caused by the presence of another frequency $f_1 \approx 2.5$ GHz [see Fig. 18 (right)] because of the proximity to the critical magnetic field $H_{00}$, and competition between axial field structures corresponding to these frequencies becomes more violent with increased noise level.

In [11], the initial energy of electron noise was estimated to be 10 orders of magnitude lower than the energy of the electron hub drifting around the cathode in crossed applied electric and magnetic fields; however, while the threshold of generation is not exceeded, a magnetron is a regenerative amplifier of noise; therefore, the longer the rise time of the applied voltage, the higher the level of amplifying noise. Since it is impossible to compare numerical noise with real noise, in planned experiments, we will check what weak signal can be used for frequency switching in the 12-cavity MDO. In our studies thus far, when the difference $|H - H_{00}| / H_{00} \geq 2\%$, which we used in computer simulations with standard (85%) suppression of noise in MAGIC, unpredictable situations have yet to be encountered.

We have demonstrated frequency switching in an MDO not only by switching neighboring eigenmodes with different azimuthal indices but also by switching neighboring longitudinal modes with the same transverse field structure. The closer the applied magnetic field is to the critical value, the weaker is the required input signal to switch the modes. Approaching the critical value is limited by inevitable noise that erodes the boundary between regions of generation of adjacent modes that manifest in very rapidly increasing the number of shots with unpredictable oscillation frequency. Another consequence of operating at magnetic fields near the critical value is that the output power
envelope shows larger oscillations. For magnetic fields farther from the critical value the output power envelope shows smaller oscillations, and the spectrum is cleaner in this case as well. In our simulations, we observe that the field interaction is strongest when the magnetron operates in the TE$_{41}$-mode and its output power is greatest. As in our earlier work [5], we demonstrate that a short input signal of order 100-kW can be used to switch gigawatt output power with different operating frequencies.
IV. NLTL RESEARCH

Professor Schamiloglu and his group have been collaborating with Dr. José Osvaldo Rossi, Senior Researcher at National Institute for Space Research (INPE), Associated Plasma Laboratory (LAP), São José dos Campos, SP, Brazil. Dr. Rossi was awarded a series of EOARD grants to perform research on nonlinear transmission lines (NLTLs). Therefore, Prof. Schamiloglu redirected a small portion of this grant to collaborate with Dr. Rossi and Mr. Ngee Siang Kuek, a Ph.D. student that Prof. Schamiloglu was co-advising (Prof. Schamiloglu holds an appointment in the Department of Electrical and Computer Engineering, National University of Singapore).

A nonlinear lumped element transmission line (NLETL) that consists of a LC ladder network can be used to convert a rectangular input pump pulse to a series of RF oscillations at the output. The discreteness of the LC sections in the network contributes to the line dispersion while the nonlinearity of the LC elements produces the nonlinear characteristics of the line. Both of these properties combine to produce wave trains of high frequency. Three types of lines were studied in this collaboration: a) nonlinear capacitive line (NLCL) where only the capacitive component is nonlinear; b) nonlinear inductive line (NLIL) where only the inductive component is nonlinear; and c) nonlinear hybrid line (NLHL) where both LC components are nonlinear. Based on circuit theory, a NLETL circuit model was developed for simulation and extensive parametric studies were carried out to understand the behavior and characteristics of these lines. Generally, results from the NLETL model showed good agreement to the experimental data. The voltage modulation and the frequency content of the output RF pulses were analyzed. An innovative method for more efficient RF extraction was implemented in the NLCL. A simple novel method was also found to obtain the necessary material parameters for modeling the NLIL. For better matching to resistive load, the NLHL (where no experimental NLHL has been reported to date) was successfully demonstrated in experiment.

This fruitful collaboration resulted in four journal articles:


V. RESEARCH FOR SUPPLEMENTAL FUNDING

A. MILO Testbed

Supplemental funding was provided for a 12-month effort to support Dr. Salvador Portillo and his effort to construct a MILO testbed. This testbed is intended to provide diagnostic access in order to perform plasma measurements to compare with recent LSP simulations describing the effects of electrode plasmas on MILO performance [12].

Radiation pulse shortening in long pulsed beam driven sources, low efficiency, as well as poor repetition rate has long posed a problem for HPM sources and limited their use for DOD applications. A MILO testbed has been designed and constructed in order to:

1. To investigate the plasma closure mechanism leading to pulse shortening in magnetically insulated HPM devices such as Magnetrons and MILOs. Models point to low density plasmas evolving from the cathode surface as the main driver of radiation collapse.

2. Develop materials and techniques to mitigate this plasma closure and increase the pulse length in excess of 500 ns. Carbon nanotube cathodes, transparent cathodes, carbon fiber cathodes will be considered.

3. Understand and solve the ion production and gap closure problem to yield solutions for repetitive pulsing of beam driven HPM sources.

4. Develop a more thorough understanding of the beam physics in magnetically insulated devices to increase the energy transfer efficiency.

5. Compare with LSP simulations.

Figures 19-21 present details of the constructed MILO testbed.

Figure 19. Photographs of the MILO testbed.
Figure 20. Cut-away view of the MILO testbed.

Figure 21. MILO testbed in the laboratory.
B. Report for NSWC

Professor Schamiloglu was tasked to perform an HPM Technology Evaluation for NSWC. This was a three-month effort and the final report is attached as Appendix A to this report.
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NEW DISCOVERIES, INVENTIONS, PATENTS

Attached in this Appendix is the final report submitted to NSWC for the supplemental funding to Prof. Schamiloglu.
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Introduction

This final report comprises the technology assessment of high power RF sources and their ancillary technologies in support of the NLUAV development of conceptual designs and down-selection of weapon component technologies for proposed FY14-15 technology maturation.

Methodology

High power microwave (HPM) sources can be categorized in numerous ways. The most common way to characterize them is in terms of the physics of how the high power RF is generated by accelerated electrons. In this regard, HPM sources are categorized as belonging to one of three types of radiation producers [1]: i) Cerenkov radiation, ii) transition radiation, and iii) Bremsstrahlung radiation. However, for the purpose of this technology assessment, this categorization is not useful. Instead, to motivate this assessment Fig. 1 presents a plot of the weight of an HPM system (in kg) versus peak radiated power (in GW). Note that there are two trend lines identified. The black line is a trend line for single shot sources and the red line is a trend line for systems that are repetitively pulsed (10s-100s Hz). I would argue that these two trend lines bound the parameter space of interest. (This figure was prepared by E. Schamiloglu for use in a forthcoming International Electrotechnical Commission (IEC) publication [2]. Although the figure was developed for land-mobile and land-transportable HPM systems, it has relevance to UAVs as well.) This is representative data relevant for sample land-mobile or land-transportable systems and includes the weight of the entire HPM system, from prime power to antenna. This was generated by combining data from Table 2.1 in [3] for the HPM sources, and models from HEIMDALL for the weight of HPM system components [4]. This figure highlights the reality that there is a broad parameter trade space for HPM sources where pulsewidth, repetition rate, bandwidth, peak power, etc., all have to be balanced with the significant requirement of volume and mass.

Figure 2 presents a map of parameter space in power/frequency occupied by sophisticated HPM sources, and Fig. 3 presents peak power and energy from continuous and pulsed (durations shown) microwave sources, both narrowband and wideband. These are additional considerations that will assist with the organization of the technology assessment.

The reason why the physics of HPM production is not a useful metric to organize this technology assessment is further evident from Fig. 4, which is a schematic of the 2 MW cw gyrotron being developed for use on ITER. The volume of the beam/wave interaction space where HPM is produced is less than 1% of the entire volume of the device. This small space is the most important part of it from a physics consideration. However, from a practical consideration, the entire system is required in order for the HPM source to operate! Therefore, the entire system needs to be considered when designing an HPM source for deployment on a mobile platform.
Overview of Assessment

Now that we have determined that a physics-based HPM source categorization/assessment is not useful, let us put forth our approach for developing this assessment. Given the volume and mass constraints on the mobile platforms of interest, it is of utmost interest to identify HPM sources with the highest overall system (“wall-plug”) efficiency, not highest electronic efficiency.

Moving forward, Fig. 5 presents our motivating figure for completing this assessment. Our assumption is that the frequency range of interest is fixed, say <1 GHz to about 10 GHz. At this point we will not concern ourselves with frequency agility or frequency bandwidth, although we will address this in the final report.

In the context of the parameters that we have identified and the boundaries we have imposed, we postulate a hierarchy of sources of interest based on efficiency and effectiveness. The assumption is that an electrical applied magnetic field is a big deal. In
other words, sources that do not require an electro-magnet to generate a magnetic field simply win. They win in terms of highest system efficiency [3], a prime consideration when packaging an HPM source in a compact, mobile platform. With this in mind we outline below our assessment (in no particular order).

Class 1: Sources requiring no electro-magnet

- Reltron
- Vircator
- Relativistic magnetron with permanent magnet magnetic field
- MILO
- Linear Cerenkov source with permanent magnet magnetic field

Class 2: Sources requiring electro-magnet

- Relativistic magnetron with electro-magnet
- Linear Cerenkov sources with electro-magnet
- Klystrons – with electro-magnet
- Other remaining source configurations (gyrotrons and other free electron masers, among other source types) – with superconducting magnet

Class 3: Beamless Sources

- Ultra-wideband sources
- Nonlinear transmission line-based sources

Figure 2. Parameter space in power/frequency occupied by sophisticated HPM sources (DEWs, black shaded region) [5].
As mentioned earlier, the volume of the HPM source (RF interaction region) by itself is a small fraction of the volume of an actual HPM system. The pulsed power driver is larger by far. Therefore, the pulsed power driver needs to be considered as the critical component of the overall system [6]. Power supplies have not been mentioned much thus far. Yet, as we pointed out, the HPM tube is typically a small fraction of the size and weight of an HPM weapon system design. The bulk of the device lies in its power-generating and conditioning equipment [7]. In 1988, Florig [7] gave a rough power supply size scaling for two classes of sources. For the 0.5 to 2 MJ/pulse class, he estimated the volume at 3 to 10 cubic meters. For the 5 to 20 MJ/pulse class, he estimated the volume at 30 to 100 cubic meters. Although he was discussing Star Wars class sources which have never been built, and although the largest reported single pulse...
energy of the sources discussed above is on the order of 1 kJ, or 0.001 MJ/pulse, it would not be reasonable to reduce his 3 cubic meters by a factor of 500 to get 0.006 cubic meters (0.22 cu ft.). The actual power supply that drove the 1 kJ RKA was much larger. Much higher energy densities can be achieved in explosive sources, but they are limited and not part of this assessment.

Nevertheless, progress has been made since 1988 and, although unpublished, it is safe to assume that the power densities available today are measurably larger than what Florig reported in 1988.

In 2004 Schamiloglu et al. described pulsed power drivers in the context of the “mouse-to-elephant” curve in biology [8]. This is reproduced in Fig. 5. The point of this is that, in biology what mammals have in common is that they all breathe oxygen and are carbon-based life forms. That is why there is this relationship between metabolic rate and body size. In pulsed power, common materials are used in all pulsed power accelerators so that it makes sense that there should be a similar relationship between power and size.

Figure 5. The analogy of the mouse-to-elephant curve in pulsed power. The line with the faster rising slope comprises systems either driven by explosives or that use state-of-the-art high energy density components. The line with the lower slope represents more traditional pulsed power systems found in the laboratory.
Assessment

This final report presents the assessment of this technology. In order to address the requirements, we must identify the limitations imposed by the payload and the application. The numbers that I am using are best guestimates and may not reflect the actual limitations, but are surely in the ballpark.

Payload limitation – our constraint

- Weight $\leq$ 1000 kg
- Diameter $\leq$ 0.75 m
- Length $\leq$ 2.5 m

Rep-rate limitation – modeling

The fundamental limitation to rep-rate in HPM sources of relevance to this assessment is outgassing from components within the pulsed power-driven electron beam source. All such sources use explosive electron emission (EEE) cathodes that operate in the space-charge-limited regime. This is, by far, the most significant source of outgassing in the HPM source. Velvet is the most popular cathode material since it “turns-on” at 30 kV/cm and produces current densities in excess of 1 kA/cm$^2$ [9]. Therefore, we will be using velvet cathode material as the basis for modeling the outgassing and, therefore, the rep-rate limitation in HPM sources. (It should be noted that Shiffler et al. [10] have demonstrated that CsI-coated carbon fiber cathodes emit much less gas than velvet cathodes. However, in this assessment we will use the modeling results for velvet since this cathode material is more prevalent and the conclusions drawn will be more conservative.)

Through diverse mechanisms, the application of a strong electric field results in plasma formation on the cathode surface. The electric field then extracts a space-charge-limited electron flow from this plasma. The ensuing expansion of the cathode plasma into the anode-cathode (A-K) gap reduces the diode impedance, and can ultimately result in diode shorting of the high-voltage pulse.

Several materials have been used as cold cathode explosive emitters in a variety of cathode configurations. As mentioned earlier, one of the most successful of these is the cloth fiber – velvet cathode. This material has a low electric field threshold for plasma initiation, emits very uniformly, and has low gap closure velocities. It is also inexpensive and easy to use. However, it is unsuitable for some repetitive pulse applications because it discharges a significant amount of matter during a pulse, and its lifetime is limited to tens of thousands of pulses because of erosion of the velvet fibers.

Work by Miller [9] has determined that explosive emission from velvet is initiated by a surface flashover mechanism. The surface discharge gives rise to a cold dense plasma/gas column. A phenomenological model based on resistive heating of the plasma columns
appears to give a good estimate for the final diode-plasma closure velocity. Guided by these results, we have explored the rep-rate limitation in HPM sources utilizing explosive emission cathodes, with velvet being the worst-case scenario.

Velvet cathode material discharges a significant amount of matter during the EEE process. Early in time this matter predominantly comprises surface contaminants, e.g., water vapor and vacuum pump oils that are desorbed from the large surface area of the dense fiber array, in addition to some eroded velvet fiber. At later times in the lifetime of the cathode, fiber erosion becomes increasingly important. The term “conditioning” is often used to describe an initial period (perhaps covering several hundred shots) in which adsorbed material is discharged from the velvet.

We can crudely estimate the equilibrium pressure in the HPM source vacuum region under repetitive pulse conditions using the following argument [9]. Let $N_p$ be the number of molecules liberated from the cathode during a pulse, $R$ is the repetition rate, and $S_{\text{eff}}$ is the effective pumping speed of the vacuum system. If the base pressure is sufficiently low, then the equilibrium pressure is approximately given by

$$P(Torr) = \frac{N_p \text{atoms/pulse}}{R \text{pulses/s}} \frac{R \text{pulses/s}}{3.5 \times 10^{19} \text{atoms/l/Torr} S_{\text{eff}} \text{l/s}}. \quad (1)$$

A typical vacuum pump used on such a system would be a turbomolecular pump with pumping speed $S = 300 \text{l/s}$. The effective pumping speed $S_{\text{eff}}$ of the vacuum system depends on the system conductance $C$ according to

$$S_{\text{eff}}^{-1} = S^{-1} + C^{-1}. \quad (2)$$

A useful approximation for the vacuum conductance of a cylindrical tube of diameter $D$ and length $L$ is given by (with dimensions in cm)

$$C \text{l/s} = 12.1 \frac{D^3}{L}. \quad (3)$$

For an S-band HPM source (S-band since the UNM MILO is this size), the beam pipe diameter is roughly 5 cm, increasing to about 15 cm for an L-band source. The distance from the cathode to the vacuum is estimated to be 50 cm. Therefore, $(S_{\text{eff}})_{\text{L-band}} = 175 \text{l/s}$, but $(S_{\text{eff}})_{\text{S-band}} = 15 \text{l/s}$. Solving Eq. (1) for $N_p$, assuming $P = 10^{-4}$ Torr and $R = 1 \text{ Hz}$ for the L-band source and $R = 0.5 \text{ Hz}$ for the S-band source yields $(N_p)_{\text{L-band}} = 6.2 \times 10^{17} \text{ mole/pulse}$ and $(N_p)_{\text{S-band}} = 1.0 \times 10^{17} \text{ mole/pulse}$. For a linear source such as a Reltron the area of the cathode for an L-band source would be about 180 cm$^2$, while for an S-band source it is about 28 cm$^2$. Therefore, it appears that after an initial conditioning period, velvet discharges approximately $N_A = 3.5 \times 10^{15} \text{ mole/cm}^2$ per
The area of the cathode in a MILO can be much larger. For the S-band MILO at UNM, the cathode area is approximately 100 cm$^2$, about four times the area of a Reltron S-band cathode.

Miller points out that if an HPM source is operated at 1 Hz repetition rate at a pressure a few times $10^{-4}$ Torr then microwaves will cease to be generated, the voltage pulse will be degraded, and the velvet will be severely damaged [9]. This is attributed to the generation of ions in the $A$-$K$ gap through an avalanche process with subsequent ion backbombardment of the cathode, and the liberation of additional matter from the cathode surface. A useful estimate for this condition in hydrogen is given by [11]

$$
\tau_i (\text{ns}) = \frac{0.33}{P(\text{Torr})}.
$$

(4)

Substituting this into Eq. (1) yields a limiting expression for the pulse repetition rate

$$
R(\text{Hz}) < \frac{3300S_{\text{eff}} (l/s)}{A_c (\text{cm}^2) \tau (\text{ns})},
$$

(5)

where $A_c$ is the cathode area. For a 1 $\mu$s pulse length, a cathode of 30 cm$^2$, and an effective pumping speed of 100 l/s, the repetition rate is limited to about 10 Hz.

Miller performs a careful assessment of the dynamics of the liberation of matter from velvet cathodes as a function of tuft dimensions and packing density [9]. A good scaling relationship for plasma closure velocity was determined to be

$$
v_f (\text{m/s}) = 100 \left( \frac{d^*}{d} \right)^{2/3} V^{1/2}
$$

(6)

for diode voltage $V$, tuft separation $d^*$, and $A$-$K$ gap $d$. Equation (6) suggests that the closure velocity varies as the cube root of the diode current density. Assuming that the useful pulse duration is limited by an increase in the diode perveance of 20%, then Eq. (6) leads to a limitation of the diode voltage pulse that can be approximated as

$$
\tau (\text{s}) < 0.001d^{5/3} (d^*)^{-2/3} V^{-1/2}
$$

(7)

with physical dimensions in meters and $V$ in volts.

A second limitation on pulse duration can be obtained by modifying Eq. (5) to include tuft densities different from the standard “red” velvet, according to

$$
\tau (\text{ns}) < \left( \frac{3300S}{A_c R} \right) \left( \frac{d^*}{0.07} \right)^2
$$

(8)
with $d^*$ now in cm. Increasing the tuft spacing reduces the amount of material vaporized in a pulse, resulting in longer useful pulse duration for a given vacuum system and repetition rate. However, the increased tuft spacing can also limit the useful pulse duration by increasing the plasma closure velocity.

## Recommendations

Due to the constraints of the payload, we eliminate from consideration the Class 2 and Class 3 sources listed earlier. The Class 2 sources require an electrical magnet and therefore simply cannot be considered from a system efficiency standpoint. The Class 3 sources are eliminated because the NLTL sources represent an immature technology that has yet to achieve reliable operation at the frequencies and power levels of interest. They also have a large volume requirement that is unsuitable for the payload under consideration. They also require constant maintenance and adjustment to synchronize the multiple NLTL lines used to drive one antenna array.

The wideband sources or impulse-type sources might be of interest for a limited target set. However, for the constraints of the payload, it is unlikely that they have the energy content in the RF field that is of use in the application under consideration.

This leaves the Class 1 sources:

- Reltron
- Vircator
- Relativistic magnetron with permanent magnet magnetic field
- MILO
- Linear Cerenkov source with permanent magnet magnetic field

From the Class 1 sources we eliminate the linear Cerenkov source with permanent magnetic field since permanent magnets are infeasible for an L- or S-band Cerenkov source. (It should be noted that linear Cerenkov sources require magnetic fields of about 3 T, whereas relativistic magnetrons require less than half that amplitude.) A permanent magnet solution is possible at X-band, but this frequency range is not of interest for the application.

From the Class 1 sources we also eliminate the Vircator for two reasons. First, the Vircator has a very low efficiency, single digit. That is an issue for the payload energy/power constraints. Secondly, a Vircator typically requires grids (screen mesh) and it is difficult to consider how the device with grids can be hardened to survive the g-forces on the payload.

From the Class 1 source we also eliminate the Reltron for three reasons. The Reltron is similar to klystrons in that microwave power is extracted from a bunched beam using a set of output cavities; however, it is unique in two respects. First, the bunching
mechanism differs from that in a klystron, and, second, the bunched beam is reaccelerated to higher energy to increase the energy withdrawn in the output cavities. The cavities used in the Reltron are rather large in diameter, particularly in L-band, but also in S-band. They will not be able to fit within the constraints of the payload. Second, the Reltron, by necessity, is a rather long device because of the extraction cavity and the interaction of the beam bunches. It will not be possible to accommodate the pulsed power and the Reltron within the payload. Third, the Reltron also uses grids in the cavities and hardening them to g-forces is a tremendous challenge.

Figure 6 summarizes these conclusions in terms of efficiency regarding the use of Class 1 and Class 2 sources in the payload and application under consideration and Fig. 7 summarizes these conclusions in terms of system mass/volume.

Figure 6. Parameter space to be identified in this assessment in terms of total efficiency. The desirable sources would lay in the first quadrant (top right), assuming that the frequencies of interest are about the same. PM=permanent magnet.
From Figs. 6 and 7 it is pronouncedly clear that the permanent magnet relativistic magnetron is the only viable solution for the payload and application under consideration. This is not surprising. The relativistic magnetron (the HPM source by itself, not including any other component of the system) is the most compact of any HPM source. In addition, it is the HPM source with the highest beam-to-microwave conversion efficiency, as was demonstrated in [12]. The reason for these two observations is that, unlike other HPM sources, in the relativistic magnetron the electron source (the cathode, or electron gun) sits within the electromagnetic interaction region. Thus, the cathode and the electromagnetic interaction region occupy the same volume, unlike linear beam devices where the cathode is external to the electromagnetic interaction region. Also, the high efficiency is a result of the fact that electrons are recirculant in the relativistic magnetron, whereas in linear beam devices the electrons perform a single pass through the system before hitting the beam dump. This is illustrated in Fig. 8.
Figure 8. (a) Electrons in a linear-beam are injected from outside the electromagnetic interaction region (shown as a particle-in-cell (PIC) simulation of a backward-wave oscillator at the University of New Mexico) and perform a single pass through the system. (b) Electrons in a relativistic magnetron (shown as a PIC simulation of the A6 relativistic magnetron driven by a transparent cathode at the University of New Mexico) are recirculant, thereby leading to much higher beam-to-microwave conversion efficiency.

Payload limitation – our constraint

- Weight $\leq$ 1000 kg
- Diameter $\leq$ 0.75 m
- Length $\leq$ 2.5 m

A custom, compact pulsed power driver using batteries as primary energy can be designed to readily fit in the payload constraint. Matched to a relativistic magnetron with radial extraction, one can envision a complete system being fitted into a representative pod, similar to one shown in Fig. 9. Permanent magnets are used to provide the axial magnetic field in the device and they weigh about 250 lbs for an S-band source [13]. Output power levels up to 1 GW are feasible. Pulse repetition rate and pulse length are constrained by the pulsed power driver. I anticipate that 10 Hz repetition for a burst lasting a few minutes for 50 ns-length pulses is feasible. Driving voltages would be around 350 kV and the impedance of the relativistic magnetron would be about 40 $\Omega$. A permanently sealed variant of the device would mitigate the need for vacuum hardware.

This is the only solution currently deemed viable for the proposed payload and application. However, the MILO might also represent a viable solution, provided that some 6.1 research investment is made. This is described next.
Figure 9. A representative pod that can contain the entire relativistic magnetron system (image from aviationnews.eu). The blue represents the output from the radial extraction through a conformal radome maintaining sealed vacuum within the device.

MILO Testbed

The reason why the relativistic magnetron won over the MILO is that the operating efficiency of the relativistic magnetron can be high, 50-70%, depending on the extraction technique. The efficiency of the MILO is about 20% at best, with certain variants achieving 25%. The fundamental reason for this is that the MILO relies on a self-magnetic field due to the axial electron flow to magnetically insulate the device. The head of the electron flow is “wasted,” lost to the vanes because the self-magnetic field has yet to be formed. This is the inherent reason for the low efficiency, part of the electron flow is used to generate self-magnetic insulation and does not contribute to microwave generation.

However, the fact that the MILO does not require an external permanent magnet makes it worthwhile to pursue its development for future applications. A MILO-based system might be lighter than a permanent magnet relativistic magnetron-based system.

Another issue with the MILO is the large cathode area involved. This leads to a lot of gas build-up and limits the repetition rate and microwave pulse length. However, through research this can also be improved upon.

Figure 10 presents a cutaway drawing of the UNM MILO Testbed. Its construction was sponsored through NSWC, and is shown in Fig. 11.

1 The MILO is very similar to a relativistic magnetron. The key difference is that the interacting electron flow is in the axial direction, as in a linear beam device. The physics of microwave generation is a hybrid interaction between a magnetron and a Cerenkov device.
Figure 10. Cutaway drawing of the UNM MILO Testbed. The green represents the cathode.

Figure 11. Photograph of the constructed UNM MILO Testbed.

Figure 12 presents a photograph of the UNM MILO Testbed under vacuum.
Microwave pulse shortening in long pulse beam-driven sources, low efficiency, as well as poor repetition rate has long posed a problem for HPM sources and limited their use for DoD applications. UNM is proposing a basic (6.1) research program to investigate gap closure physics problems in beam driven devices in order to develop and transition to DoD high power long pulse >500 ns HPM sources with high efficiency and high repetition rate. We propose:

- To investigate the plasma closure mechanism leading to pulse shortening in magnetically insulated HPM devices such as relativistic magnetrons and MILOs.
  - Models point to low density plasmas evolving from the cathode surface as main driver of radiation collapse. Plasma diagnostics can be used to observe spatial and temporal evolution of such plasmas in the MILO Testbed.
- Develop materials and techniques to mitigate this plasma closure and increase the pulse length in excess of 500 ns.
  - Carbon nanotube cathodes, transparent cathodes.

**Rationale for Continued 6.1 Research on the UNM MILO Testbed**
• Understand and solve the ion production and gap closure problem to yield solutions for repetitive pulsing of beam driven HPM sources. Experimental results can be compared with the modeling results proposed earlier.

• Develop a more thorough understanding of the beam physics in magnetically insulated devices to fundamentally increase the energy transfer efficiency.

Figure 13 and 14 present some recent simulation results using the Voss Scientific/ATK Mission Research LSP code [14]. This ability to introduce plasmas (electrons and ions) in a PIC simulation is a recent development and represents a powerful tool to use to study increasing MILO efficiency.

Figure 13. PIC numerical models of electron and cathode plasma densities at 50 and 200 ns. Initially the cathode plasmas are relatively close to the cathode and radiated power is maintained. At 200 ns, the cathode plasmas are clearly deep in the interaction space and are mixing with the electron sheath and the radiation output disappears.

Figure 14. Numerical simulation of MILO output power with no cathode plasmas and with cathode plasma emission. Plasma emission rate is set to 100 A/cm². Impedance collapse has occurred around the 200 ns mark where models show plasma density deep into the interaction space.
A robust 6.1 program that combines the use of LSP PIC simulations with ions and electrons and utilizes the UNM MILO Testbed can make an important contribution to the feasibility of employing the MILO in future payloads of interest to the DoD.
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