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Introduction.

In Zadeh's definition of Fuzzy Sets [1] the operations are defined pointwise by max, min and 1-j, and Fuzzy Sets on an universe X with these operations form a De Morgan Algebra. In Goguen's generalization [2], that is, in Fuzzy Sets taking values on a lattice, intersection and union are defined pointwise by the lattice operation and negation is defined in several ways depending on the required properties. Usually, negation is defined as dual automorphism, or as involution, or as intuitionistic negation. Some of this negations on [0,1] and on the lattice of Fuzzy Sets are studied (see [4], [5], [6], [10] and [11]) and some of the Algebras of Fuzzy Sets defined by these operations and their isomorphisms are also studied (see [7], [8] and [9]).

In this report a general overview on negations on Fuzzy Sets, and on Algebras of Fuzzy sets taking values on a distributive lattice and their isomorphisms is given.

The paper contains an introduction and three sections. In the first one a characterization of the different types of negations on the lattice of Fuzzy Sets is given. In the second one a isomorphic classes of Algebras of Fuzzy Sets are studied and in the third one the special case of Fuzzy Sets taking values on [0,1] is analyzed.

First of all, we must give some definitions, denotations and remarks which will be used from now on in this paper:

- The Center of a distributive lattice $L$ is the set of complemented elements which form a complemented sublattice of $L$, that is, a Boolean Algebra.
- $L = (L, \wedge, \vee)$ denotes a complete and distributive lattice with universal bounds 0 and 1 such that Center $(L) = \{0,1\}$.
- $P(X) = (P(X), \cap, \cup, \neg)$ denotes, as usual, the Boolean Algebra of classical subsets of a set $X$.
- $F(X) = (F(X), \cap, \cup)$ denotes the lattice of Fuzzy Sets on an universe $X$ taking values on a distributive lattice $L$ with the operations defined by $(A \cap B)(x) = A(x) \wedge B(x)$ and $(A \cup B)(x) = A(x) \vee B(x)$
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\( - \sigma_x, \bar{\sigma}_x, \delta_a, \sigma^a_x \) and \( \bar{\sigma}^a_x \) denotes the Fuzzy Sets of \( F(X) \) defined by
\[
\sigma_x(y) = 0 \text{ if } x \neq y \quad \text{and} \quad \sigma_x(x) = 1 \quad \text{(singleton or atom of } P(X))
\]
\[
\bar{\sigma}_x = C(\sigma_x) \quad \text{(antiatom of } P(X))
\]
\[
\delta_a(x) = \alpha \text{ for every } x \in X \quad \text{(constant)}
\]
\[
\sigma^a_x = \sigma_x \land \delta_a \quad \text{and} \quad \bar{\sigma}^a_x = \bar{\sigma}_x \lor \delta_a
\]

- \( H_c \) denotes the automorphism of \( F(X) \) or \( P(X) \) defined by \( [H_c(A)](x) = A(s^{-1}(x)) \)

- \( n \) denotes a negation of any type. Specification will be given if necessary.

It is interesting to remind that:

(a) The condition \( \text{Center}(L) = \{0,1\} \) imply \( \text{Center}(F(X)) = P(X) \)

(b) Any \( A \in F(X) \) satisfy
\[
A = \bigcup_{a \in X} \sigma^a_x
\]

1. Negations on Fuzzy Sets

First at all, we remind the basic definitions and properties of negations on lattices (see [12]).

Definition 1. A decreasing mapping \( n: L \to L \) is said to be:

A dual automorphism if \( n \) satisfy the De Morgan laws

An intuitionistic negation if \( n^2 \geq \text{Id} \) and \( n(1) = 0 \)

An involution if \( n^2 = \text{Id} \)

The main properties of these negations are the following:

A) Dual automorphism satisfy:

(i) For any \( S \subseteq L \) such that \( \bigvee_{a \in S} a \in L \), \( n(\bigvee_{a \in S} a) = \bigwedge_{a \in S}(n(a)) \)

(ii) For any \( S \subseteq L \) such that \( \bigwedge_{a \in S} a \in L \), \( n(\bigwedge_{a \in S} a) = \bigvee_{a \in S}(n(a)) \)

(iii) \( n(0) = 1 \) and \( n(1) = 0 \)

(iv) \( n \) is one-to-one and onto

B) Involutions satisfy:

(i), (ii), (iii), (iv) and

(v) \( n^2 = \text{Id} \)

C) Intuitionistic negations satisfy:

(i), (iii) and

(vi) For any \( S \subseteq L \) such that \( \bigwedge_{a \in S} a \in L \), \( n(\bigwedge_{a \in S} a) \geq \bigvee_{a \in S}(n(a)) \)

(vii) \( n(L) \) is a complete meet-subsemilattice containing \( X \) and \( \phi \).

(viii) \( n|_{n(L)} \) is an involution \( \bar{n} \) such that \( n(L) = \bar{n}(n(L)) \)

(ix) Let \( L' \) be a complete meet-subsemilattice of \( L \) that contain \( X \) and \( \phi \) and let \( \bar{n} \) be an involution on \( L' \). Then, there exists an unique intuitionistic negation \( n \) on \( L \) such that \( n|_{L} = \bar{n} \) and \( n(L) = L' \). This negation is defined by
\[
n(a) = \bar{n}(\bigwedge \{ b \in L' \mid b \geq a \})
\]

D) A mapping \( n: L \to L \) is an involution if, and only if, it is an intuitionistic negation and a dual automorphism.
E) Any dual automorphism \( n \) on \( P(X) \) is defined by \( n = C \circ H_s \).

F) Any involution \( n \) on \( P(X) \) is defined by \( n = C \circ H_s \) being \( s \) a permutation of \( X \) such that \( s^2 = Id \).

On the lattice \( F(X) \) of Fuzzy Sets, negations can be characterized by the following definitions and propositions:

**Proposition 1.** Any negation \( n \) on \( F(X) \) is univocally determined by the values of \( n(\sigma^*_x) \) for every \( x \in X \) and every \( \alpha \in L \).

**Proof.**

For any \( A \in F(X) \), \( A = \bigcup_{x \in X} \sigma^*_x \) and so, \( n(A) = \bigcap_{x \in X} n(\sigma^*_x) \).

**Definition 2.** A negation \( n \) on \( F(X) \) will be said to satisfy:

- The Extension Principle (E.P.) if \( n|_{P(X)} = C \).
- The Generalized Extension Principle (G.E.P.) if \( n|_{P(X)} \) is a dual automorphism of \( P(X) \).

**Proposition 2.** Any dual automorphism satisfy the Generalized Extension Principle.

**Proof.**

If \( A \in P(X) \), then \( \phi = n(X) = n(A \cup C(A)) = n(A) \cap n(C(A)) \) and dually, \( X = n(A) \cup n(C(A)) \). Then, for any \( x \in X \), \( \{n(A)(x), n(C(A))(x)\} = \{0, 1\} \). So \( n(A) \) and \( n(C(A)) \) belongs to \( P(X) \).

On the other hand if \( n \) is a dual automorphism, \( n^{-1} \) is also a dual automorphism. So, given any \( A \in P(X) \), there exists \( B = n^{-1}(A) \) such that \( n(B) = A \) being \( B \) a classical subset of \( X \).

**Theorem 1.** Any dual automorphism \( n \) on \( F(X) \) can be defined by

\[
[n(A)](x) = n_x (A(s^{-1}(x)))
\]

being \( s \) a permutation of \( X \) and \( \{n_x \mid x \in X\} \) a family of dual automorphisms of \( L \).

**Proof.**

If \( \{n_x \mid x \in X\} \) is a family of dual automorphisms and if \( s \) is a permutation of \( X \), then \( n \) defined by (1) is a dual automorphism as an easy computation show.

Reciprocally, let \( n \) be a dual automorphism of \( F(X) \). Then:

- \( n \) define a permutation \( s \) of \( X \) because by proposition 2, \( n|_{P(X)} \) is a dual automorphism of \( P(X) \). So, \( n|_{P(X)} = C \circ H_s \).
- For any \( x \in X \) we define \( n_x : L \to L \) by \( n_x(\alpha) = [n(\delta_\alpha)](x) \)
- For every \( x \in X \) it is easy to proof that \( n_x \) is a dual automorphism.
- \( n \) satisfy (1) being the family \( \{n_x \mid x \in X\} \) and the permutation \( s \) those defined above because,

\[
n(\sigma^*_x) = n(\sigma_x \land \delta_\alpha) = \sigma_{s(x) \lor \alpha}(\delta_\alpha) = \sigma_{s(x)}(\delta_\alpha)
\]

and

\[
n_y (\sigma^*_x (s^{-1}(y))) = \begin{cases} 
n_y(0) = 1, & \text{if } y \neq s(x) \\
n_y(\alpha), & \text{if } y = s(x) \end{cases}
\]
So, the theorem is proved.

**Corollary 1.** Any involution \( n \) on \( F(X) \) can be defined by

\[
[n(A)](x) = n_x(A(s(x)))
\]

being \( s \) an involutive permutation of \( X \) and being \( \{ n_x \mid x \in X \} \) a family of dual automorphisms of \( L \) such that \( n_{s(x)} = n_x^{-1} \).

**Proof.**

The proof is an easy consequence of theorem 1 taking into account that in this case \( n^2 = Id \), which imply \( s^2 = Id \), that is, \( s = s^{-1} \).

**Theorem 2.** Any intuitionistic negation \( n \) on \( F(X) \) satisfying the G.E.P. can be defined by:

\[
[n(A)](x) = n_x(A(s(x)))
\]

being \( s \) an involutive permutation of \( X \) and \( \{ n_x \mid x \in X \} \) a family of order-preserving mappings from \( L \) to itself such that \( n_x \circ n_{s(x)} \geq Id \), \( n_{s(x)} \circ n_x \geq Id \) and \( n_x(1) = 0 \), for every \( x \in X \).

**Lemma 1.** Let \( \{ n_x \mid x \in X \} \) be a family of order-reversing mapping from \( L \) to itself such that \( n_x(1) = 0 \) and let \( s \) be a permutation of \( X \). The mapping \( n \) from \( F(X) \) to itself defined by (3), is an intuitionistic negation if, and only if, \( s \) is involutive and \( n_x \circ n_{s(x)} \geq Id \) and \( n_{s(x)} \circ n_x \geq Id \) for every \( x \in X \).

**Proof of the lemma.**

Applying \( n \) to the elements of type \( \sigma^a_x \), we have,

\[
[n(\sigma^a_x)](y) = n_y(\sigma^a_x(s^{-1}(y))) = \begin{cases} n_y(0) = 1 \text{ if } y \neq s(x) \\ n_y(a) \text{ if } y = s(x) \end{cases}
\]

So, \( n(\sigma^a_x) = \sigma^{n_{s(x)}(a)}_{s(x)} \) and

\[
[n^2(\sigma^a_x)](y) = n_y(\sigma^{n_{s(x)}(a)}_{s(x)}(s^{-1}(y))) = \begin{cases} n_y(1) = 0 \text{ if } y \neq s^2(x) \\ n_y(n_{s(x)}(a)) \text{ if } y = s^2(x) \end{cases}
\]

So, \( n^2(\sigma^a_x) = \sigma^a_{n_{s(x)}(n_{s(x)}(a))} \).

If \( n \) is an intuitionistic negation, then \( n^2(\sigma^a_x) \geq \sigma^a_x \) and this imply \( s^2 = Id \) and \( n_{s^2(x)} \circ n_{s(x)} \geq Id \).

The reciproc can be proved by a simple computation.

**Proof of the theorem.**

(a) The negation \( n \) define a permutation \( s \) of \( X \) such that \( s^2 = Id \) because, if \( n \) satisfy the G.E.P., \( n \mid_{P(X)} = C \circ H_s \).

(b) For every \( x \in X \), we define \( n_x : L \rightarrow L \) by

\[
n_x(a) = [n(\sigma^a_x)](x)
\]

which imply

\[
n(\sigma^a_x) = \sigma^{n_{s(x)}(a)}_{s(x)}
\]

Then,
\[ [n(\sigma_x^a)](x) = (\sigma_x^{s(y)(a)})^{(n(x-y))}(x) = \begin{cases} 1 & \text{if } x \neq s(y) \\ n_x(a) & \text{if } x = s(y) \end{cases} \]

and, \((n (\sigma_x^a)(x)) = n_x (\sigma_x^{s(x)}(a))\)

(c) So, \( n \) is defined by (2) being the family \( \{ n_x | x \in X \} \) and the permutation \( s \), those defined in (a) and (b).

(d) Lemma 1 prove that \( s \) and the family \( \{ n_x | x \in X \} \) satisfy the required properties.

Corollary 2. A negation \( n \) of \( F(X) \) satisfy the E.P. if, and only if, there exists a family \( \{ n_x | x \in X \} \) of negations of \( F(X) \) such that \([n(A)](x) = n_x(A(x)) \) (4)

Proof.

It is easy to prove that \( n \) satisfy the E.P. if, and only if, \( s = \text{Id} \). So (4) is obtained from (1), (2) and (3) taking into account this condition.


First at all, we recall the characterization of the automorphisms of the lattice \( F(X) \) (see [7] and [8])

Definition 3. An automorphism \( h \) of \( F(X) \) is said to be pointwise functionally expressible (p.f.e.) by the family \( \{ h_x | x \in X \} \) of automorphisms of \( L \) if it is defined by

\[ [h(A)](x) = h_x(A(x)). \]

Proposition 3. Any automorphism \( H \) of \( F(X) \) can be defined by \( H = h \circ H_t \), that is,

\[ [H(A)](x) = h_x(A(t^{-1}(x))) \] (4)

being \( t \) a permutation of \( X \) and \( \{ h_x | x \in X \} \) a family of automorphisms of \( L \) which define \( h \).

Proof.

If \( h \) is a p.f.e. automorphism defined by the family \( \{ h_x | x \in X \} \) of automorphisms of \( L \) and if \( t \) is a permutation of \( X \), the mapping \( H \) defined by (4) is an automorphism of \( F(X) \) as an easy computation show.

If \( H \) is an automorphism of \( F(X) \), then:

(a) \( H \) defines a permutation \( t \) of \( X \) because \( H |_{P(X)} \) is an automorphism of \( P(X) \) and so, it is equal to \( H_t \) for some permutation \( t \) of \( X \).

(b) For any \( x \in X \), we define \( h_x: L \to L \) by \( h_x(a) = [H(\sigma_x^{-1})](x) \). It is easy to proof that every \( h_x \) is an automorphism of \( L \).

(c) \( H = H_t \circ h \) being \( h \) the p.f.e. automorphism defined by \( \{ h_x | x \in X \} \) because,

\[ [H(\sigma_x^a)](y) = \begin{cases} 0 & \text{if } y \neq t^{-1}(x) \\ h_{t(x)}(a) & \text{if } x = t(y) \end{cases} \]

and so

\[ H(\sigma_x^a) = \sigma_x^{h_{t(x)}(a)} = (h \circ H_t)(\sigma_x^a) \]

Definition 4. Two permutations \( s \) and \( s' \) of \( X \) are said to have isomorphic orbital graphs if there exists a permutation \( t \) of \( X \) such that \( t \circ s = s' \circ t \).
Definition 5. For any $x \in X$ and any permutation $s$ of $X$, the $s$-orbit of $x$ is the sequence $x, s(x), s^2(x), \ldots, s^n(x), \ldots$. This $s$-orbit is said to be of order $n$ if $s^n(x) = x$ and $s^k(x) \neq x$ for any $k < n$.

Definition 6. Two mappings $f$ and $g$ from $L$ to itself are said to be equivalents $(f \equiv g)$ if there exists an automorphism $h$ of $L$ such that $f \circ h = h \circ g$.

The following definition and theorems give us the Algebras of Fuzzy Sets and characterize their isomorphisms.

Definition 7. An Algebra $\mathcal{A} = (F(X), \bigwedge, \bigvee, \nu, \mu)$ is said to be:
- A Symmetric Algebra if $\nu$ is a dual automorphism
- An Intuitionistic Algebra if $\nu$ is an intuitionistic negation
- A De Morgan Algebra if $\nu$ is an involution.

Let $\nu$ and $\nu'$ be negations on $F(X)$ defined by the permutations $s$ and $s'$ and by families $\{ \nu_x \mid x \in X \}$ and $\{ \nu'_x \mid x \in X \}$ that satisfies the required conditions for each type of negations.

Theorem 3. Two Symmetric Algebras $(F(X), \bigwedge, \bigvee, \nu, \mu)$ and $(F(X), \bigwedge, \bigvee, \nu')$ are isomorphic if, and only if, the orbital graphs of $s$ and $s'$ are isomorphic and, for every $x \in X$ with $s$-orbit of finite order $m$, the following equivalence is satisfied,

$$n_{s^{m-1}(x)} \circ \ldots \circ n_x \equiv n'_{s^{m-1}(x)} \circ \ldots \circ n'_{t(x)}$$

The following theorem gives us the isomorphism $(3.1)$.

**Proof.**

Any isomorphism $H$ of these algebras satisfy:

(i) $H(A \bigwedge B) = H(A) \bigwedge H(B)$
(ii) $H(A \bigvee B) = H(A) \bigvee H(B)$
(iii) $H(\nu(A)) = \nu'(H(A))$

By proposition 3, conditions (i) and (ii) are satisfied if, and only if, $H = h \circ H_i$, being $t$ any permutation of $X$ and $h$ a p.f.e. automorphism defined by any family $\{ h_x \mid x \in X \}$ of automorphisms of $L$.

So, look for an isomorphism $H$ is equivalent to look for a permutation $t$ and a family $\{ h_x \mid x \in X \}$ of automorphisms of $L$ such that

$$(h \circ H_i) \circ \nu = \nu' \circ (h \circ H_i) \quad (3.1)$$

By proposition 1, it is enough to compute the equality (3.1) for the elements of type $\sigma^a_f$ for every $x \in X$ and for every $a \in L$.

$$(h \circ H_i)(\nu(\sigma^a_f)) = (h \circ H_i)(\sigma^{n_{s^{m-1}(a)}}_{t^{m-1}(a)})$$

$$(h \circ H_i)(\nu(\sigma^a_f)) = \sigma^{h_{t^{m-1}(a)}(a)}_{t^{m-1}(a)}(h_{t^{m-1}(a)}(a)) \quad (3.2)$$

$$(h \circ H_i)(\sigma^a_f) = n'(h_{t^{m-1}(a)}(a)) = \sigma^{n_{s^{m-1}(a)}}_{t^{m-1}(a)}(h_{t^{m-1}(a)}(a)) \quad (3.3)$$

Then, $H$ is an isomorphism if, and only if, (3.2) equal to (3.3) which is equivalent to,

$$t \circ s = s' \circ t \quad (3.4)$$

and
\[ h_{(t \circ s)(x)} \circ n_{s(x)} = n'_{(t' \circ s')(x)} \circ h_{t(x)} \quad \text{for every } x \in X \]  \hspace{1cm} (3.5)

It follows from (3.4) that if \( H \) exists, then the orbital graphs of \( s \) and \( s' \) are isomorphic.

On the other hand it is necessary to study condition (3.5) for every type of elements \( x \in X \) with respect to the permutation \( s \):

(a) If \( x \) is invariant by \( s \), that is, if \( s(x) = x \).
   
   In this case condition (3.5) is satisfied if, and only if, \( n_x = n'_t(x) \)

(b) If \( x \) has an \( s \)-orbit of order \( m \)
   
   In this case condition (3.5) is equivalent to the following system of equations (taking into account condition (3.4) and \( s^m(x) = x \))

\[ \begin{align*}
  h_{(t \circ s^2)(x)} &\circ n_{s^2(x)} = n'_{(t' \circ s^2)(x)} \circ h_{t(x)} \\
  h_{(t \circ s^3)(x)} &\circ n_{s^3(x)} = n'_{(t' \circ s^3)(x)} \circ h_{(t \circ s)(x)} \\
  &\vdots \\
  h_{t(x)} &\circ n_x = n'_{t'(x)} \circ h_{(t \circ s^{m-1})(x)}
\end{align*} \hspace{1cm} (3.6) \]

which is equivalent to

\[ h_{(t \circ s^{m-1})(x)} \circ n_{s^{m-1}(x)} \circ \cdots \circ n_{x} \circ n_x = n'_{(t' \circ s^{m-1})(x)} \circ \cdots \circ n'_{t'(x)} \circ h_{(t \circ s^{m-1})(x)} \hspace{1cm} (3.7) \]

So, there exist functions \( h_{(t \circ s^k)(x)} \) for \( k = 1, 2, \ldots, m-1 \) verifying (3.6) if, and only if,

\[ n_{s^{m-1}(x)} \circ \cdots \circ n_{x} \circ n_x = n'_{(t' \circ s^{m-1})(x)} \circ \cdots \circ n'_{t'(x)} \quad \hspace{1cm} (3.8) \]

(c) \( x \) has an \( s \)-orbit of infinite order

In this case, condition (3.5) is always satisfied. Given any automorphism \( f = h_{t(x)} \) all the automorphisms of the family \( \{ h_{(t \circ s^k)(x)} \mid k \in N \} \) satisfying condition (3.5) can be calculated by recurrence.

So, the theorem is proved.

Given an involutive permutation \( s \) of a set \( X \), we will denote by \( I \) and \( S \) the subsets of \( X \) defined by \( I = \{ x \in X \mid s(x) = x \} \) and \( S = \{ x \in X \mid s(x) \neq x \} \). The subsets \( I \) and \( S \) forms a partition of \( X \) because \( s \) is involutive.

**Lemma 2.** The orbital graphs of two involutive permutations \( s \) and \( s' \) of a set \( X \) are isomorphic if, and only if, the sets \( I \) and \( S \) have the same cardinal then the sets \( I' \) and \( S' \) respectively.

**Proof.**

If \( s \) and \( s' \) satisfy the conditions of the lemma any permutation \( t \) of \( X \) such that \( t(I) = I' \) and \( t(S) = S' \) satisfy \( s' \circ t = t \circ s \).

**Corollary 2.** Two De Morgan Algebras \( (F(X), \cap, \cup, n) \) and \( (F(X), \cap, \cup, n') \) are isomorphic if, and only if,

(i) \( \text{Cardinal}(I) = \text{Cardinal}(I') \) and \( \text{Cardinal}(S) = \text{Cardinal}(S') \),

(ii) For every \( x \in I \), \( n_x = n'_t(x) \) being \( t \) a permutation of \( X \) such that \( t(I) = I' \) and \( t(S) = S' \).

**Proof.**
The proof is an easy consequence of theorem 3 and lemma 2 taking into account that for every element \( x \in S \), \( n_z \circ n_{s(z)} = \text{Id} \).

**Theorem 4.** Two intuitionistic Algebras \((F(X), \cap, \cup, n)\) and \((F(X), \cap, \cup, n')\) are isomorphic if, and only if,

(i) \( \text{Cardinal}(I) = \text{Cardinal}(I') \) and \( \text{Cardinal}(S) = \text{Cardinal}(S') \)

(ii) For every \( x \in I \), \( n_x \equiv n'(t(x)) \)

(iii) For every \( x \in S \), there exist two automorphisms \( f, g \) of \( L \) such that

\[ f \circ n_x = n'(f(x)) \circ g \quad \text{and} \quad g \circ n_y(n(x)) = n'(g(y)) \circ f \]

**Proof.**

A mapping \( H \) from \((F(X), \cap, \cup, n)\) to \((F(X), \cap, \cup, n')\) is an isomorphism of this algebras if conditions (3.4) and (3.5) are satisfied. So the theorem is an easy consequence of this conditions and lemma 2.

3. Negations on \([0,1] : \) conjugated classes.

Let \( n: [0,1] \rightarrow [0,1] \) be a negation on the unit interval.

**Proposition 4.** A function \( n: [0,1] \rightarrow [0,1] \) is a dual automorphism if, and only if, \( n \) is a continuous, one-to one and onto function.

Graphically, \( n \) is any strictly decreasing curve joining the points \((0,1)\) and \((1,0)\).

**Proposition 5.** A function \( n: [0,1] \rightarrow [0,1] \) is an involution if, and only if, \( n \) is a continuous, one-to-one and onto function such that it is symmetric respect to \( y = x \).

**Proof.**

If \( n \) is involutive, then \( n(n(x)) = x \) for any \( x \in X \). Then \( (x, n(x)) \) is a point of the graph of \( n \) if, and only if, \( (n(x), x) \) is a point of the graph of \( n \). So \( n \) is symmetric respect to the line \( y = x \).

Graphically, an involution can be defined by any strictly decreasing curve joining \((0,1)\) and any point \((a, a)\) of the line \( y = x \). The graph of \( n \) is the line above defined and its symmetric respect to \( y = x \).

**Definition 8.** A non-increasing function \( n: [0,1] \rightarrow [0,1] \) is said to be quasi-symmetric respect to \( y = x \) if:

(i) For any \( x \) of \([0,1]\) such that \( n \) is continuous and strictly decreasing \( n(n(x)) = x \).

(ii) If \( n \) discontinuous at \( a \), then \( n \) is a constant function on \( (n(a^+), n(a^-)) \) with value \( a \).

(iii) If \((a,b)\) is a maximal open interval such that \( n \) is constant with value \( k \), then \( n \) is discontinuous at \( k \) and \( n(k^+) = a \) and \( n(k^-) = b \).

**Proposition 6.** A function \( n: [0,1] \rightarrow [0,1] \) is an intuitionistic negation if, and only if, \( n \) is decreasing, left-continuous, quasi-symmetric respect to \( y = x \) and \( n(0) = 1, n(1) = 0 \).

**Lemma 3.** If \( n \) is an intuitionistic negation, then \( n \) is left-continuous.

**Proof.**

Let \( \{x_i\} \) a non-decreasing sequence such that \( \lim_{i \to \infty} x_i = \bigvee_i x_i = x \). Then \( \{n(x_i)\} \) is a non-increasing sequence such that \( n(x) = n(\bigvee_i x_i) = \bigwedge_i n(x_i) \). So \( \lim_{i \to \infty} n(x_i) = n(x) \) and this imply that \( n \) is a left continuous function.
Lemma 4. Let \( n \) be an intuitionistic negation. Then:

(a) If \( x \in n([0,1]) \), then \( n(n(x)) = x \).

(b) If \( n \) is discontinuous at \( a \in [0,1] \), then \( n \) is a constant function on \( (n(a^+), n(a^-)) \) with value \( a \).

(c) If \((a,b)\) is a maximal open interval in which \( n \) is a constant function, then \( n \) is discontinuous at \( n(b) \) and \( n(n(b)^+) = a \), \( n(n(b)^-) = b \).

Proof.

(a) This statement is an easy consequence of property (viii) of negations.

(b) If \( n \) is discontinuous at \( a \), \( I = (n(a^+), n(a^-)) \) do not belong to \( n([0,1]) \). Then by property (ix) of negations, \( n \) is a constant function on this interval.

By lemma 3, \( n \) is left continuous at \( n(a^-) \). Then \( n(x) = n(n(a^-)) = n^2(a) \) for any \( x \in I \).

We are going to prove that \( n^2(a) = a \).
- By definition \( n^2(a) \geq a \).
- If \( n^2(a) > a \), then \( n(n^2(a)) < n(a^-) = n(a) \), that is, \( n^2(n(a)) < n(a) \) in contradiction with the definition of \( n \).

(c) By the left continuity of \( n \), for any \( x \) of \((a,b)\), \( n(x) = n(b) \).

Because \((a,b)\) is maximal, if \( n^2(b) > b \), then \( n(n^2(b)) < b \) that is, \( n^2(n(b)) < n(b) \) in contradiction with the definition of \( n \). So, \( n^2(b) = b \).

- If \( x > n(b) \), then \( n(x) \geq a \) because if \( n(x) < a \), then \( n^2(x) \geq n(a) = n(b) < x \) which is a contradiction. So, \( n(n(b)^+) \leq a \).
- By the left continuity \( n(n(b)^-) = n^2(b) = b \).

Then \( n \) is discontinuous at \( n(b) \) and \( n(n(b)^+) \leq a \) and \( n(n(b)^-) = b \). However, by (b) \( n \) is a constant function on the interval \((n(n(b)^+), n(n(b)^-))\) containing \((a,b)\).

So, \( n(n(b)^+) = a \) because \((a,b)\) is maximal.

So, the theorem is proved.

It is interesting to remark that graphically any intuitionistic negation function can be defined by any non-increasing function joining \((0,1)\) and a point \((a,a)\) of the line \( y = x \). The graph of \( n \) is formed by the curve defined above and its quasi-symmetric respect to \( y = x \).

Remark.

- Any dual automorphism or involution \( n \) on \([0,1]\) has an unique level of symmetry or fixed point \( a \), that is, there exist a unique \( a \in [0,1] \) such that \( n(a) = a \) which is denoted by \( a_n \).
- If \( n \) is an intuitionistic negation function, two different cases are possible:

A) There exists a fixed point by \( n \) which is denoted by \( a_n \).

B) There exist an interval \((a,b)\) called interval of symmetry, such that \( n \) is a constant function in \((a,b)\) with value \( a \) and \( n(a) = b \).

Proposition 6. Two algebras \( ([0,1], \max, \min, n) \) and \( ([0,1], \max, \min, n') \) are isomorphic if, and only if, there exists a continuous strictly increasing function \( f : [0,1] \to [0,1] \) such that \( f \circ n = n' \circ f \).
Proof.

f is an isomorphism of these algebras if:

1. \( f(\max(a, b)) = \max(f(a), f(b)) \)
2. \( f(\min(a, b)) = \min(f(a), f(b)) \)
3. \( f(n(a)) = n'(f(a)) \)

(1) and (2) imply that \( f \) is non-decreasing. Then, \( f \) must be a continuous strictly increasing function because it is an isomorphism. So, \( f \) is an isomorphism if, and only if, satisfy the conditions of the proposition.

In other words, the proposition says that two algebras are isomorphic if \( n \) and \( n' \) are equivalent (see definition 6), that is, \( n \) and \( n' \) are in the same conjugated class respect to the group of continuous strictly increasing functions from \([0,1]\) to itself, which is denoted by \( C[0,1] \).

The following propositions characterize this conjugate classes.

Definition 9. Given a function \( f:[0,1] \rightarrow [0,1] \), a point \( x \) of \([0,1]\) is said to be:
- negative respect to \( f \) if \( f(x) > x \),
- positive respect to \( f \) if \( f(x) < x \),
- invariant respect to \( f \) if \( f(x) = x \).

Given a negation function \( n \) the set of negative, positive and invariant points respect to \( n \) are denoted by \( N_n \), \( P_n \) and \( I_n \) respectively, and the set of negative, positive and invariant points respect to \( n^2 \) are denoted by \( M_n^+ \), \( M_n^- \) and \( S_n \) respectively.

Theorem 5. Two dual automorphism \( n \) and \( n' \) are equivalent if, and only if, there exists a function \( f \in C[0,1] \) such that \( f(M_n^+) = M_{n'}^+ \), \( f(M_n^-) = M_{n'}^- \) and \( f(S_n) = S_{n'} \).

Lemma 5. If \( n' = f o n o f^{-1} \), then \( f(M_n^+) = M_{n'}^+ \), \( f(M_n^-) = M_{n'}^- \) and \( f(S_n) = S_{n'} \).

Proof.

If \( x \in M_n^+ \) then \( f(x) \in M_n^+ \) because \( (n')^2 = f o n o f^{-1} \) and so \( (n')^2(f(x)) = f(n^2(x)) < f(x) \).

The proof of the other cases is doing in a similar way.

Lemma 6. If \( n \) is a dual automorphism, then:

1. \( S_n \) is a closed set and \( M_n^+ \) and \( M_n^- \) are open sets in the usual topology of \([0,1]\),
2. For any \( x \in M_n^+ \) \( (M_n^-) \), there exists a maximal open interval \((a,b)\) such that \( (a,b) \subseteq M_n^+ \) \( (M_n^-) \) and \( a,b \in S_n \).
3. If \( x \in M_n^+ \), then \( n(x) \in M_n^- \) and reciprocally.
4. If \( x \in S_n \), then \( n(x) \in S_n \).

Proof.

Conditions (1) and (2) are consequence that \( n^2 \) is a continuous function.

Conditions (3) and (4) are consequence that \( n \) is a strictly decreasing function.

Lemma 7. If there exists \( h: [0,a_n] \rightarrow [0,a_n] \) such that \( h^{-1} o n^2 o h = (n')^2 \), then there exists \( f \in C[0,1] \) such that \( n' = f^{-1} o n o f \).

Proof.

We define \( f \) by the formula,
\[ f(x) = \begin{cases} \ h(x) & \text{if } x \in [0, a_n] \\ \ (n \circ h \circ (n')^{-1})(x) & \text{otherwise} \end{cases} \]

An easy computation show that the theorem is true.

**Lemma 8.** If \((a, b)\) is a maximal open interval of \(M_n^+\) (\(M_n^-\)) and \((c, d)\) is a maximal open interval of \(M_n^+\) (\(M_n^-\)), there exists a function \(h: (a, b) \to (c, d)\) such that \((n')^2 = h^{-1} \circ n^2 \circ h\) on the interval \((a, b)\).

**Proof.**

If \(x \in (c, d)\), then:

\[ x, n^2(x), \ldots, (n^2)^m(x), \ldots \to c \]

\[ x, (n^2)^{-1}(x), \ldots, (n^2)^{-m}, \ldots \to d \]

So, \((c, d) = \bigcup_{n \in \mathbb{Z}} (n^2)^m [x, n^2(x)]\)

Similarly, if \(y \in (a, b) \subset M_n^+\), then \((a, b) = \bigcup_{n \in \mathbb{Z}} (n')^2 m [y, (n')^2(y)]\)

Let \(g\) a strictly increasing and bijective function from \([y, (n')^2(y)]\) to \([x, n^2(y)]\).

We define \(h: (a, b) \to (c, d)\) by

\[ h(z) = \begin{cases} \ g(z) & \text{if } z \in [y, (n')^2(y)] \\ \ (n^2)^m(g(z')) & \text{if } z' \in [y, (n')^2(y)] \text{ and } z = ((n')^2)^m(z') \end{cases} \]

An easy computation show that \(h\) satisfy the required condition.

**Proof of the theorem.**

Lemma 5 prove that the condition is necessary.

If there exists \(f\) satisfying the conditions of the theorem, then \(\{ \{ I \mid I \text{ interval maximal of } M_n^+ \text{ or } M_n^- \text{ or } S_n \} \} \) form a partition of \([0,1]\).

We are going to construct a function \(h: [0, a_n] \to [0, a_n]\) such that \((n')^2 = h \circ n^2 \circ h^{-1}\) (*).

This function \(h\) is constructed for any pair of intervals \(I, f(I)\) in the following way:

- If \([a, b] \in S_n\), then \([f(a), f(b)] \in S_n\). In this intervals \(n^2 = Id[a, b]\) and \((n')^2 = Id[f(a), f(b)]\). So any strictly increasing function from \([a, b]\) to \([f(a), f(b)]\) satisfy (*) on the interval \([a, b]\).

- If \((a, b) \subset (M_n^+ \cup M_n^-) \cap N_n\), then, by lemma 8 there exists a function \(h_a(a, b) \to (f(a), f(b))\) such that (*) is satisfied on \((a, b)\).

So, we can define \(h \in C[0,1]\) by

\[ h(x) = \begin{cases} \ x & \text{if } x \in S_n \\ \ h_a(x) & \text{if } x \in (a, b) \subset (M_n^+ \cup M_n^-) \cap N_n \end{cases} \]

This function obviously satisfy (*) and by lemma 7 this imply that \(n\) and \(n'\) are equivalents.

**Corollary 3** Two involutions \(n\) and \(n'\) on \([0,1]\) are equivalent.

**Proof.**

For any involution \(n\) , \(M_n^+ = M_n^- = \emptyset\) and \(S_n = [0,1]\). So, the theorem say that any pair of involutions are equivalent.

Let \(n\) be an intuitionistic negation on \([0,1]\). We denote by \(D\) the set \(D = \{ a \in [0,1] \mid n\) is discontinuous at \(a\}).

Theorem 6. Two intuitionistic negations $n$ and $n'$ are equivalents if, and only if, there exists a function $f$ of $C[0,1]$ such that $f(D) = D'$ and $f(n(a^+)) = (n'(f(a)^+), n'(f(a)^-))$ for every $a \in D$.

If $n' = h \circ n \circ h^{-1}$, then:

(i) If $n$ is a constant function on an interval $I$ with value $p$, then $n'$ is a constant function on $h(I)$ with value $h(p)$.

(ii) If $n$ is discontinuous at $a$, then $n'$ is discontinuous at $h(a)$ and $n'(h(a)^+) = h(n(a^+))$ and $n'(h(a)^-) = h(n(a^-))$.

(iii) If $n$ has a fixed point $a_n$, then $n'$ has a fixed point $h(a_n)$ and if $n$ has an interval of symmetry $(s,t)$, then $n'$ has an interval of symmetry $(h(s), h(t))$.

The proof is an easy computation.

Lemma 10. Let $n$ and $n'$ be intuitionistic negations such that:

(i) $n([0,1]) = n'([0,1])$

(ii) For every $x \notin n([0,1])$, $n(x) = n'(x)$ Then, $n$ and $n'$ are equivalents.

Proof.

The conditions of the lemma imply that $n$ and $n'$ have the same intervals in which the negations are constant functions (this intervals are the complement of $n([0,1])$ and $n'([0,1])$ respectively) with the same value and also imply that $n$ and $n'$ has the same points of discontinuity with the same jumps. So both negations have the same interval of symmetry or both negations has point of symmetry. We are going to study the different cases:

1. If $n$ and $n'$ have the same interval of symmetry or the same fix point $p$.

In this case $N_n = N_{n'}$ and we define the function $f$ by

$$f(x) = \begin{cases} 
    x, & \text{if } x \in N_n \cup (P_n - n([0,1])), \\
    p, & \text{if } x = p \\
    n'(n(x)), & \text{if } x \in P_n \cap n([0,1])
\end{cases}$$

It is easy to prove that $f \in C[0,1]$ and $n' = f \circ n \circ f^{-1}$.

2. If $n$ and $n'$ have points of symmetry $a_n$ and $a_{n'}$ such that $a_n \neq a_{n'}$.

In this case let $a$ be the point $a = \inf \{ b \in n([0,1]) \mid n \text{ is continuous and strictly decreasing on } [b, a_n] \}$. Then $n$ and $n'$ will be decreasing bijections from $[a, n(a)]$ to itself. So, we can define the function $f \in C[0,1]$ by

$$f(x) = \begin{cases} 
    n'(n(x)), & \text{if } x \in (P_n - (a_n, n(a))] \cup n([0,1]) \\
    h(x), & \text{if } x \in (a, a_n) \\
    n'(h(n(x))), & \text{if } x \in (a_n, n(a)) \\
    x, & \text{otherwise}
\end{cases}$$

being $h$ any increasing bijection from $(a, a_n)$ to $(a, a_{n'})$.

An easy computation show that $n' = f \circ n \circ f^{-1}$.

Proof of the theorem.
The condition is necessary by lemma 9.

If $n$ and $n'$ are intuitionistic negations satisfying the conditions of the theorem we are going to prove that $n'$ and $f \circ n \circ f^{-1}$ satisfy the conditions of the lemma 10.

By lemma 9, $n'$ and $f \circ n \circ f^{-1}$ have the same points of discontinuity with the same jumps. So $n'((0,1]) = (f \circ n \circ f^{-1})((0,1])$. If $x \notin n'((0,1])$, then $x$ belongs to an interval $I$ in which $n'$ and $f \circ n \circ f^{-1}$ are constant functions. This interval is $(f(a),f(b))$ being $(a,b)$ an interval in which $n$ is a constant function and $n'(x) = n'(f(b))$, $(f \circ n \circ f^{-1})(x) = f(n(b))$. Because $n$ is discontinuous at $b$, $f \circ n \circ f^{-1}$ and $n'$ are discontinuous at $f(b)$ with the same values.

So, this two negations satisfy the conditions of lemma 10, which imply $n$ equivalent to $n'$ by transitivity.
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