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ABSTRACT 

Despite its ubiquity in the systems engineering literature, flexibility remains an 
ambiguous concept. There exist a multitude of definitions, which vary not only by 
domain, but within domains as well. Despite the confusion, flexibility is an oft purported 
means for dealing with the well-chronicled cost and time overruns that plague the DoD 
systems engineering projects. 

 
This report provides findings from research conducted under the RT-18a: Valuing 

Flexibility project. The primary goal of this research project is to identify, develop, and 
validate sound quantitative methods, processes, and tools (MPTs) that will enable DoD 
leadership and program managers to make a convincing case for investments in system 
flexibility when acquisition decisions are made. 

 
The research conducted during the first phase of this project (summarized in the 

Mid-Term Report) focused on identifying current quantitative MPTs for valuing 
flexibility in DoD contexts, critically evaluated the theoretical underpinnings of these 
MPTs, and delivered initial capabilities to value investments in flexibility to handle 
unforeseen sources of change. 

 
The current phase of the project focused in three areas: developing a taxonomy for 

evaluating MPTs for valuing flexibility in DoD contexts (including an overview of a 
software implementation), extending existing methods by developing new tools for 
valuing flexibility through life cycle costs, and using real and illustrative scenarios as 
examples for applying methods to value flexibility, including a detailed case study of 
flexibility in Ship Maintenance. 
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1 OVERVIEW 

The DOD routinely demonstrates its capability to develop complex systems; 
however, these accomplishments are often tarnished by substantial cost and schedule 
over-runs. While defense policies are continually being revised to address these 
problems, many believe that a more fundamental source of these overruns is the lack of 
flexibility in the systems being developed. But providing justification to invest in 
flexibility is a tough sell, as stakeholders struggle to quantitatively demonstrate the 
potential return on investment, including the return from military capabilities. The RT-
18a project took as its mission to identify, critique, and improve on methods for valuing 
flexibility through rigorous quantitative techniques. A summary of the first phase of 
research conducted can be found in the Mid-Term Report. 

 
This document highlights the work done in the current phase of the project, and is 
organized as follows: 

1. Section 2 provides a brief introduction to the nature of the problem facing DoD as 
well as other service, defense, and manufacturing systems in designing systems 
with appropriate and value-adding flexibility. Since identification and 
definitional work related to flexibility was a focus of the project’s mid-term 
report, limited literature review is provided here, leaving specific details to the 
following sections. 

2. Section 3 constructs a taxonomy of methods for modeling and valuing flexible 
systems based on the salient system characteristics that are common to all 
flexible systems. The taxonomy seeks to identify the most appropriate tool for 
valuing flexibility based on the number of decision epochs, the number of 
decision alternatives, and the complexity of uncertainty in the flexible system. 
Beyond this principle features, we provide a number of secondary characteristics 
which inform a decision-makers technique selection. For practical 
implementation, this taxonomy has been coded as a web-based flexibility 
valuation method selection tool. The overview and documentation of this tool are 
included in this section of the report. 

3. The research efforts highlighted in Section 4 develop a tool for justifying 
investments in flexibility and valuing the inherent ability of different systems or 
designs to respond to uncertainty. The tool presented here is essentially a 
modification of the current life cycle cost (LCC) metric to incorporate 
uncertainty. This report presents a prognostic cost model that is shown to 
provide significantly more accurate estimates of life cycle costs for DoD 
programs. This model adopts a stochastic approach, seeking to identify and 
incorporate top-level (i.e., ―macro‖) drivers of estimating error to produce a cost 
estimate that is likely to be more accurate in the real world of shifting program 
baselines. In this report it is demonstrated that the resulting improved cost 
estimate accuracy could reduce life cycle costs and/or allow defense acquisition 
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officials the ability to make better decisions on the basis of more accurate 
assessments of value and affordability.  

4. The research in Section 5 extended prior research that was sponsored by the 
Office of the Secretary of Defense (OSD) through the Systems Engineering 
Research Consortium that focused on the potential cost benefits of the value of 
flexibility that select technology options would provide in core ship maintenance 
processes. This study compared the Dutch naval and Dutch ship builder 
experiences with the projections for the use of collaborative product life cycle 
management (CPLM) and 3D Laser Scanning Technology (3D LST) in the prior 
US Navy study.  

The research team collected data on Dutch ship maintenance operations 
and used it to build three types of computer simulation models of ship 
maintenance and technology adoption. The approach included use of the 
knowledge value added (KVA) models of return on technology investments in 
those operations, system dynamics models (based on the KVA preliminary ROI 
results) of ship maintenance operations, and integrated risk management (IRM) 
models of implementation plans for the technology adoption. The results were 
then analyzed and compared with the previously developed modeling results of 
US Navy ship maintenance and technology adoption. 

5. Section 6 concludes by providing a summary of the research performed in the 
current phase of the project. 
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2 INTRODUCTION 

While the U.S. Department of Defense (DOD) routinely fields world-class weapons 
systems, there is tremendous opportunity for improving the acquisition of these 
systems, at least with respect to cost and schedule performance. In 2009, the 
Government Accountability Office found that of the DOD’s major ongoing acquisition 
programs that provided relevant cost data, 69 percent reported an increase in total 
acquisition costs, with over 40 percent of those pro-grams reporting an increase in 
acquisition unit costs of at least 25 percent. Moreover, on average, total research and 
development costs were 42 percent higher than originally estimated and systems were 
22 months behind schedule. Moreover, the older the program, the more pronounced the 
cost overruns and schedule delays. Major defense programs that have been in 
development more than 15 years have seen an average 138 percent increase in 
acquisition costs, and over three years of schedule delays [GAO, 2009].  

These systemic failings are widely known to those familiar with defense acquisitions, 
and there is nothing particularly surprising in the latest numbers. Nor is there anything 
surprising in how the DOD is likely to respond to the problem. If the past is any 
indication of the future, then we will soon see another acquisition reform effort spawned 
and promulgated with the expressed intent of reducing monetary waste and/or 
improving overall mission responsive-ness. This observation is not meant to disparage 
the various well-intentioned reform efforts and the dedicated professionals that create 
and implement them; the point is, rather, that the desired improvements are seldom, if 
ever, realized [Drezner, Jarvaise, et al., 1993; Younossi, Arena, et al., 2007; Christensen, 
Searle, Vickery, 1999]. 

One possible explanation for the lack of effectiveness of these acquisition policies is 
that they are essentially aimed at the cause rather than the symptoms. For most 
engineering problems, this would be exactly the right approach. One time it is not is 
when the root cause is ineluctable. When this is the case, resources may actually be 
squandered by focusing on the cause, and instead should be aimed at how best to 
mitigate the effects. As an analogy, it is more sensible to design a building to be 
earthquake-resistant rather than to try to develop a technique for preventing 
earthquakes entirely. 

With respect to acquisition programs, the metaphorical role of the inevitable 
earthquake is filled by uncertainty. Every major program must contend with myriad 
sources of uncertainty, to include the emergence of new threats, technological 
setbacks/breakthroughs, requirement creep, test failures, budget fluctuations, market 
volatility, workforce turnover, and, of course, new acquisition policies. Regarding the 
last item, the steady barrages of acquisition reform efforts that attempt to overcome 
uncertainty are arguably futile since uncertainty cannot be overcome. Worse, it may be 
that some of these strategies (e.g., requirement-driven acquisition) contribute to the 
development of point-solution designs that are ironically less capable of responding to 
these various sources of uncertainty when they do arise, thereby inevitably wreaking 
havoc with program budgets and schedules. And at the risk of extending the earth-quake 
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metaphor to a breaking point, the mounting complexity and rate of change is increasing 
the frequency and magnitude of the earthquakes. So instead of tilting (or, at least, 
instead of only tilting) at the windmill of uncertainty, a better approach may be to 
accept uncertainty as a fact of life, and explore how we can design systems to better 
respond to it.  

While the definitional landscape related to a system’s ability to respond to 
uncertainty is large and ambiguous, the term most often associated with this concept is 
flexibility [Ryan, Jacques, and Colombi, 2011]. If systems can be designed in such a way 
that they are able to more readily respond to various sources of change, then it stands to 
reason that when uncertainties become realities, the impact to the program will be 
lessened. Designing flexibility into a system, which paradoxically focuses on the 
predictable effect, rather than the unavoidable cause, may be vital to achieving the 
persistently elusive goal of improved cost and schedule performance. 

Flexibility is frequently, and almost universally, hailed as a desirable system 
characteristic, as it is widely perceived as the most effective antidote to the systems 
engineering scourge of uncertainty [Thomke, 1997; Krishnan and  Bhattacharya, 2002; 
Gershenson, Prasad, and Zhang, 2003; Hastings and McManus, 2004; Nilchiani and 
Hastings, 2006; Gebauer and Lee, 2007; Shah et al., 2008; Baykasoglu, 2009; Saleh, 
Mark, and Jordan, 2009; Brown and Eremenko, 2009]. Yet despite its wide usage and 
high regard, flexibility remains a remarkably ambiguous concept in the systems 
engineering community. In many cases, the problem extends to—and is exacerbated 
by—the casual usage of many of the other nontraditional system design parameters. For 
instance, the terms ―flexibility‖ and ―adaptability‖ are often used interchangeably, or 
conflated with descriptors like robustness, agility, changeability, scalability, 
modifiability, and versatility. Consider the latest version of the INCOSE Systems 

Engineering Handbook where flexibility and adaptability are referred to on numerous 
occasions without ever being defined, while robustness is defined as simply the ―ability to 
adapt‖ [INCOSE,2011]. 

The fact that systems engineers do not have a clear, consistent definition for 
flexibility is lamented by numerous authors [Bordoloi, Cooper, and Matsuo, 1999; Saleh, 
Hastings, and Newman, 2003; Nachtwey, Riedel, and Mueller, 2009; Fitzgerald et al., 
2009]. Moreover, of the ―-ilities,‖ there is reason to believe that the term ―flexibility‖ is 
the most carelessly employed. In one study [Saleh, Mark, and Jordan, 2009], the 
authors present evidence showing that the term ―flexibility‖ (and its variants) is used in 
a colloquial sense far more often than other design terms, concluding that the concept of 
flexibility lacks ―scholarly maturity.‖ However, these authors also support the notion 
that the ―concept of flexibility is today where the concept of quality was some 20 years 
ago,‖ (p. 309) suggesting that its definition is destined to mature. The principal aim here 
is to advance that maturity process. As one of the source authors in this study has keenly 
observed, ―A truly useful set of definitions should be rigorous, empirically grounded, 
and free from contextual biases‖ [Ross, Rhodes, and Hastings, 2008]. We seek to 
achieve this goal not through the typical method of proffering rational arguments that 
advocate a particular set of definitions. Rather, we take a more democratic approach, 
attempting to consolidate the views of various authoritative sources. Following a 
thorough review of scholarly definitions of flexibility and flexibility-related terminology, 
the authors have created a novel ontological framework to deconstruct the extant 



UNCLASSIFIED 

 

Contract Number: H98230-08-D-0171  TO 0014 RT-18a 

Report No. 2012-TR-10-2 

10/31/2012 

13 

definitions into five fundamental components. This framework enables us to identify 
and discern the most salient characteristics of the subject terminology, and thereby 
collate the ontological components into a single consolidated set of ―majority-rule‖ 
definitions. 

Resolving academic disagreement via consensus is generally not the preferred 
approach. After all, simply because a view is advocated by a majority of experts does not 
necessarily make that view correct; nevertheless, it does tend to shift the burden of 
cogency on to the minority. And while dissension has long played a crucial role in 
advancing the state of the art in both science and academics, that role is clearly 
diminished here. The lack of consensus for flexibility definitions does not relate to ―state 
of the art,‖ but simply to terminology, and terminology is an abstract creation whose 
value is intrinsically anchored to consensus. Another benefit of this approach is that the 
exercise of analyzing how the definitions of flexibility and flexibility-related terms 
compare and contrast can yield useful insights into the nature and extent of the 
dissension, as well as where existing terminology remains the most contentious or 
inadequate. 

The Department of Defense (DoD) has long stressed the importance of monitoring 
and reducing the total life cycle cost (also sometimes referred to as ―total ownership 
cost‖) of its systems. Consider the following excerpts from the venerable DOD Directive 
5000.01: Defense Acquisition System [DoD, 2007] — 

• Programs shall be managed through the application of a systems engineering 
approach that optimizes total system performance and minimizes total ownership costs. 
Planning for … the estimation of total ownership costs shall begin as early as possible. 

• To the greatest extent possible, the MDAs (Milestone Decision Authorities) shall 
identify the total costs of ownership, and at a minimum, the major drivers of total 
ownership costs. 

Similar guidance can be found in a number of other long-standing authoritative 
sources (e.g., DoDI 5000.02, and DoDM 5000.04 [DoD, 2008; DoD, 1992]), as well as 
the recently enacted Weapon Systems Acquisition Reform Act (WSARA) of 2009 [DoD, 
2009], the importance of which will be discussed later. 

The DoD’s definition of Life Cycle Cost (LCC) is the total cost to the government 
spanning all phases of the program’s life: development, procurement, operation, 
sustainment, and disposal [DoD, 1992]. Note that this definition includes some costs 
accrued before a system formally enters the acquisition phase (e.g., requirements 
definition and concept development) as well as certain costs accrued as the system 
transitions out of sustainment (e.g., demilitarization and disposal). These initial and 
final costs—though sometimes sizeable from an absolute perspective—are almost always 
negligible when compared to the costs incurred during the program’s acquisition phase 
and its Operations and Support (O&S) phase. Consequently, one can state, to a high 
degree of accuracy, that a system’s LCC is simply the sum of its total acquisition costs 
and its total O&S costs. 

Of these two cost components, the DoD has historically placed significantly greater 
emphasis on the acquisition side of the equation. Over the years, a plethora of control 
and oversight accountability mechanisms—from milestones and congressional reporting 
to baselines and breaches—have been implemented with the expressed purpose of 
improving the execution and/or management of the acquisition phase of defense 
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programs. Meanwhile, sustainability considerations have been perennially neglected or 
subordinated to acquisition requirements or program survival [DoD, 2009; Choi, Alper, 
Gessner, et al., 2009]. 

At first, this disproportionate emphasis on the acquisition phase might seem odd 
given the well-known fact that the majority of DoD system costs tend to be incurred 
during the O&S phase (recent estimates put the share of O&S costs at about 60-75 
percent of the overall life cycle costs [DoD, 2009]). However, it does make sense both 
practically and strategically. From a practical perspective, it is much easier to implement 
the aforementioned control and oversight accountability mechanisms within the 
acquisition phase, with its relatively simple chain of command, tighter span of control, 
and shorter duration. And strategically speaking, focusing on the acquisition makes 
ample monetary sense: Though fewer dollars are expended during acquisition, the 
actions and decisions being made during this phase have a much greater impact on the 
life cycle cost than those being made during the O&S phase. This entire dynamic (which 
is really the consummate justification for systems engineering) is well depicted in the 
classic cost curves of Figure 1 below [Caro, 1990]. 

 

 
Figure 1: Relationship between phases and life cycle costs [Caro, 1990] 

 
By virtue of its traditional focus on the acquisition component of a system’s life cycle, 

the DoD has managed to gain a variety of valuable insights into the nature of the 
acquisition costs of defense, including how accurate acquisition cost estimates are and 
how they tend to behave over time. These insights have provided the framework for 
many revisions to the acquisition process and provided the opportunity for numerous 
improvements to the acquisition cost component of a system’s LCC. Unfortunately, the 
same cannot be said for O&S cost projections. Despite an increased focus on O&S costs 
in recent years, the fact remains that the DoD simply still does not know how O&S cost 
estimates compare to reality. Consequently, DoD emphasis on a program’s life cycle cost 
is effectively a hollow requirement. Without knowledge of the validity of a program’s 
O&S cost estimates, we cannot have confidence in its LCC estimates. And without 
confidence in LCC estimates, any efforts to reduce LCCs are effectively nullified, and 
attempts to meaningfully discern the value of competing systems based on their 
respective LCCs are rendered futile. 
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If one accepts the premise that accurate LCC estimates are of vital importance to 
DoD decision makers, then it is imperative that the behavior of O&S cost estimates be 
fully characterized. And the opportunity to do so has never been better. The 
combination of long-cultivated O&S reporting requirements and the fact that enough 
time has elapsed for the resultant data to sufficiently accumulate, allow analysts—for the 
first time in history—to conduct a relatively comprehensive assessment of DoD O&S cost 
behavior. 

Many senior defense acquisition officials routinely make key decisions involving 
weapon systems that are projected to cost billions of—or perhaps even a trillion [Hebert, 
2011] dollars over their life cycle. These high-dollar decisions may involve how many 
units to procure, how to phase program funding, or even whether to fund a program at 
all. Typically, the decision will not only have major implications on the life of a given 
program, but it can also impact the Pentagon’s overall budget and strategic direction. In 
light of the looming, significant reductions to the defense budget [GPO,2011], these 
program decisions are bound to become both more difficult and more important, as 
questions of value and affordability increasingly take center stage. 

For the senior decision-maker, a principal tool for assessing the value and/or 
affordability of a given defense program is via long-term program cost estimates such as 
Life Cycle Cost (LCC) and per unit Operating and Support (O&S) cost. It is therefore 
essential that these estimates be reliable and accurate. But what if they are not? What if 
the forecasted ownership costs of a given program are far different from the actual 
costs? If there is a significant disconnect between estimated and actual costs, the 
concern naturally arises as to the utility of the estimates, and how sound are any 
decisions based upon them. These are not just hypothetical questions. The authors 
recently completed a study that shows DoD estimates of long-term program cost are 
often highly inaccurate and—perhaps more surprisingly—improve very little, if at all, as 
programs mature [Ryan et al., 2012]. 

This finding logically leads one to consider a more formidable challenge: How can 
the accuracy of DoD life cycle cost estimates be improved? In this report, we tackle the 
problem through a fundamentally different approach to cost estimating. We propose a 
technique that, in essence, models the error in the program estimate as a random 
variable whose value is determined by a salient group of top-level program summary 
indicators. This prediction of the estimate error is then used to adjust the official 
program estimate to a value that is, on average, significantly closer to the eventual, 
actual cost of the program. We refer to this technique as macro-stochastic cost 
estimation. The authors have borrowed the term ―macro-stochastic‖ from the physical 
sciences where it is used to describe large-scale phenomenon that can only be analyzed 
effectively in a statistical manner, such as dynamic structural loads or earthquakes 
[Wijker, 2009]. 
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3 A TAXONOMY OF METHODS FOR VALUING 

FLEXIBILITY 

Flexibility is a difficult concept to measure and value, and yet is highly desirable in 
military, manufacturing, and service systems.  Coupling inflexibility with environmental 
uncertainty or adversarial decisions can have dire consequences for public and private 
entities. Knowing how much flexibility to invest in for any particular system requires 
detailed modeling of the system environment to compute the value of flexibility. 
Flexibility only has value if 1) there is uncertainty about future states of the system, and 
2) the flexible alternatives are responsive to the uncertain states. Uncertainty about 
future states could stem from unpredictable failure of system components, actions of 
other (possibly adversarial) decision-makers, market uncertainties (demand, price, 
competition), or natural uncertainties (geologic or atmospheric phenomena). The ability 
of flexible systems to respond in ways that capitalize on realizations of uncertainty is 
what creates value for the system operator. Although a number of techniques have been 
suggested and applied to compute the value of flexibility in various settings, these 
techniques appear in disparate literatures and have varying assumptions and abilities. 
There has been no attempt to provide guidance to a decision-maker as to what 
techniques apply under which circumstances, and their relative merits and trade-offs. 
This section attempts to fill this gap by studying game and decision theoretic, 
mathematical programming, dynamic programming, and differential equation 
formulations of the decision-maker's problem and analytical (closed-form), numerical 
(exact and heuristic), and simulation-based solution methods. Valuing flexibility is an 
optimization exercise since the value of flexibility for any system is computed from the 
expected value under optimal control of the flexible system. We propose a taxonomy 
which a decision-maker could use to identify which formulations and solution methods 
are most appropriate under a given set of circumstances. This taxonomy is based on 
salient features of a system or decision environment including the number of decision 
epochs, the number of alternatives, and the characterization of uncertainty. We also 
discuss other import criteria for valuing flexibility, such as the decision-maker's risk 
preferences and objective, decomposability, and the effect of unknown unknowns. 

 
After presenting our taxonomy, we present a series of examples on valuing flexibility 

in the design and operation of an observation satellite in order to illustrate the 
formulations and solution methods considered in the taxonomy. The flexibilities we 
model include the ability to execute orbital transfers to observe regions providing the 
highest value of information, and the ability to upgrade sensor technology. We present 
the example in a series of cases, varying assumptions to illustrate the variety of 
techniques which can be used to model flexibility. 
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3.1 LITERATURE REVIEW – VALUING FLEXIBILITY 

Flexibility is an old and well-studied concept, with entire journals and several 
excellent literature reviews devoted to the subject. Therefore, our goal for this section is 
to briefly highlight important results and illuminate the path to more detailed reviews 
for the interested reader. Defining flexibility is itself a non-trivial task, with many 
meanings both practically speaking, and in the academic literature. For the purposes of 
this section, flexibility refers to the ability to make decisions in the future operation of a 
system which respond to changes in the state of the system. Excluded in our definition 
of flexibility is the notion of robust decision-making, or making a priori decisions which 
attempt to ensure preferred outcomes regardless of the realization of uncertainty. Sethi 
and Sethi [1990] review the literature on flexibility from the economics, organizational, 
and manufacturing literatures and provide a classification of 11 flexibilities at the 
component, system, or aggregate levels of a manufacturing organization. Sethi and 
Sethi's classification discusses the purpose, means, and measurement of each type of 
flexibility. More recently, Buzacott and Mandelbaum [2008] build on the Sethi and 
Sethi framework to introduce the concepts of prior, state, and action flexibility, and 
review applications measuring or valuing flexibility. Buzacott and Mandelbaum discuss 
models used to represent and measure flexibility in systems and applications thereof. 
Although there is overlap between their models and the formulations and techniques we 
consider, their focus is on the measurement of flexibility, while ours is on computing its 
value, and they make no attempt to classify systems in relation to their models, which is 
the focus of our taxonomy. One of the important results in manufacturing systems is 
that limited flexibility can provide nearly all of the benefits of complete flexibility 
[Jordan and Graves, 1995]. Harvey et al ., [1997] compare notions of flexibility in 
manufacturing systems to those in service systems, where the value of flexibility is 
derived from uncertain and fluid customer demands. They recommend that information 
technology creates more value from flexibility in service systems relative to 
manufacturing systems. 
 

In addition to manufacturing and supply chains, flexible financial instruments, or 
options, are another primary application domain for the value of flexibility. Here, 
flexibility is often interpreted as an exercise right without obligation. Financial options 
theory is an extensive field, including the Nobel Prize winning contributions of Black 
and Scholes [1973], a closed-form solution to the value of a European call option. 
Practitioners and academic researchers have also used financial options theory to value 
flexibility in non-financial environments, an approach referred to as `real options' (see 
Trigeorgis [1996] for a well-organized and comprehensive exposition). Bengtsson [2001] 
reviews flexibility and real options, based on the Sethi and Sethi [1990] classification of 
manufacturing flexibility. Two critical and related assumptions in applying results from 
financial options theory to real decision environments are the risk-attitude of the 
decision-maker and the completeness of markets. In the financial realm, risk-
preferences can often be ignored via market completeness, however, in general decision 
environments, outcomes cannot be replicated with trade-able assets, and risk 
preferences must be taken into account. Risk preferences are often ignored since 
nonlinear utility functions frequently destroy closed-form solutions from options theory, 
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and more general approaches such as dynamic programming Dixit and Pindyck and 
[1994] must be employed. We now turn to constructing a taxonomy for prescribing 
methods to value flexibility. 
 

 

3.2 CONSTRUCTING A TAXONOMY 

The purpose of constructing our taxonomy is to provide guidance to a decision-
maker as to which formulations and solution procedures are appropriate and well-suited 
to analyze the system under consideration. We define the value of flexibility analogously 
to the value of information [Raiffa and Schlaifer, 1961]. Any flexible system has a set of 
decision epochs and alternatives at those epochs,        . For any system S, we define   
by       . Given two systems, S, S', we say that S is more flexible than S' if     , and 
in which case we write     . This means that a decision-maker operating S can make 
any decision that an operator of S' could make, plus additional alternatives that S allows. 
Clearly this definition does not create a total ordering of systems, which is to say that 
given any two systems, neither may be more flexible than the other. In the case that one 
system is more flexible than another, we say that the systems are comparably flexible. 
For two comparably flexible systems, S, S', we make the following definition, 

 
Definition 1 

Considering two flexible comparable systems,      , the value of flexibility is 
defined as the expected value of the more flexible system minus the expected value of 
the less flexible system under optimal control of each system. That is, 

 
      

                
 
Although the value of flexibility is only meaningfully computed for two comparably 

flexible systems, the expected value of two incomparable systems can still be compared. 
Here the value    captures both benefits and costs (of design, construction, operation, 
and disposal) realized throughout the lifespan of the system S. Hence, the value of 
flexibility computed can be used to make decisions on whether the investment in the 
flexibility is prudent by comparing to the cost of acquiring the extra flexibility provided 
by S (design, construction…). When the value of flexibility is positive, the alternatives 
provided by the more flexible system increases the net value of the system in 
expectation. In the case that the system results in multidimensional consequences which 
cannot be reasonably aggregated, Definition 1 is not well specified, and instead the 
trade-offs between the systems should examined directly. Having defined the value of 
flexibility, we now outline characteristics of a system or decision environment which 
form the basis for our taxonomy. 
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3.2.1 DISTINGUISHING SYSTEM CHARACTERISTICS 

The first system characteristic we consider is the number of decision epochs. In the 
simplest case, there is a single point in time when a decision can be made, e.g., 
European-style financial options. In this case, closed-form solutions for the value of the 
flexibility are often available. For example, when the value of the optional asset follows 
the log-normal distribution and other assumptions hold, the Black-Scholes formulas 
gives the value of the option. More generally, there may be multiple, but finitely many 
decision epochs. This is the case for systems with recurring decision opportunities and 
fixed lifespans. If the life of the system is indefinite or approximately infinite, a system 
with discrete decision epochs can be modeled by countably many epochs. In the 
extreme, systems can be modeled as having uncountably many decision epochs if 
decisions can be made continuously. In financial options applications, distinctions 
between the number of decision epochs can clearly be seen in the distinctions between 
European, Bermudan, and American style options. In general, systems with more 
decision epochs require more sophisticated formulations. 

 
The second system characteristic we consider is the number of alternatives the 

system operator faces per decision epoch. By definition, any decision epoch has at least 
two alternatives. Systems with minimal flexibility, two alternatives at exactly one 
decision epoch, are rarely encountered in reality, and are structurally equivalent to 
European-style financial options. In general, systems need not have the same number of 
alternatives per decision epoch, however often holds or is assumed for convenience. 
Systems with just two alternatives per epoch are often well-behaved, with state 
thresholds delineating optimality regions for the two alternatives. Operational decisions 
with a range of discrete or continuous alternatives, e.g., inventory management of a 
continuous commodity, have finitely many, countably many, or uncountably many 
alternatives. As the number of alternatives per decision epoch increases, there is greater 
need to express the relationship between the costs, benefits, and constraints of the 
system and the decision alternatives through mathematical functions. The value of 
flexibility is always non-decreasing in the number of total alternatives the system 
operator faces of the lifespan of the system. Generally speaking, as the number of 
alternatives increases, solving for the optimal operational or control strategies becomes 
increasingly difficult. 

 
The characterization of uncertainty plays an important role in the modeling, 

formulation, and techniques which are appropriate for valuing flexibility. Increasing the 
number of uncertain factors modeled significantly hampers the prospect of analytical 
solutions, and increases the computational burden of numerical and simulation-based 
solutions. The level of precision needed to characterize uncertainty parallels the timing 
of the decision epochs. There is no need to model the stochastic process of uncertain 
variables at a greater level of detail than can be utilized by the decision-maker. When 
detailed information on the stochastic process governing a random variable can always 
be reduced to the so-called calibrating distribution of the random variable at the 
decision epochs analytically or numerically, e.g., Boyle et al. [1989]. When limited 
information on uncertain variables is available, e.g., moments or data on the 
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distribution function, the maximum entropy principle can be used to estimate the 
distribution of the uncertainty. When modeling uncertainties, the assumptions of 
stationarity (probabilities are invariant to time shifts) and independence (realizations of 
one uncertainty provides no information about another) are assumptions that allow for 
stronger formulations and solution methods. 

 
Other significant considerations 

In addition to the three primary characteristics which form the basis for our 
taxonomy, there are several other factors which may inform the decision-maker's 
process for valuing flexibility. One such consideration is the decision-maker's objective 
and constraints. Particularly, whether the decision-maker's goal is to maintain a given 
capability while minimizing cost, maximize the rewards from a fixed cost, or most 
generally, maximize the net value of benefits less costs. When the goal of a decision-
maker is simply to maintain a given level of capability, the value of flexibility is realized 
through cost savings, and valuing flexibility can be thought of as an expected total 
ownership cost (ETOC) or expected life-cycle cost (ELCC) exercise. In the situation that 
non-marketable capabilities and outputs (e.g. information, lethality…) must be valued, 
techniques such as Knowledge Value Added (KVA) [Housel and Bell, 2001] may be 
employed. In modeling the decision-maker's objective, it is important to consider all 
consequences of exercising flexibility, including direct and indirect financial costs, 
changes in capabilities and system outputs, time delays, and forgone future alternatives. 

 
The decision-maker's risk attitude can also impact the value of flexibility and which 

techniques are appropriate for its computation. For example, in valuing financial 
instruments and options, it is assumed that there exist investments which can be used to 
replicate the returns of all possible outcomes, allowing value to be computed with a risk-
neutral (linear) utility function. However, when valuing flexibility in general systems 
and decision environments, it is not possible to hedge against inherent risks, meaning 
that using a linear utility function may exclude important preferences of the decision-
maker. Furthermore, many systems will not have frequently repeated outcomes, making 
the expected value less meaningful, and accounting for risk aversion more important. 

 
One property of a system which can simplify valuing flexibility is decomposability. 

The operation of decomposable systems can be separated into smaller decision 
problems for each decision epoch or state in the original system. Decomposition often 
needs independent realizations of uncertainty and limited impact of the actions of the 
decision-maker on future states and decisions. When possible, decomposing a multi-
period problem into a series of single-period problem can significantly aid a decision-
maker in computing the value of flexibility. 

 
As the lifespan of the system being evaluated increases, an important consideration 

becomes the degradation of the model. All models imperfectly represent reality and are 
inherently flawed. Useful models capture the most important characteristics of the 
environment to the decision-maker in a way that closely mimics reality while remaining 
analytically tractable are the most useful. Typically, models most similarly mimic reality 
at the time of their inception, and gradually lose fidelity as they age. Although models 
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can be updated, e.g., by adjusting parameter values, at some point, there is a paradigm 
shift and the model becomes fundamentally flawed. This understanding has important 
ramifications for the value of flexibility which is based on the ability to respond to future 
changes expressed through the model. When the value of a particular flexibility hinges 
on uncertainties and decisions in the distant future (relative to the environment under 
consideration), the value of flexibility should attempt to adjust for the loss of model 
fidelity over time. This concept is not well-addressed in the literature, and it is unclear 
how this reality should be accounted for, although discounting future rewards from 
flexible actions can crudely address this concern. Closely related is the concept of 
unknown unknowns. The decision-maker can model the known knowns 
(deterministically), the known unknowns (stochastically), but cannot model the 
unknown unknowns. Unknown unknowns are increasingly relevant as the system time 
horizon increases. Typically, unknown unknowns will decrease the value of flexibility in 
the same way as loss of model fidelity since flexibility is most often built to respond to 
the known unknowns. We now discuss the formulations and solution methods which 
our taxonomy considers. 
 

3.2.2 MODEL FORMULATIONS AND SOLUTION TECHNIQUES 

FOR VALUING FLEXIBILITY 

Here we introduce the model formulations and solution techniques at the disposal of 
a decision-maker for valuing flexibility which our taxonomy considers. The formulations 
we include in our taxonomy are: game and decision theoretic formulations, 
mathematical programs, dynamic programs, and differential equations formulations. 
Each of these formulations is supported by an enormous body of basic and applied 
research. We briefly describe each formulation as a tool for valuing flexibility and 
provide references to more detailed expositions. 

 
Model Formulations 

Games [Fudenberg and Tirole, 1991] and decision theoretic [Clemen and Reilly, 
2004] formulations typically involve a small number of states and decision alternatives, 
or strong assumptions such as identically repeated stages or decisions. These 
formulations are often represented visually as decision trees or extensive form games to 
capture the sequence of events in the system. Risk aversion and adversarial decisions 
are easily incorporated into these formulations. Shachter and Mandelbaum [1996] 
discuss the decision theoretic approach in the context of flexibility. In systems involving 
decisions by multiple agents, solution concepts must consider the equilibria that are 
sustainable under the assumptions of information and rationality of the agents.  

 
Mathematical programs are optimization problems defined by an objective, a set of 

alternatives, and a set of constraints. Math programs are classified according to the 
structure of these components. The alternatives and constraints combined form the 
feasible region, which is the set of alternatives which satisfy the constraints. When the 
feasible region is convex, math programs are called convex programs [Boyd and 
Vandenberghe, 2004], and can be further classified as linear, quadratic, or other special 
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cases of convex math programs. Convex programs can be solved for thousands of 
decision variables and constraints. Systems with integer decisions are non-convex and 
require greater computational resources to solve. Since the value of flexibility is tied to 
uncertainty and recourse decisions, stochastic programs [Birge and Louveaux, 2011; 
Shapiro et al., 2009] must be used to compute the expected value of flexible systems. 
When multiple uncertainties and states are needed to capture the system state, the 
number of variables and constraints needed to capture the optimal policies explodes. 
Stochastic programs are typically most useful when there exist mathematical 
relationships between the decision variables, constraints, and objectives, expressed 
through functions, and algorithms can capitalize on the specialized structure of the 
problem. 

 
Dynamic programs capture the decision-maker's problem as the state of the system 

evolves, modeling a sequential series of decision epochs as stage problems. Again, since 
the value of flexibility is tied to uncertainty, stochastic dynamic programs (SDP) 
[Puterman, 2005; Bertsekas and Shreve, 1978] will be needed. The stage problems are 
solved by considering the current costs and rewards of decisions, as well as the impact 
current decisions have on future states and value that will be able to be derived from 
those states. Optimal policies for SDP's map the current state to optimal decisions, and 
are solved through the Principle of Optimality [Bellman, 1957]. For systems with a finite 
number of stages, backward induction can be used to solve for the optimal policy by 
starting with the last stage and sequentially moving to previous stages. Importantly as 
the level of detail in modeling uncertainty increases, the description of the optimal 
policy, and the size of the policy search space increase drastically due to the curse of 
dimensionality [Bellman and Dreyfus, 1962]. Hence the computational burden needed 
to solve for the optimal policy increases correspondingly. Adversarial decisions in 
systems modeled as dynamic programs can incorporated into non-cooperative dynamic 
programming formulations [Filar and Vrieze, 1996; Basar and Olsder, 1999], although 
tractable formulations may require strong parametric assumptions. 

 
Differential equation formulations are used to model systems which evolve 

continuously or approximately continuously. Stochastic differential equations 
[Oksendal, 2003] express stochastic relationships between system variables as 
derivatives of other variables, such as time. Well-behaved differential equations can be 
solved analytically, but numerical solutions [Kushner, 2000] are more generally 
applicable. Differential equation solution procedures are often not well-suited to scour 
large feasible regions, and thus are typically used in systems where the optimal decision 
rules are easily identified or have structural properties which can be incorporated into 
boundary conditions to provide an anchor point for the solution. 

 
Solution Techniques 

In order to solve these formulations to compute optimal system values, a decision-
maker may turn to a variety of solution methods. We broadly group these into 
analytical, numerical, or simulation-based methods. Our intention is not to provide an 
exhaustive list of all the algorithms which can be used to solve the formulations we have 
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discussed, rather we generally examine the abilities and trade-offs of these classes of 
solutions, providing examples for each of the formulation types considered. 

 
Analytical solutions allow the decision-maker to compute the expected value of 

systems via closed-form expressions. These solutions are derived from the assumptions 
of the model, and are typically found in simple or well-behaved environments. When 
they can be found, analytical solutions are easy to implement, however the fidelity of the 
solution is critically linked to the appropriateness of the model assumptions. For 
example, the Black-Scholes formulas can be easily implemented to compute the value of 
a European option or equivalent system, however violating critical assumptions such as 
no-arbitrage opportunities or the log-normal price distribution will invalidate the 
solution. A primary benefit of analytical solutions is the ability to perform sensitivity 
analyses by varying parameters or taking derivatives of the solution expression. A 
primary draw back of the analytical solution approach is the lack of general algorithms 
to identify solutions. The existence of analytical solutions is often critically tied to the 
tractability of parametric assumptions made of the system. Examples of analytical 
solutions include Cournot equilibrium quantities (games), principal-agent solutions 
(math programs), (S,s) policies for inventory control (dynamic programs), and the 
Black-Scholes formulas (differential equations). 
 

Numerical methods bridge the gap between analytical solutions and simulation-
based methods. Numerical methods are an extremely broad class of methods and 
algorithms, and hence applicable in the widest class of settings. Numerical methods can 
provide exact or approximate solutions. Backward induction (subgame perfection) is the 
standard algorithm for computing solutions in decision theoretic formulations (games) 
and finite horizon dynamic programs. Algorithms for stochastic mathematical programs 
include the simplex, interior-point, decomposition-based, barrier, and cutting-plane 
methods just to name a few [Birge and Louveaux, 2011]. The best algorithm in terms of 
solution speed and quality depends on the structure of the problem. Iterative 
procedures such as value and policy iteration and variants thereof find optimal policies 
and values of systems modeled as infinite horizon dynamic programs. Numerical 
methods for solving differential equation formulations include binomial tree methods, 
finite difference and finite element methods [Larsson and Thomee, 2008]. 

 
Simulation is a powerful tool for valuing flexibility, and its power increases as the 

ability of computational resources increases. For a given system operation policy, 
simulation can easily and quickly generate thousands of possible realizations of future 
uncertainties and policy implementations in order to estimate the expected value of the 
system operating under the policy. Where simulation comes up short is in its ability to 
identify optimal policies. Simulation is powerful enough to do so when the number of 
alternatives is few, however when there are decisions to be made in multiple dimensions 
at possibly many time epochs, simulation becomes a tool more for valuing policies, 
rather than optimizing. The field of simulation-based optimization seeks to provide 
algorithms which leverage the power of simulation to find optimal strategies and 
policies in high dimensional environments, e.g., in stochastic programming 
formulations [Shapiro, 2003; Bayraksan et al., 2011]. 



UNCLASSIFIED 

 

Contract Number: H98230-08-D-0171  TO 0014 RT-18a 

Report No. 2012-TR-10-2 

10/31/2012 

24 

 
Although we present them distinctly, these classes of solution procedures can also be 

used in coordination with each other. Analytical approaches can augment numerical and 
simulation-based procedures by reducing the alternatives to search among for optimal 
policies. For example, many inventory management problems can be shown to have 
optimal threshold policy structures. Such analytical results can greatly reduce the search 
space for optimal policies. Similarly, many algorithms combine simulation-based 
approaches using Monte Carlo type sampling to improve the ability of numerical 
procedures. Table 1 presents examples or applications of each type of formulation-
solution method pair. We now construct our taxonomy with these formulations and 
solution methods. 
 

Formulation  Solution 
Technique 

 

 Analytical Numerical Simulation 

Decision Theoretic Cournot Backward Induction Monte Carlo 
Mathematical 

Program 
Principal-Agent Cutting Planes Internal Sampling 

Dynamic Program (S,s) Value Iteration Monte Carlo Markov 
Chain 

Differential Equations Black-Scholes Finite Element U-L Bound 
Convergence 

Table 1: Taxonomy Formulation-Solution Pair Examples 

Methodology Taxonomy 
The following taxonomy is based on the previously described system characteristics, 

model formulations, and solution methods. The purpose of the taxonomy is not to 
identify the only appropriate formulation and solution method, as multiple approaches 
can value flexibility in any system. Rather we make recommendations in our taxonomy 
classifications based on the abilities and challenges of valuing flexibility via the 
formulations and solution methods considered. The taxonomy classes are defined by the 
salient characteristics as seen in Figure 2. 

 
Figure 2: Taxonomy Structure - Techniques for Valuing Flexibility 



UNCLASSIFIED 

 

Contract Number: H98230-08-D-0171  TO 0014 RT-18a 

Report No. 2012-TR-10-2 

10/31/2012 

25 

 

We proceed through the taxonomy starting with the simplest cases for valuing 
flexibility, and progressing to more challenging ones. We use the number of decision 
epochs in the operation of a flexible system as the primary characteristic to present our 
taxonomy. Within each classification by the number of decision epochs, we begin by 
discussing evaluation of systems with a finite number of alternatives per decision epoch 
and a single uncertain factor before proceeding to more difficult cases. 

 
1. Single Decision Epoch 

The simplest case in our taxonomy consists of systems with a single decision epoch, 
with finite alternatives and a single uncertain factor. Although this class is the simplest 
in our taxonomy, we do not mean to imply that the systems or their optimal operation 
are simple, or that valuing flexibility is trivial. Rather the distinction is relative to 
systems where valuing flexibility is a more challenging task. When there is a single or 
even very few decision epochs, or when the stage decisions are decomposable, decision 
theoretic formulations are a natural approach. When adversarial decisions are relevant, 
these formulations can be extended to games theoretic formulations. As the number of 
alternatives or constraints increases, or if well-defined mathematical relationships exist 
between the system's decision variables, objectives, and constraints, mathematical 
programming becomes an increasingly attractive formulation. Differential equation 
formulations exceed the level of information that can be used in the finite decision 
epochs, and therefore are only reasonable if system variables are naturally modeled as 
stochastic processes, e.g., the price of oil. 

 
Systems in this class of our taxonomy often yield closed-form analytical solutions, 

particularly when well-behaved parametric assumptions are reasonable. For example, 
we have already discussed the Black-Scholes solution to a European option value. 
Backward induction is the primary numerical solution method for decision trees and 
games. Mathematical programming formulations with finite alternatives will be integer 
formulations, and efficient solution will use specialized stochastic-integer approaches 
such as the disjunctive decomposition algorithm of [Sen and Higle, 2005]. Since the 
search space for optimal operation strategies and policies is limited, simulation-based 
optimization methods such as simple Monte Carlo methods or simulated annealing 
[Geman and Geman, 1984] can identify optimal policies and compute the value of those 
policies. 

 
Infinitely Many Alternatives 

With a continuous range of alternatives, solving mathematical programs for optimal 
strategies may become easier, particularly if functions of the decision variables which 
determine value or resource use are continuously differentiable. This class of problems 
includes two-stage stochastic linear programs with recourse, for which there are a 
number of solution algorithms available. Also, well-behaved functional forms are 
amenable to analytical solutions which utilize the Karesh-Kuhn-Tucker conditions. 
Clearly infinitely many alternatives rules out brute force solution, so numerical solutions 
will take advantage of gradient and other search methods. 
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Multiple Uncertain Factors 
When multiple uncertain factors are present and relevant in the system 

environment, analytical solutions will likely exist only when special relationships exist 
between them. For example, a compound option has the flexibility to exercise one 
option from a set of European options with the same expiry date, based on different 
underlying assets and strike prices. In this case, the multiple uncertainties are loosely 
linked, and an analytical solution can be obtained [Johnson, 1987]. Otherwise numerical 
methods, e.g., [Barraquand and Martineau, 1995], have been proposed for single 
alternative cases. 

 
2. Finite Decision Epochs 

As the number of decision epochs increases without decomposability, dynamic 
programming formulations, which are better suited to handle the sequential nature of 
decisions, become more attractive. When the number of alternatives is finite, and there 
is a single uncertain factor, optimal policies are found relatively easily via backward 
induction. 

 
Infinitely Many Alternatives 

As the number of alternatives increases, backward induction will require higher-
powered solution algorithms to locate optimal polices. Analytical results concerning the 
structure of optimal polices may be able to aid in the search for optimal policies. 

 
Multiple Uncertain Factors 

Dynamic programming remains an attractive modeling approach, with backward 
induction for solving. However, the curse of dimensionality results in exponentially 
larger state spaces as the dimensions of the state space increases. This drastically 
increases the computational time required by deterministic numerical algorithms which 
seek to define optimal decisions at each state. Monte Carlo simulation-based random 
algorithms can deal with the curse of dimensionality in dynamic programming 
formulations [Rust, 1997]. 

 
3. Countable Decision Epochs 

Systems with discrete but infinitely many decision epochs are well-suited to be 
modeled as dynamic programs when the stochastic process governing the uncertain 
factor is stationary (or at least ergodic). Iterative algorithms such as value and policy 
iteration replace backward induction as the standard solution approaches since there is 
no terminal state to solve for optimal policies and values. 

 
Infinitely Many Alternatives 

Similarly as before, searching through more alternatives at each decision epochs 
necessitates the use of more powerful algorithms, as well as possible supplement from 
analytical results and simulation-based methods. 

 
Multiple Uncertain Factors 

This class of problems is also amenable to dynamic programming formulations, 
although the curse of dimensionality is in play. This is among the hardest class of 
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systems to value flexibility for, particularly when the number of alternatives in each 
stage is large. In order to deal with integrating over multiple uncertain factors to find 
expectations, simulation-based techniques such as Monte Carlo Markov Chain (MCMC) 
techniques, including the Gibbs sampler [Geman and Geman, 1984] can be used. 
 
Continuous Decision Epochs 

When decisions can be made in continuous time, stochastic dynamic programming 
yields way to stochastic optimal control problems [Bertsekas, 2007], which are 
differential equation formulations. To capture uncertainty, systems with continuous 
decision epochs can be modeled by stochastic differential equations. Differential 
equation formulations with finite alternatives and a single uncertain factor may produce 
closed-form solutions such as those for optimal stopping problems and other financial 
options [Mckean, 1965; Geske and Johnson, 1984; Guo and Zhang, 2004]. Finite 
element and finite difference methods are two of the primary numerical methods used 
to find solutions to differential equation models [Brennan and Schwartz, 1977; Ikon and 
Entoivanen, 2004; Topper, 2005]. Simulation-based methods can also be used to find 
solutions, e.g., through the convergence of upper and lower solution bounds [Broadie 
and Glasserman1997]. 

 
Infinitely Many Alternatives 

As the complexity of the problem increases, closed-form solutions may still exist for 
the most specific and well-behaved cases, simulation is generally are more appropriate 
tool [Longstaff and Schwartz, 2001; Cortazar et al., 2008; Andersen and Broadie, 2004]. 

 
Multiple Uncertain Factors 

Even in this complicated class of systems for valuing flexibility, closed-form 
solutions may exist when well-behaved parametric assumptions can be made, such as 
the case of the multivariate put option [Curran, 1994]. However, these may require 
complex machinery and mathematics. Numerical methods will be likely be of more use 
for this class of systems, particularly when parametric assumptions, discretization of the 
decision and alternative spaces, or other simplifying assumptions may be used to 
improve the ability of solution techniques to solve for the optimal strategies. It has been 
shown that in higher dimensions, the finite element method is preferred to the finite 
difference method [Kovalov et al., 2007]. 
 

3.3 SOFTWARE IMPLEMENTATION: FLEXIBILITY VALUATION METHOD 

SELECTION TOOL (FVMST) 

The Flexibility Valuation Method Selection Tool (FVMST) is a decision support tool 
intended to aid decision makers in selecting the appropriate methodology to determine 
the Value of Flexibility. FVMST is a web based application that is separated into two 
parts. The first part, the client side, provides a simple yet sophisticated graphical user 
interface. The second part of the application, the server side, provides the analytical 
backend. The use of a client/server setup allows for the application to be cross platform 
compatible, easily updatable, and upgradable. Following current web development 
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standards, the frontend is written in HTML, JavaScript, jQuery, and CSS using the 
Django application framework. The analytical backend is based on the well-established 
and widely used Expert System Shell "C Language Integrated Production System" 
(CLIPS). The following sections describe FVMST in more detail. 
 
The Application 

The application consists of a single user interface (see Figure 3) which allows the 
user to select taxonomy options, start the computational analysis and review the results 
from the analysis. The layout is split into two panels. The left side consists of the input 
panel and the right side displays the result obtained from the analysis.  

 

 
Figure 3: User Interface 

The Input Panel 
The left section, see Figure 3, consists of three drop down menus (A) for the different 

taxonomies. In order to run the application successfully all taxonomy options require to 
be selected.  The second section provides additional considerations to enable a more 
detailed description of the problem structure and uncertainty (B). Once the required 
and optional sections are completed the submit button will executes the CLIPS backend 
(C). If additional information is required, the interface provides pop-up help info boxes 
(D) for any of the selectable options.  
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Figure 4: Input Panel 

The Solution Panel 
Once the selections from the input panel are submitted the CLIPS backend analyses 

the data and returns the solution to the solution table (E), see Figure 5. The solution is 
represented in the form of a color coded key in the solution technique and formulation 
matrix (F). The color code ranges from red to yellow, with red being the highest 
recommendation. By selecting any of the matrix fields the user is provided with 
additional information on the selected methodology to support the decision process.  
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Figure 5: Solution Panel 

 
The CLIPS Backend 

The first CLIPS software tool was developed in 1985 at the NASA-Johnson Space 
Center. Today it is among the most widely used expert system tool due to its fast and 
efficient execution algorithm implementation. This efficiency allows it to be deployed in 
a client/server scenario with minimal computational load on the server. This is 
particularly important for web based applications where the server handles multiple 
client requests at a time. 

The concept of CLIPS is based on a rules and fact system. From the graphical user 
interface (GUI) the CLIPS backend receives the submitted information in the form of a 
list of facts. These facts are then checked against a set of rules. Contrary to a traditional 
loop based programming approach this allows for a much more efficient checking of 
conditions. In Figure 6 we show two examples rules of the analytical backend. The first 
rule handles the facts submitted by the GUI and separates them from the facts list. The 
second rule performs the actual task if the condition is true. In that case CLIPS asserts 
the outcome of the condition to the corresponding attribute. 
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Figure 6: CLIPS rules 

The conditional outcome is defined in a set of fact definitions. Figure 7 shows an 
example of the decision epoch fact definition. If the condition ―selected-epoch is single‖ 
is met, CLIPS asserts the value of 1 to the attribute [x,y]. 

 
Figure 7: CLIPS Facts Definition 

Once all facts are met by firing the associated rules the last step in the rule chain is to 
assert the attributes to the solution. Figure 8 shows the solution rule.  

 
Figure 8: CLIPS Solution Rules and Definition 

In order to obtain the solution for the submitted list of facts the web application calls 
the solution retrieval function which in turn returns the solution list. The returned list is 
then displayed in the table of the GUI. 
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The Development Environment 
The development environment is setup in such a way that it doubles as system 

independent development environment as well as the blueprint for the application 
deployment. This is achieved through the use of a virtual environment. To ensure a 
dynamic development environment we make use of a software framework.  

 
The Virtual Environment 

The concept of a virtual environment allows the decoupling of the development 
environment from the physical machine. This allows the creation and maintenance of a 
software environment that is independent from that of the host machine on which the 
virtual environment is running on. The benefit of such an approach is that dependency 
problems are eliminated and version requirements can be ensured for each 
project/application. The virtual environment used for the FVMST application is based 
upon the Python ―virtualenv‖ tool. 
 
The Web Application Framework 

The Django application framework, used for the FVMST development, enables the 
development of an application that separates the data model with business rules from 
the user interface.  This approach has several advantages, for instance it modularizes 
code, promotes code reuse, and allows multiple interfaces to be applied. Consequently 
the FVMST application exhibits an extensible set of capabilities, for example by coding 
multiple interfaces it becomes equally usable on mobile devices as well as desktop 
computers. 

In order to ensure a web site that feels responsive, speedy, and usable, we apply the 
―Asynchronous JavaScript and XML‖ (Ajax) web development technique in the form of 
the jQuery library. The use of the jQuery library ensures the desired characteristics of a 
responsive web page by exchanging small amounts of data with the server instead of 
reloading the entire web site. 

 
The File Structure 

The files structure for the FVMST development environment is described in Figure 9 
and Figure 10.  

 
Figure 9: File Structure Overview 
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Figure 10: File Structure Details 
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3.4 VALUING FLEXIBILITY APPLICATION: SATELLITE DESIGN AND 

OPERATION 

In this section, we demonstrate how the formulations and solution techniques 
considered in our taxonomy can be used to calculate the value of flexibility within a 
system. The system we consider in an observation satellite. The base scenario we use to 
illustrate the techniques for valuing flexibility surrounds the flexibility to transfer an 
observation satellite from a low Earth orbit (LEO) to a geostationary orbit (GEO). LEO 
satellites have altitudes in 100's of miles above the surface of the Earth, and typically 
revolve around the Earth several times a day [Arkali et al., 2008]. LEO satellites are 
therefore able to observe multiple targets, but have limited visibility of any particular 
target in a given day. GEO satellites are at an altitude of 22,300 miles above the surface 
of the Earth [Office of Satellite Operations], and rotate at the same speed as the Earth, 
resulting in continuous visibility over a single region. The transfer of satellites between 
orbits can be done fuel-optimally using a three-stage maneuver [Naidu, 1991]. Both the 
design and operation of satellites for public and private use are multi-billion dollar 
investments [Gavish, 1997]. Satellites pose many interesting and difficult problems for 
operations researchers and engineers, for a more thorough discussion of the types of 
problems and the work done in this application domain, see Fliege et al. [2012] and 
Gavish [1997]. While the design and operation of satellites pose many complex problems 
for operations researchers and engineers, we focus on a small example in order to 
illustrate the ability of techniques to measure the value of flexibility. 

 
The motivation to move a satellite from LEO to GEO would be based on the high 

value of information from observing the GEO visible location continuously or more 
frequently. The value of information derived from the observation of a particular site 
could be estimated by the KVA approach. A high value of observation could be derived 
from geological events [Zhu et al., 2010], weather events, or military interest. Figure 11 
depicts the decision to move a satellite from an LEO rotating the Earth to a GEO. 
Computing the value of flexibility must consider the expected value of optimal operation 
of the flexible system versus an inflexible system. Once the value of flexibility is 
computed the value must be compared to the additional cost of the flexible satellite in 
terms of development, construction, and maintenance of the capability to transfer 
orbits. The ability to change orbits comes at the cost of additional fuel to execute the 
orbital transfer maneuver. For simplicity, we assume that the fuel requirements for 
station-keeping are equivalent in either orbit, and that the life of the satellite is not 
appreciably different depending on whether the option to shift orbits is exercised, or 
how much time is spent in each orbit. 
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Figure 11: Orbital Transfer Decision 

 
Notation 

We adopt the following notation: 
            , the set of observation sites, 

    , the set of time epochs, 

            , the set of sensors, 

    , the set of orbits the satellite could enter, where     is a low-earth 
orbit which can observe all sites, and all other orbits are geostationary orbits 
over a single site i, 

              , the set of decisions that can be made at each time 
epoch, 

     
  

       
   

   , the reward at t for each site-sensor pair 

                
    , the state of the satellite system, we let      and 

     denote the specific components of x, 

 L, the useful life of the satellite, 
       , the cost of making decision d in state x, 

        , the discount factor for one time epoch. 
 

Case 1 
For simplicity we let the decision epochs be equal to the time for one revolution of 

the satellite in LEO, r, implying              . Let there be two observation sites 
(       ), and a single sensor. We assume that the satellite will be launched into LEO, 
and the only decision that can be made is to move the satellite into GEO above 
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observation site 1. We assume that the satellite can only move to a geostationary orbit 
once, and the observation site cannot be changed once the geostationary orbit is 
reached. Implying that           if        . 

 
Let    denote the decision to move to GEO over site 1, and    denote the decision to 

remain in LEO. Whether in LEO or GEO, the satellite can take two images per decision 
epoch. The value of observing site 2 is assumed to be fixed at   , whereas the value of 

observing site 1 follows a Wiener process,                , with drift    and 
variance   

 . 
 

Expected Value without Flexibility: 
In order to compute the value of flexibility, we compare the operation of the flexible 

satellite with the operation of a satellite with equivalent capabilities except that it must 
stay in LEO. The expected value of this inflexible satellite system is 

     
                       

  

 

   

 

   

 

Replacing     
    

   by   
       yields the following expression for     

  , 

      
      

      

   
    

  
      

   
   

   

   
  

    

   
      

    

   
   

 
Note that two of these inflexible satellites equally spaced in the same orbit exactly 
replicate a single geostationary satellite over each site in this model. 

 
Expected Value with Flexibility: 

The optimal policy to the orbital transfer decision is a threshold policy, this fact can 
be easily verified by checking the conditions of Theorem 4.7.4. in Puterman [2005]. The 
threshold   

     is the level of value of observing site 1 at time t above which the decision 
should be made to move to GEO above site 1, and below which the decision should be 
made to stay at LEO. Given the current value of site 1 (  

 ), the expected value of moving 
to GEO can be computed by 

 

  
    

        
  

        

   
  

   

   
 
      

   
          

      

   
 . 

 
Whereas the value to staying in LEO can be computed by 
 

  
    

           
      

               . 

 
The threshold value is that which equates these two alternatives at time t, 
  
    

           
    

        . Computing these thresholds for                 
            yields the values shown in Figure 12. 
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Figure 12: Optimal Threshold Values (  

    ) to Execute Orbital Shift (            ) = (10,0,2,1,10,.9) 

 

The threshold for moving to GEO over site 1 in the final stage is simply    since there 
are no consequences for future payoffs at this final stage. Moving back towards the 
beginning of the system, we see the threshold increases since make the decision to move 
to GEO over site 1 in early stages locks the satellite in over site 1 for the rest of the 
horizon. Using these threshold and parameter values, the expected value with and 
without flexibility can be calculated as a function of the initial value of observing site 1. 
The comparison of these is shown in Figure 13. The y-axis in Figure 13 represents the 
units of information provided by the respective satellites. The purpose of valuing 
flexibility in this manner would be to compare the additional value provided by the 
flexible satellite system to the additional costs associated with its development and 
acquisition. 
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Figure 13: Expected Values with and without Orbital Shift Flexibility (F) Using Optimal Strategies 

 

The expected values for the flexible satellite based on initial observation values are 
calculated system via backward induction. As mentioned previously, simulation is an 
effective tool for calculating the expected value of a system, but an inefficient method for 
calculating the optimal policy for a system. Given a threshold policy and a   

  value, 
10,000 sample system values can be generated in about a second by an average 2 GHz 
processor. Thus, given the optimal policy, the optimal value function can be estimated 
for a 0.1-fine grid on the initial   

  range [0,20] in minutes (≈ 4.5 minutes in our tests). 
Figure 14 shows the simulated values under the optimal policy as well as the values of 
two suboptimal policies:       is the value of a policy where the thresholds are 25% 
below the optimal thresholds, and        is the value of a policy where the thresholds are 
25% above the optimal thresholds. 
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Figure 14: Simulated Expected Values for Satellite with Flexibility for Optimal and Suboptimal 

Policies 

 

Case 2 
Now we tweak the circumstances of the decision-environment in order to apply the 

Black-Scholes formula. Suppose that we send the satellite into GEO over observation 
site 2,  but build in the capabilities to move to GEO over site 1 for one period at the end 
of the satellite life cycle (at time T). We again fix the value of observing site 2 (  ), and 
let the value of site 1 follow a geometric Brownian motion (GBM) stochastic process with 
drift   and volatility  . Valuing this flexible satellite compared to one that is fixed over 
site 2 for T periods is equivalent to valuing a European call option, where we can attain 
payoff   

  if we pay the strike price, giving up   . Letting the current value of observing 
site 1 is   

 , then the value of the flexibility to move to site 1 at time T can be directly 
computed using the Black-Scholes equations: 
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where      is the cumulative standard normal distribution function. Figure 15 shows 
that the value of the flexibility increases in both the estimated volatility and initial value 
of information at site 1 (    

 ). When analytical solution such as the Black-Scholes 
formulas can be found (enabled by the simplicity or the strength of assumptions made), 
questions about the sensitivity of the value of flexibility can also be answered 
analytically. In the case of the Black-Scholes formulas, the sensitivity of the value of the 
option (flexibility in our case) is well-studied (see Hull [2011]). 
 

 
Figure 15: Value of Case 2 Flexibility by Volatility and Initial Value   

  

 

Case 3 
One of the most important aspects of flexibility is the ability to respond quickly to 

realize value. In the third case of our satellite example, we consider two satellites with 
the flexibility to change sensors. In this example, we consider a GEO satellite and only 
one possible observation site. The motivation behind flexibility is the ability to use a 
standard sensor (  ) which is cheap to use, but provides a lower quality of data, or an 
advanced sensor (  ) which provides high-quality data, but is more expensive to install 
and operate. We assume that when observing a site with value of information  , sensor 
   can deliver a percentage of this value (  ) with an operational cost of   . This marginal 

operation cost can be thought of as capturing the extra resources, e.g., battery power, 
needed to operate the advanced sensor. We let       ,       ,     , and       . 
The value delivered from using sensor i when the value of information is   is then 
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We compare the value of flexibility from a satellite having both sensors installed 
initially against a satellite with only sensor    installed, but with the ability to upgrade 
the sensor capabilities to include   . We denote the expect values of these satellites 
under optimal operation by         and         . In order to isolate the value of flexibility 

created from the ability to realize value faster, we let the cost of installing    be equal to 
   whether it is installed initially, or in an upgrade. When the operator of the upgradable 
satellite makes the decision to upgrade sensor technology, there is an immediate cost of 
   and a one period delay before sensor    can be utilized. Once the upgrade to    has 
been completed, the systems are identical. By setting the cost of initial installation of    
equal to the cost of upgrading to   , we isolate the cost of time-delay in responding to 
the increased value of information. 

 
Again, we formulate the value problem as a dynamic program, and solve via 

backward induction. Figure 16 shows the values of the two satellite systems with the 
difference in initial cost of    taken into account. 
 

 
Figure 16: Value of Initial and Upgradable Sensor Flexibility 

 

We see that when the value of information is low, installing extra flexibility initially 
does not provide value enough to compensate for the increased initial cost. As the value 
of information increases, the appeal of using sensor    increases. When available either 
satellite chooses to use    when      , as the increased detail is worth the additional 
marginal cost. Optimal control of the upgradable satellite will not make the upgrade 
decision until the value of information significantly exceeds this marginal threshold, 
although this threshold to make the upgrade decision is decreasing in the number of 
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periods remaining. Eventually, the value of the initially flexible satellite surpasses that 
of the upgradeable satellite as    exceeds 13. This final case illustrates how flexibility in 
time to deliver capability creates value for a decision-maker. 

 
Discussion 

Flexible military, manufacturing, and service systems create value by responding to 
realizations of uncertainty. Valuing the flexibility in systems is necessary in order to 
make investment and acquisition decisions regarding flexible systems. In this section, 
we constructed a taxonomy of system characteristics in order to guide a decision-maker 
to appropriate model formulations and solution methods to compute the value of 
flexibility. We based our taxonomy on important characteristics of the flexible system 
such as the number of decision epochs, the number of alternatives, and the 
characterization of uncertainty. The taxonomy recommended decision theoretic and 
mathematical programming formulations for systems with a single, very few, or 
decomposable decision epochs, dynamic programming formulations for systems with 
discrete, recurring epochs, and differential equation formulations for systems with a 
continuum of decision epochs. 

 
We used an observation satellite example to illustrate several of the methods 

included in our taxonomy could be used to value flexibility derived from several sources. 
One of the consistent messages from our examples is that the value of any particular 
flexibility is strongly tied to the initial conditions which determine the value added by 
the additional alternatives the flexibility offers. 

4 EXTENDING METHODOLOGIES FOR VALUING 

FLEXIBILITY 

4.1 CURRENT EXPECTED VALUE LIFE CYCLE COST 

The question thus arises whether we can establish the merits of a capability without 
having to explicitly determine its value. This may be feasible through a modification to 
the familiar life cycle cost (LCC) model. The idea is to refine current life cycle cost 
calculations to better ac-count for the value of capability opportunities that are likely to 
arise throughout the life of a program. Furthermore, the methodology we propose would 
be capable of inherently evaluating design options in aggregate, thereby rendering 
distinctions in capability like flexibility and overcapacity as entirely arbitrary. Before 
proceeding to a more comprehensive explanation, however, it may be beneficial to 
review the salient aspects of DOD’s current LCC methodology. 

 
Life Cycle Cost 

LCC is a systematic accounting approach for aggregating all direct and many indirect 
costs for a given system. It includes not just total acquisition costs, but also costs related 
to operations, maintenance, and disposal. Importantly, LCC also accounts for risks, 
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generally either through sensitivity analyses or through formal quantitative risk analysis 
[DAU, 2010.]. For large programs, calculating the LCC is generally a tedious 
undertaking involving substantial time and effort. But the outcome is nevertheless 
generally deemed to be worth-while. As a formal measure, life cycle cost is entirely 
straightforward, and easily understood by the typical spate of stakeholders, to include 
systems engineers, users, and contractor and government managers. Moreover, by 
providing senior decision-makers with their single best source of estimated cost to 
achieve a given capability, the LCC is often instrumental in determining the ultimate 
fate of a program. 

 
Formal DOD guidance calls for the LCC to be first accomplished as part of the initial 

Analysis of Alternatives (AoA) and is only updated as part of major milestone decision 
reviews. Aside from these updates, however, the system LCC is generally a static 
measurement. When calculated, it provides a ―snapshot‖ estimate of total life cycle cost 
on the assumption that there will be no deviations from key cost, schedule, and 
performance parameters, which are collectively referred to as the acquisition program 
baseline (APB) [DAU, 2010]. Of course, one thing we know with near certainty is that 
there will almost always be deviations from the APB. 

 
While the assumption of a static APB may be unwarranted, programs proceed with it 

anyway, presumably because the alternative of trying to account for the non-
deterministic uncertainty in precisely how the program will deviate from the APB is 
simply not possible, or at least just too daunting. It can be argued, however, that even 
though uncertainty is—by definition—not deterministic, it may be possible to employ 
stochastic probability methods that can yield cost estimates that are likely to be more 
accurate in the long run. Although establishing the initial models to accomplish this 
would require significant resource investment, the possibility of more accurate LCC 
estimates—and the improvement in decision-making that would accompany that—
promises an enormous return on such an investment. 

 
Life Cycle Cost Under Uncertainty 

Thus, there is substantial motivation to provide improved LCC estimates, at least to 
the level required to support decisions considering alternative flexible design options. 
The notion that this can be done by accounting for random events that affect the system 
forms the basis of life cycle cost under uncertainty (also referred to as stochastic life 
cycle cost), which was mentioned earlier as part of the discussion on value-driven 
design. The idea of applying this strategy to acquiring military systems appears to have 
been first introduced by Brown in two papers related to the F6 satellite program 
[Brown, Long, et al., 2007; Brown and Eremenko, 2008]. As described by Brown, 
stochastic life cycle cost is premised on three assertions. 

 
• The cost to develop, procure, and operate a system with some assured minimum 

capability over its lifecycle is not a deterministic value.  
• Instead, this cost can be modeled as a random variable with a probability 

distribution resulting from a set of uncertainties introduced throughout the system's 
life.  
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• This random variable metric is a relevant basis for comparison between 
alternative system architectures and design choices. 
 

Brown is to be commended for introducing this simple but deceptively powerful 
notion of stochastic life cycle cost. However, the initial treatment does not develop the 
principle fully, nor explore its broader applicability. The type of stochastic events he 
considers are only those specific events that critically influence the success of a satellite 
system, i.e., launch failure and on-orbit component failure. Brown explicitly does not 
consider other aspects of life cycle uncertainty that affect virtually all programs, such as 
―requirements creep, funding stream volatility, technology development risk, and 
volatility of demand‖ [Brown, Long, et al., 2007]. Yet he clearly does recognize that the 
model could be applied to these other sources of uncertainty, noting that these variables 
are ―left for future analysis.‖ To date, it does not appear that such an analysis has been 
accomplished by him or others. 

 
Consequently, we propose a research strategy to logically extend this promising 

technique in a manner that may provide a number of potential benefits over current 
practices. Specifically, we intend to expand the life cycle cost under uncertainty idea to a 
robust and comprehensive methodology for effectively valuing system design 
alternatives. For the remainder of this section, we explore how such an approach could 
be applied to uncertainty as related to system performance. We expect to address its 
applicability to other sources of uncertainty (i.e., cost and schedule) in subsequent 
efforts. 

 
Another modification to enhance the utility of the LCC concept is that it should not 

be viewed as simply a static measure only to be crafted in support of key milestones. 
Just as LCC is an essential decision tool for those in the role of Milestone Decision 
Authority (MDA) and above to gauge the value of a program, it can fulfill the same 
principal function to those who serve at the program manager level and below. 
Moreover, estimates of life cycle cost are not useful just periodically, but have ongoing 
utility at all stages of the program, as design decisions are continually required at 
various levels of the program which (to varying degrees) are likely to impact the overall 
system cost. And whereas early LCC values would naturally be focused on high-level 
architectural decisions, as the program matures, and the requirements baseline 
migrates from functional to allocated to product, the decision trade space will 
concomitantly shift to the more detailed design implementations. Thus, this dynamic 
and (probabilistically) more accurate LCC should arguably be managed, updated, and 
referenced as often as the program schedule. 

 
Current Expected Value of Life Cycle Cost 

To capture the utility of this improved LCC concept, we offer the appellation, 
CEVLCC, which stands for Current Expected Value Life Cycle Cost. The name is 
intended to convey a couple of key distinctions from the standard LCC and Brown’s 
stochastic LCC. The ―Expected Value‖ phrase discriminates CEVLCC from the standard 
LCC as a more probabilistically accurate measurement of system cost; whereas the word 
―current‖ is intended to connote the fact that the CEVLCC would be employed as a 
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living, continually updated decision analysis tool. The notion that an LCC estimate 
might be applied dynamically, and at lower levels of system design, is distinct from 
Brown’s view that the stochastic LCC could only be useful for ―preliminary trade space 
exploration‖ and not for value determinations ―below the architectural level‖ [Brown 
and Eremenko, 2008]. For clarity, here are the specific assumptions that must hold for 
this approach to be valid—  

1. As programs mature, there will be unpredictable deviations from the APB that 
affect the system’s LCC  

2. It is possible, on average, to provide a more accurate LCC estimate through 
probabilistic modeling of the stochastic processes that cause deviations in the APB  

3. The cost of the effort required to calculate a more accurate LCC is more than offset 
by the value obtained by the more accurate LCC  

4. Given the CEVLCC cost accounting methodology, as long as each design meets all 
of its threshold requirements, then its relative value can be inferred from its cost  

 
In addition, the proposed methodology is straightforward, consisting of the following 

steps:  
• Establish system design options  
• Construct time-phased probability distribution functions (PDFs) associated with all 

existing key cost, schedule, and technical performance parameters of the program  
• Assign time-phased probabilities for potential new capabilities of the system  
• Estimate standard (i.e., traditional) life cycle cost 
Estimate costs associated with modifications (consistent with PDFs) to baseline cost, 

schedule, and technical performance parameters  
• Estimate costs associated with the addition of new capabilities  
• Calculate CEVLCC for each system design option and select alternative with the 

lowest CEVLCC  
 

Hypothetical Use Case 
To appreciate the process and potential utility of CEVLCC, we illustrate its 

application using a hypothetical missile defense scenario. For simplicity, we will only 
consider technical performance as part of this analysis.  

Assume we have a requirement to protect a high-value facility in a sensitive overseas 
location, which must conform to the following four Key Performance Parameters 
(KPPs). 
 

# Key Performance Parameter Threshold Objective 

1 Protect facility from ballistic missile attack with 
X% assurance 

X=95 X=99 

2 Engage only missiles is >X% confident they 
represent an imminent threat to the facility 

X=90 X=95 

3 No evidence of military presence w/ in X miles of 
facility 

X=25 X=40 

4 Be able to engage X missile(s) X=1 X=5 

Table 2: KPPs for Missile Defense Scenario 
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The second CEVLCC assumption states that it is possible to formulate probabilistic 

modeling of the stochastic processes that cause deviations in the APB. One way to 
accomplish this is to treat the value for each performance parameter—in this case, each 
threshold KPP value—as a random variable, and construct the probability function. To 
do this with any semblance of confidence would likely require extensive empirical data 
from a variety of different requirement categories, program types, program levels, 
acquisition strategies, etc. Furthermore, the PDFs would be valid only at a single point 
in time, so they would need to be revised as the program matures and new information 
becomes available. Clearly, construction and maintenance of the CEVLCC would require 
significant effort; nevertheless, it could be done, and would be worth doing if the third 
assumption above holds. Figure 17 below provides examples of what those PDFs might 
look like in the case of KPPs #1 and #3: 

 
KPP #1     KPP #3 

  
Figure 17: Notational PDFs of Missile Defense Scenario KPPs 

 
In both cases, the x-axis is the random variable (i.e., the KPP threshold value), and 

the y-axis is the probability associated with a particular value of the random variable. 
For simplicity, we have chosen not to depict the probability that the variable will remain 
the same or decrease, but in a comprehensive model, these probabilities would likely 
need to be determined as well. 

 
After establishing the PDFs for the parameter values of existing capabilities, we next 

need to account for the probability that the system will be required to support new (and 
obviously foreseeable) capabilities. For instance, we might conceive of the following two 
potential new capabilities, along with their estimated likelihoods:  

• Protect against cruise missile threats (15%)  
• Protect against unconventional ordnance attacks (e.g., suicide bomber) (2%)  
 
Each of these probability functions will require a temporal dimension as well. In 

other words, these estimations of probability are associated with a given time horizon, 
and will necessarily vary depending on that horizon. For this scenario, we might 
estimate that if a requirement related to the first new capability (i.e., protect against 
cruise missiles) has not been introduced by the Preliminary Design Review (PDR), then 
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its likelihood of being imposed between the PDR and the Critical Design Review (CDR) 
is three percent, and its likelihood of being imposed between the CDR and the Test 
Readiness Review (TRR) is one percent, and so on. Viewed in this way, we recognize a 
certain similarity between these various PDFs and traditional risk burn-down plans. 
This is an important point, as the PDFs would need to be man-aged in a similar manner, 
and could reasonably be integrated with traditional risk analyses.  

In both cases (i.e., the modification of existing capabilities and the addition of new 
capabilities), the assigned probabilities will admittedly be estimates, perhaps quite 
rough ones. Will they be exactly right? Absolutely not. If our stochastic models are at all 
valid, are they likely to be closer to reality than the assumption that nothing will change 
over the remaining life of the program? Almost certainly. 

 
Next is the cost assessment step. This is executed in the context of whatever design 

options we have available to us at any given time. Let’s assume, based on earlier 
assessments, that the program has chosen a defensively-oriented architecture that 
engages ballistic missile threats during the terminal phase. Like all true decisions, the 
program has made an irrevocable allocation of resources as a result, and has, to some 
extent, necessarily constrained their design space going forward. Nevertheless, the 
commitment to the terminal phase option still leaves a number of fundamental design 
decisions open to them. We then postulate the following list of architectural possibilities 
being considered by the program:  

1. Terrestrial interceptor system stationed at least 25 miles from facility  
2. Concealed (e.g., underground) terrestrial interceptor system  
3. Airborne interceptor system  
4. Terrestrial directed-energy system stationed at least 25 miles from facility  
5. Concealed (e.g., underground) terrestrial directed-energy system  
6. Airborne directed-energy system  
7. Hardened structure that ensures survivability of facility  
8. Force field  
 
Each of these architectures has relative strengths and weaknesses based on the KPPs 

as writ-ten. And each of these designs has its own inherent costs to implement. All else 
being equal, under the traditional conception of LCC, the option above with the lowest 
LCC that also meets all threshold requirements is typically the one that will be selected. 
This is the crux of the problem, as this traditional approach does not account for the 
value of the flexibility embedded within certain architectural options.  

 
The CEVLCC, however, requires that additional cost estimating be performed against 

the range of potential new KPP threshold values as well as the potential new capabilities. 
Clearly, some of these options are better poised to accommodate changes in the KPP 
thresholds. For instance, the concealed terrestrial architectures (i.e., options #2 and #5) 
will have no additional cost should there be an increase associated with the threshold 
value of KPP #3, where-as the non-concealed versions (i.e., options #1 and #4) would 
likely have an enormous cost impact. Similarly, some architectures can more easily 
accommodate new capabilities. If the program is directed to incorporate the capability 
to protect the facility against cruise missiles, then the airborne interceptor system can be 
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modified much more easily than the underground interceptor system (i.e., the airborne 
system is more flexible). And the hardened structure option will not have to be modified 
at all, as the capability to withstand the cruise missile strike was already embedded in its 
design (i.e., it’s overcapacitized). 

Once we’ve determined the estimated costs for the potential changes to the system, 
we calculate all of the expected values for each design with respect to each change. So 
suppose that for all three directed energy architectures, we estimated the following 
additional costs for the potential range of changes in the value of the KPP#1 threshold. 
 
Index ( )  KPP#1 Threshold 

(X)  

Additional Cost to 

Implement (  )  
Probability (from Figure 

17)  

1  96.0%  $0.0M  10.0%  

2  96.5%  $0.0M  7.0%  

3  97.0%  $0.0M  5.0%  

4  97.5%  $1.0M  3.5%  

5  98.0%  $1.0M  2.5%  

6  98.5%  $1.0M  1.7%  

7  99.0%  $3.0M  1.1%  

8  99.6%  $6.0M  0.5%  

9 99.9% $20.0M 0.1% 
Table 3: Marginal Probability Costs for Directed Energy Architectures 

Using the standard formula for expected value, then architectures #4, #5, and #6 
(i.e., the directed energy architectures) have an expected value of $160k with respect to 
KPP #1. We repeat this process for each architecture for the remaining KPPs. We then 
account for the potentially new capabilities in the same manner, although the expected 
value calculation is a trivial weighted probability with a single term. So for each 
architecture, a separate CEVLCC is calculated by summing its baseline LCC, its 
summation of expected values for the modifiable capabilities, and its summation of 
expected values for the new capabilities, i.e.— 

 

                    

 

   

       

 

   

 

  
m = number of modifiable capabilities 

 n = number of new capabilities 
 
This leads to the fourth assumption. As long as each design meets all threshold 

requirements, then its relative value can be inferred from its cost. Ordinarily, this would 
not be valid, but given our cost formulation methodology, we implicitly accounted for 
those discriminators that would otherwise have contributed to the value side of the 
equation. Specifically, there is no need to assess how much to ―credit‖ a particular 
design for its ability to exceed a KPP threshold or its capacity to accommodate future 
changes. Both of these inherent design values are captured (albeit in complementary 
fashion) in our marginal probability cost estimates within CEVLCC. In other words, if a 
particular design option were able to more inexpensively accommodate a capability 
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change—whether via flexibility or via overcapacitization—its weighted cost would be less 
than the competing designs, and it value would be greater. Note that this is why it is 
only valid to compare systems that meet all threshold requirements, as there needs to be 
a value baseline to reference. Based on these assumptions, then, we can now assert that 
the system that is the best value is simply the one with the lowest CEVLCC.  

 
As promising as CEVLCC might be, we recognize there are also a number of potential 

draw-backs to this technique, most of which are tied to the model assumptions. For 
instance, the fundamental nature of defense acquisition may be more chaotic than 
stochastic, thus preventing accurate predictive modeling over a reasonable time 
horizon, and fully precluding analysis of unforeseeable changes (violation of assumption 
2). Also, to be most effective, CEVLCC would need to be comprehensive and current, 
which results in a large number of permutations to account for, thus potentially making 
its implementation cumbersome. Even if the resource investment is deemed to be 
worthwhile very early in the program (i.e., when design decisions are most impacting), it 
is possible that the return on investment will not be sufficient to justify its use much 
further into the program (violation of assumption 3). Importantly, CEVLCC, as currently 
conceived, also cannot effectively provide a relative evaluation of design options that do 
not meet threshold requirement levels (violates assumption 4). Finally, the CEVLCC 
does not entirely sidestep the problem of valuing capability, as excess capability above 
the threshold often does have value that must be accounted for. This technique does not 
properly account for the temporal benefit that an overcapacitized solution provides, i.e., 
having a newly desired capability immediately (or more quickly) available vice waiting 
for development and implementation. 

 
There is consensus that uncertainty is a principal reason that DOD programs 

continue to struggle mightily with respect to their ability to adhere to cost and schedule 
projections. While acquisition policies and strategies that aim to abate uncertainty are 
admirable and often useful, ultimately they can only help so much. Since uncertainty is a 
certainty, programs may be better served by infusing their systems with an inherent 
ability to effectively respond to uncertainty. The singular term most commonly 
associated with such an ability is flexibility. While flexibility is arguably the single best 
term for this concept, even it is insufficient to capture the full range of capability 
responsiveness we would like our systems to have. We may also need them to be 
versatile and/or overcapacitized. However, making a system flexible, versatile, or 
overcapacitized inevitably requires additional investment that must be justified. The 
only viable way to provide that justification is to quantify the value of the capabilities 
that can be more easily achieved because of the investment. For military weapons 
systems, this task is, at best, extremely challenging, and, at worst, simply not feasible.  

 
Consequently, a fundamentally different approach is needed—one that does not rely 

on an explicit valuation of potential capabilities, and is capable of evaluating design 
options more strategically, thus shifting the focus from the somewhat narrow view of 
just flexibility, per se, to the broader view of capabilities, regardless of how they are 
achieved. Thus, we propose the CEVLCC, a top-down, intrinsic value model based on 
the familiar notion of life cycle cost. The idea is premised on the notion that the need for 
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capability changes in a program arises in a stochastic manner that can be modeled and 
incorporated into a continually updated, expected value model of total program cost. We 
believe CEVLCC potentially offers a number of advantages over current practices— 

 
• An inherent focus on capability in toto that serves to automatically assimilate 

relevant capability concepts, such that discriminatory design considerations like 
overcapacity and versatility become irrelevant  

• An inherent ability to incorporate cost and schedule components of a program, 
there-by obviating the distinction between design flexibility and process flexibility  

• Being comprised of concepts already familiar to the acquisition community (i.e., 
life cycle cost and risk analysis), thereby greatly reducing cultural entry barriers  

• Having a simple premise and an intuitive output (i.e., cost), both of which 
encourage adoption among stakeholders across the acquisition community  

• Not being subject to criticisms specific to real options analysis  
• Being able to mostly sidestep theoretical and practical challenges associated with 

valuing military capabilities  
 
Currently, the CEVLCC concept is largely notional, and significant research effort 

remains to determine its validity and/or utility. Most of the work in this section is 
intended to validate, or at least characterize the limitations of, the CEVLCC 
assumptions. Specifically, we — 

 
• Analyze/characterize APB behavior for historical programs and examine 

concomitant LCC behavior with the intent of identifying salient factors that drive 
perturbations.  

• Construct a basic CEVLCC model based on these salient factors.  
• Compare the LCC accuracy for historical programs over time to the corresponding 

CEVLCC, and conduct tradeoff analyses to determine when the return on investment in 
the CEVLCC model is no longer worthwhile.  

• Identify/develop alternate methodology to address CEVLCC weakness with respect 
valuing existing excess capability.  

• Refine CEVLCC model and validate via historical case-studies  
 

4.2 OPERATION AND SUPPORT (O&S) COST ESTIMATION 

To better understand the proposed methodology for characterizing current O&S cost 
estimates for DoD systems, it is necessary to be familiar with the relevant extant 
research and reporting mechanisms. Even assuming an awareness that the acquisition 
phase is regarded as more important than the O&S phase, the existing number of 
studies seeking to characterize O&S costs for defense systems still seems shockingly 
sparse. Between 1945 and 2009, there were over 130 separate studies and commissions 
focused on the acquisition of DoD systems, dozens of which involved the nature of 
acquisition cost behavior [DoD, 2009]. During this same time period, there appears not 
to be a single published study pertaining to how system costs behave during the O&S 
phase. 
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It would seem that WSARA has infused a greater sense of urgency into the DoD 

regarding the need to characterize O&S costs. Following its edict to ―review existing 
systems and methods of the DoD for tracking and assessing O&S costs,‖ there has been a 
relative flurry of reports (four) quantitatively examining O&S costs for defense 
programs. Before summarizing these reports, however, a clarification regarding 
terminology is warranted. Within the acquisition community, ―cost growth‖ is a well-
established term with a specific meaning: the degree to which the actual costs of a 
system vary from the estimated (i.e., baseline) costs. When these O&S studies use the 
term ―cost growth,‖ however, it has a broader meaning, denoting the difference between 
initial and final estimated costs in some cases, and the difference between initial and 
final actual costs in others. Although this conception of cost growth does allow us to 
gauge the stability and precision of the O&S cost estimates (or actuals), per se, it does 
not provide insight into the accuracy of DoD O&S cost estimates. 

 
The most comprehensive O&S study can be found in the WSARA Product Support 

Assessment [DoD, 2009]. In this study, 34 weapon systems are analyzed along several 
proposed dimensions of sustainment effectiveness. One new measure, dubbed 
―Sustained Cost Management,‖ analyzes the year-to-year changes in actual O&S costs, 
which may be an effective measure of O&S costs, but does not help us achieve the goal of 
ascertaining the accuracy or reliability of historical O&S cost estimates. 

 
Another broad study was conducted by the Center for Naval Analyses (CNA), also in 

2009 [Choi, Alper, Gessner, et al., 2009]. The study, which involved 26 Navy programs, 
had the expressed and promising purpose of vetting the hypothesis that actual system 
O&S costs are ―radically‖ exceeding early estimates. However, rather than comparing 
estimated costs to actual costs, the analysts decided—in all but three cases—to compare 
initial and final O&S cost estimates, choosing to assume that the final O&S cost estimate 
could reasonably represent actual costs1. Furthermore, although the O&S costs of three 
programs were analyzed by comparing estimates to actuals, unfortunately the numerical 
results were not provided in the report. 

 
In 2010, a narrower, but more in-depth study was performed by the Institute of 

Defense Analysis (IDA) which examined the Air Force C-17A program [Balaban, Devers, 
and Roark, 2010]. Like the majority of the systems in the CAN study, the C-17A analysis 
only involved the comparison of initial estimates to final estimates. 

 
The fourth DoD O&S cost study was published by the Government Accountability 

Office (GAO) in 2010 [GAO, 2010]. This report initially sought to review O&S cost 
behavior of major defense programs, but ended up being more of an indictment of 
current Pentagon deficiencies with respect to tracking and managing O&S costs for its 
systems. Despite expressed reservations with the fidelity of the underlying data sources, 
the GAO did report O&S costing information for seven programs. For five of these 
systems, the analysis involved cost estimates only, but in two cases (the Air Force F-22A, 
                                                   
1 CNA justified this approach by noting they were unable to obtain true actual costs for the majority of the programs in the study, and 
did not wish to mix methodologies. 
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and the Navy F/A-18E/F), estimates were compared to actuals, thereby enabling some 
insight into the accuracy of initial O&S cost estimates. 

 
The salient components of these O&S studies are summarized below in Table 1. Note 

that only subsets of the CNA report and the GAO report employed a methodology that 
allows meaningful characterization of O&S cost estimates. And since there were no 
numerical results in the CNA report regarding these systems, those few pages of the 010 
GAO report which analyze the F-22A and the F/A-18E/F would appear to represent the 
only published qualitative characterization of the accuracy of O&S cost estimates for 
DoD systems. 

 
Source Year # of Systems Method Quant. Results 

OSD 2009 34 ―Cost Growth‖ in O&S Actuals n/a 

CNA 2009 23 ―Cost Growth‖ in O&S Estimates n/a 

CNA 2009 3 O&S Estimates vs. O&S Actuals No 

IDA 2010 1 ―Cost Growth‖ in O&S Estimates n/a 

GAO 2010 5 ―Cost Growth‖ in O&S Estimates n/a 

GAO 2010 2 O&S Estimates vs. O&S Actuals Yes 

Table 4: Summary of existing O&S studies on defense systems 

 

4.2.1 O&S REPORTING 

Although the enactment of WSARA has undoubtedly served as a catalyst for 
increased focus on O&S cost issues in the DoD, it is also the case that an empirical 
analysis of O&S costs for defense systems would simply not have been possible until 
relatively recently. To conduct the analysis requires three elements: a valid source of 
predicted costs from the acquisition phase, a valid source of actual costs from the O&S 
phase, and enough elapsed time for a large number of programs to have accrued 
representative data from both phases. 

 
The obvious source for obtaining official estimates of O&S costs for major defense 

programs is the Selected Acquisition Report (SAR). SARs are required to be submitted 
at least annually for all major defense programs until they have been 90 percent 
acquired (further evidence of the imbalanced emphasis the DoD places on the 
acquisition phase) [DAU, 2011]. Starting in 1989, programs were required to include as 
part of each SAR a ―full life-cycle cost analysis,‖ and soon thereafter (about 1990 in most 
cases), programs began providing estimates of Annual Unitized O&S cost (i.e., average 
O&S cost per unit, per year). Starting in 2001, most programs also began providing an 
estimate of Total O&S cost. 

 
Not long after O&S estimates were being required in the SARs, the DoD mandated 

that each military service maintain an historical database of actual O&S costs for its 
systems. The effort became known as Visibility and Management of Operating and 
Support Costs (VAMOSC), with each service component managing its own version. 
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Though the primary focus of VAMOSC is on future planning and the development of 
O&S estimates, the nature of the database allows for actual O&S costs to be broken out 
by weapon system and by year [DoD, 1992; DAU, 2011]. Accordingly, VAMOSC data can 
serve as ―ground truth‖ for actual system O&S costs, thus enabling an accuracy 
assessment of the O&S cost estimates found in the SARs. 

 
So with a consistent, time-phased, and reliable source for predicted O&S costs in one 

hand, and a viable source for obtaining actual O&S costs segregated by system in the 
other, all that remains is allowing enough time to pass for a sufficient amount of data to 
be collected for a valid comparison between the two cost figures. Since programs can 
take many years to develop and field, it is not unreasonable to suspect that it could take 
a couple of decades to amass sufficient data for a substantive analysis. In fact, the 
authors have screened all the data, and found that two decades (1991-2010) is enough 
time to obtain valid O&S cost estimates and actuals for over three dozen major defense 
programs. 
 

4.3 O&S COSTS METHODOLOGY 

At this point, the basic methodology should be evident. Our first step is to annotate 
the predicted O&S cost estimate (or estimates in those cases where multiple measures of 
O&S cost are provided) from every SAR for a given system. We next use the VAMOSC 
data to establish the actual O&S costs for that system. Finally, we compare the actual 
O&S cost of the system to what it was predicted to be each year during its acquisition 
phase and characterize the accuracy of that estimate over time. The principle is simple 
enough, but there are a number of obstacles that complicate the proposed analytical 
methodology. In fact, multiple authoritative sources are dubious that such an analysis is 
feasible [GAO, 2010]. Consequently, the remainder of this section is largely devoted to a 
discussion of how these obstacles can be overcome or mitigated. 

 
The first challenge is one of system selection. There are hundreds of candidate 

programs that have submitted SARs; however, we have a rather stringent set of selection 
criteria. First, we eliminate any program that does not provide valid O&S cost estimates. 
This necessarily includes any program that stopped submitting SARs prior to about 1991 
(recall that O&S cost estimates started first being reported around 1990). This also 
includes a surprising number of programs that either did not comply with the DoD 
requirement to provide O&S cost estimates, or that provided estimates that were clearly 
erroneous. 

 
Next, we remove programs for which we cannot obtain valid—and relatively stable—

actual O&S costs. Obviously, this encompasses programs cancelled prior to becoming 
operational, but it also necessarily includes programs for which there are too few years 
of actual O&S cost data or too few units operationally deployed to have a reasonable 
expectation of having achieved steady state O&S costs. Also, similar to the difficulties 
encountered with the SARs, many programs must be eliminated because the VAMOSC 
data is unavailable or invalid. Another reason for excluding a program is that the level of 



UNCLASSIFIED 

 

Contract Number: H98230-08-D-0171  TO 0014 RT-18a 

Report No. 2012-TR-10-2 

10/31/2012 

54 

cost reporting for the VAMOSC data is incommensurate with the SAR data; this is often 
the case with major system modifications, which may warrant SAR reporting, per se, but 
are not sufficiently delineated in VAMOSC with respect to the specific scope or phasing 
of the modification to allow for meaningful comparisons. 

 
The next major challenge is reconciling discrepancies that arise in the cost element 

structure between the predicted costs in the SAR and the actual costs from VAMOSC. In 
some cases, VAMOSC is missing data for entire cost categories identified in the SAR. For 
instance, the Naval VAMOSC system is unable to allocate to specific weapon systems 
those expenditures in the category of ―indirect costs‖ (e.g., personnel medical care and 
base services and support). In order to resolve the mismatch between predicted and 
actual O&S costs for this cost element, we normalize the Navy data by decrementing the 
amount of ―indirect costs‖ from all the SAR estimates. In theory, this introduces an 
additional component of uncertainty into the analysis related to the relative accuracy of 
cost element categories; however, any ostensible effect is likely to be minimal as the 
missing VAMOSC costs represent, on average, less than ten percent of the projected 
O&S costs. 

 
For Navy systems, the issue of missing cost elements in the VAMOSC actuals can be 

readily mitigated, and, generally speaking, there is no analogous problem for the Air 
Force VAMOSC system. The Army VAMOSC data, however, is another matter. For Army 
programs, specific weapon system data is simply not allocated for most of the O&S cost 
categories, to include indirect costs, personnel costs, contractor costs, and sustaining 
support costs. This deficiency in the Army cost accounting systems is so significant that 
it precludes inclusion of any Army programs in this study (many of these deficiencies 
with the Army VAMOSC system are documented in the GAO [2010] report). 

 
Another challenge related to this proposed methodology is the fact that, for many 

systems, the level of reporting between the estimates and the actuals is not 
commensurate. In some cases, a single O&S cost estimate is provided for the system, but 
actuals for that same system must be aggregated from multiple sources. This generally 
occurs for one of three reasons. One, it is a joint program and the VAMOSC cost data 
spans multiple service components. Two, the core mission of the system changes over its 
life such that costs are accrued via different databases. Three, system variants are 
combined in the SAR, but segregated in the VAMOSC systems. In all three cases, it is 
generally possible to consolidate the cost actuals such that estimates and actuals 
represent an ―apples-to-apples‖ comparison. 

 
The complementary problem can also occur, whereby the estimates are broken out 

by variant (whether in a single SAR or multiple SARs), but the actuals are not 
segregated. This tends to pose a greater challenge as we must calculate a composite 
figure from the multiple O&S cost estimates in order to enable a valid comparison to the 
actuals. For these cases, we calculate the composite O&S cost estimate by weighting the 
relative number of units for each variant. This is a reasonably valid approach in most 
cases, but is arguably less so if the temporal phasing of the deployment of the variants is 
too great, or the actual relative proportion of the variants varies substantially from what 
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was planned. In sum, while incommensurate treatment of system variants can certainly 
complicate the analysis, it can be accounted for, and it hardly represents a significant 
methodological barrier. 

 
There are two measures of O&S cost that can be assessed via this proposed 

methodology: Total O&S cost and Annual Unitized O&S cost2. Each measure—within 
the context of this study—has its own strengths and weaknesses. The Total O&S cost is a 
readily intuitive metric that offers (when summed with total acquisition cost) a direct 
means of establishing an estimate of system LCC, the most comprehensive and facile 
cost indicator for system value assessments. Although Total O&S costs are not explicitly 
stated for any system until 2001, we can sometimes infer an estimate for these earlier 
SARs. Note this is possible only if certain other information is provided in the SAR, such 
as the Annual Unitized O&S cost and the assumed operational service life. It should be 
noted that this inference does represent an overly simplistic view of Total O&S costs 
(e.g., it neglects, ramp-up/ramp down periods, attrition, refurbishments, etc.), but this 
is the basic method employed in the vast majority of later SARs to estimate Total O&S 
costs. So while the inferential calculations we employ may be simplistic, they are at least 
consistent. 

 
There are, however, two notable problems in using Total O&S costs as a metric. One 

is that it is highly correlated to unit quantities. This can lead to particularly high degrees 
of estimate variance over time; or alternatively, it can provide a ready-made strategy for 
programs to effectively mask increasing estimates of Annual Unitized O&S costs, by 
reducing fielded quantities until Total O&S costs meet cost goals (this is the same 
gamesmanship strategy which has been curtailed on the acquisition side via the concept 
of the ―unit cost breach‖). The second problem with examining Total O&S costs is we 
cannot possibly know the true actual costs at this time. With two exceptions, none of the 
programs in this study has reached end of life, so the portion of Total O&S costs that has 
not yet been incurred must be estimated by prorating actual costs to date across the 
remainder of the expected operational service life, potentially creating another source of 
uncertainty. 

 
The Annual Unitized O&S cost may not provide direct insight into the system LCC, 

but the data tends to be more broadly available both on the estimate and actuals side. 
Estimates of Annual Unitized O&S cost often begin around 1991, and actual Annual 
Unitized O&S costs can be easily calculated for any year in which actual O&S costs are 
reported and the number of operational units can be determined. Of note, however, 
obtaining operational unit counts is not always as straightforward as one would expect. 
For aviation and maritime systems, unit counts are readily available in the VAMOSC 
databases, though in some cases—depending on the SAR assumptions—we use the 
available operational inventory counts vice the actual full inventory counts. For non-
aviation and non-maritime systems, however, actual counts are not available in the 
VAMOSC databases. In these cases, alternative sources (e.g., the managing 

                                                   
2 A third metric is also theoretically possible: Operating cost per unit of time (i.e., cost per flight/steaming/driving hour). However, 
we elected to omit this metric for this study due to the relative paucity of predicted data points and the lack of inconsistency among 
programs in how precisely to employ this type of metric. 
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organizations) must be queried to obtain historical fielded quantities. Yet even with 
these unit count challenges, Annual Unitized O&S costs (as opposed to Total O&S costs) 
often provide a more valid comparative measure across similar contemporary systems 
or antecedent systems. Of course, in some cases, such as when the system consists of 
very few units or the system has a monolithic nature, the relevance of a unitized cost 
metric is diminished or lost. 

 
Perhaps surprisingly, inflation adjustment may represent the largest practical 

challenge with this proposed methodology. Clearly, to make valid comparisons between 
projected costs and actual costs, comparisons must be made in the same base year 
dollars. In theory, there are two approaches: either inflate the SAR estimates or deflate 
the VAMOSC actuals. In practice, the former option is not feasible, as the SAR cost 
categories do not cleanly map to specific inflation categories. And since the level of 
fidelity in the SAR O&S estimates does not allow insight into the specific inflation 
categories, it is not possible to accurately inflate these numbers based solely on the SAR 
data. Therefore, in all cases, we have chosen to deflate the VAMOSC data. This turns out 
to be a highly intricate task for most systems, as inflation factor adjustments can be 
quite abstruse and the specific calculations vary significantly based on service 
component and system type. Furthermore, since we cannot inflate the projected O&S 
costs, we cannot compare SAR estimates that are provided in different base years, even 
for the same program. This has the unfortunate effect of creating artificially separate 
analytical units (e.g., F-22 base year 1990 costs and F-22 base year 2005 costs), thus 
slightly diminishing our ability to compare systems and ascertain statistical patterns. 

 
There were many other minor problems involved with this methodology that are too 

subtle to address substantively in this report. Many of these smaller issues pertain to 
abnormalities discovered in the SAR O&S estimates of nearly every program. Examples 
include inconsistencies between tabular values and the narrative text, unstated 
assumptions, varying metric parameters, and incorrect units of measurement. In most 
cases, logical inferences were made and documented, such that the problematic estimate 
could be included in the study (though sometimes it was assigned a lower weighting in 
the analysis to reflect reduced confidence in the data). In other cases, however, the 
necessary inference could not be reasonably justified, in which case that particular SAR 
data was excluded from the analysis. 

 

4.3.1 ENHANCED TOC-PL MODELING WITH MONTE CARLO 

ANALYSIS 

Phase 1 of this project detailed a general TOC model for valuing flexibility of product 
lines. In the current phase, this model was enhanced to handle specific DoD application 
domains, and added initial Monte Carlo simulation capabilities.  We began 
incorporating the life cycle cost ratios for Operations and Support (O&S) shown in Table 
5 and Table 6.  The hardware O&S cost distributions were derived from [Redman et al., 
2008] and software from [Koskinen, 2010]. 
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System Type O&S Costs 
Missiles (average) 
 

12% 

Ships (average) 
 

60% 

Aircraft (F-16) 
 

78% 

Ground vehicles (Bradley) 84% 

Table 5: Hardware Life Cycle Cost Ratios 

 

System Type O&S Costs 
Business, Command-Control 
 

75-90% 

Complex platforms as above 
 

50-80% 

Simple embedded software 10-30% 
Table 6: Software Life Cycle Cost Ratios 

 
Setting the life cycle cost ratios as a function of system type in the tables impacts the 

general TOC Product Line model inputs for Ownership Time and Annual Change Cost.  
The user chooses a system type and ownership time, which invokes a calculated annual 
change costs for the relevant domain.   
 
Flexibility Case Study for a Specialized DoD Application Domain  

This case study illustrates a domain-specific analysis for a missile system with a 
demonstration of Monte Carlo simulation.  The initial case study was for a general 
system, but in this scenario the user specifies a missile system for O&S life cycle cost 
defaults.   
 

A missile product line development with three year ownership time is being 
evaluated.  The user chooses the Missile System Type, and sets Ownership Time to 3 
years.  With these inputs, the pre-calculated Annual Change Cost = 12%/3 years = 4%.  
The tool results are in Figure 18. 
 

Shown also are the optional Monte Carlo results from varying the relative cost of 
developing for flexibility.  The means are listed with the ROI distribution graph. While 
this example demonstrates the Monte Carlo capabilities for a single parameter, all input 
parameters are open to variation for more sophisticated Monte Carlo analysis. 
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Figure 18: DoD Application Domain and Monte Carlo TOC-PL Results 

 

4.3.2 MIXED MODEL APPROACH 

The model presented in this section, are based on longitudinal data [Ryan et al., 
2012], which is to say that the source data consists of repeated measurements on 
different subjects over time. Importantly, the nature of longitudinal data precludes the 
possibility of assuming an identical and independent distribution (i.i.d.) of the random 
variables. Because the data is clustered into programs, with repeated measurements of 
each program over time, there necessarily exists a correlation between the repeated 
measurements for a given program—and therefore the statistical errors of the 
observations—that must be accounted for in the statistical analysis. Further, one expects 
these correlations to be greater for data points close in time, such as for successive SARs 
from the same program. This means that the statistical errors will be correlated as well. 

 



UNCLASSIFIED 

 

Contract Number: H98230-08-D-0171  TO 0014 RT-18a 

Report No. 2012-TR-10-2 

10/31/2012 

59 

Importantly, the fact that we expect correlated errors for the programs in this study 
invalidates the underlying assumptions of simple analysis of variance and regression 
models, namely i.i.d. observations. To compensate for this, we instead employ mixed 
model techniques for the data in this study. Mixed models use both fixed (i.e., entire 
population) effects and random (i.e., subject-specific) effects within the same analysis. 
The key distinction between mixed models and simple regression models is that the 
former can produce valid models even if the subject observations are not independent. 
In essence, mixed models allow the data to exhibit inherent correlations and non-
constant variability that arise from the program-specific effects. This allows one to 
effectively model not only the measures of central tendency for the data, but also the 
covariance structure attributable to the repeated measurements [Diggle, Liang, and 
Zeger, 1994; Verbeke and Molenberghs, 2000]. 

 
Relative to the standard General Linear Model, the use of a mixed model for this 

analysis provides several advantages, primarily relating to flexibility. A mixed model 
allows the use of input variables even if data is missing for one or more of the subjects 
(i.e., programs). Mixed models can also automatically accommodate for unequal spacing 
of the repeated measurements (i.e., ensure minimum variance), which is a characteristic 
of this data set. In addition, the mixed model allows more efficient and direct modeling 
of the within-subject covariance structure for the entire dataset, as opposed to unique 
covariances for every data pair. Finally, the results from the mixed model can be readily 
extended to outcomes that do not conform to a normal distribution. In this study, we 
have assumed the cost estimate errors are normally distributed (i.e., the solution to the 
mixed model equations is a maximum likelihood estimate where the distribution of the 
errors is normal), but the mixed model can accommodate nonlinear approaches, should 
they be considered more appropriate [Patetta, 2002]. 

 
To put this in mathematical terms, the GLM in matrix form is given as 
 

       (1) 
where 
 

                                                          
                                              
                                                                         
                                                             

 
For the mixed model version, a random-effects term is added 
 

          (2) 
 
where 
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In addition, 
 

  
 
 
            

 
 
   

  
  

                

 
where 

                                        
                                       

(3) 
 
 

One of the key inputs for a mixed model analysis is what structure should be used for 
the random covariance matrix, G. For this data set, since we tend to observe high 
correlations in the response variables reported in successive SARs, but increasingly less 
correlation as the time between SARs grows larger, a covariance structure that captures 
diminishing levels of correlation is desired. Therefore, a sensible choice for model 
development is the autoregressive (AR) structure, which has homogeneous variances and 
correlations that will decline exponentially with temporal distance [Wolfinger, 1993]. 
Multiple other covariance matrix structures were also examined, but overall model 
performance was best using first-order autoregressive, i.e., AR(1). 

 
To obtain the estimates of G and R, we solve for the values that optimize an objective 

function, in this case the Restricted Maximum Likelihood (REML) criterion. The method 
for computing the denominator degrees of freedom for the tests of fixed effects was 
Kenward-Roger. Thousands of model iterations were executed to find the best set of 
variables from Table 7 to use in each model: The Bayesian Information Criterion (BIC) 
was used as the primary method of discrimination between potential models. All model 
analysis was accomplished using SAS version 9.3 (http://www.sas.com/software/sas9/). 
 

http://www.sas.com/software/sas9/
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# 
Program 

Name 

SubProgram 

Name 

Lead 

Component 

System 

Type 

SAR 

Years 

# of 

SARs 

LCC 

SARs 

AUC 

SARs 

1 AIM-9X AIM-9X (Navy) Navy Munition 1996-2001 6 6 6 

2 AMRAAM (AF) AMRAAM (AF) Air Force Munition 1988-1992 5 3 3 

3 AMRAAM 

(Joint) 

AMRAAM 

(Joint) 

Air Force Munition 1992-2010 18 18 18 

4 AOE 6 AOE 6 Navy Maritime 1988-1997 11 7 7 

5 AV-8B AV-8B REMAN. Navy Aviation 1994-2002 10 NA 10 

6 C-130J C-130J Air Force Aviation 1996-2010 13 12 12 

7A C-17A C-17A (BY1981) Air Force Aviation 1987-1994 10 8 8 

7B C-17A C-17A (BY1996) Air Force Aviation 1995-2010 14 14 14 

8 C/MH-53E C/MH-53E Navy Aviation 1987-1994 9 1 5 

9 CVN 68 (74/75) CVN 68 (74/75) Navy Maritime 1987-1998 13 2 2 

10 CVN 68 (76) CVN 68 (76) Navy Maritime 1994-2002 9 4 4 

11 DDG 51 DDG 51 Navy Maritime 1987-2010 25 20 20 

12 E-2C E-2C Navy Aviation 1994-2006 14 4 4 

13 F-14D F-14D Navy Aviation 1987-1993 9 5 9 

14 F-16C/D F-16C/D Air Force Aviation 1987-1994 8 4 4 

15A F-22 F-22 (BY1990) Air Force Aviation 1991-2004 16 4 16 

15B F-22 F-22 (BY2005) Air Force Aviation 2005-2010 6 6 6 

16 F/A-18C F/A-18C Navy Aviation 1987-1994 10 NA 7 

17A F/A-18E/F F/A-18E/F 

(BY1990) 

Navy Aviation 1992-1999 9 9 9 

17B F/A-18E/F F/A-18E/F 

(BY2000) 

Navy Aviation 2000-2010 10 10 10 

18 GLOBAL HAWK GLOBAL HAWK Air Force Aviation 2001-2010 11 NA 11 

19 JASSM JASSM Air Force Munition 1999-2009 12 11 12 

20A JPATS JPATS (BY1995) Air Force Aviation 1995-1999 5 NA 5 

20B JPATS JPATS 

(BY2002) 

Air Force Aviation 2001-2010 9 8 9 

21 JSOW JSOW Navy Munition 1997-2010 14 14 14 

22A JSTARS JSTARS 

(BY1983) 

Air Force Aviation 1989-1996 10 8 10 

22B JSTARS JSTARS 

(BY1998) 

Air Force Aviation 1997-2003 6 3 6 

23 KC-135R KC-135R Air Force Aviation 1987-1994 8 NA 5 

24 LHD 1 LHD 1 Navy Maritime 1987-2005 18 15 15 

25 LPD 17 LPD 17 Navy Maritime 1996-2010 16 16 16 

26A MH-60R MH-60R 

(BY1993) 

Navy Aviation 1994-2005 14 12 12 
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26B MH-60R MH-60R 

(BY2006) 

Navy Aviation 2006-2010 5 2 2 

27 MH-60S MH-60S Navy Aviation 1998-2010 17 17 17 

28 MHC 51 MHC 51 Navy Maritime 1991-1998 8 8 8 

29 PREDATOR PREDATOR Air Force Aviation 2009-2010 2 2 NA 

30 SSGN SSGN Navy Maritime 2002-2007 6 6 6 

31 SSN 21 SSN 21 Navy Maritime 1987-1999 15 11 11 

32 SSN 774 SSN 774 Navy Maritime 1995-2010 16 16 16 

33 STRAT. 

SEALIFT 

STRAT. 

SEALIFT 

Navy Maritime 1993-2001 11 NA 11 

34A T-45TS T-45TS 

(BY1984) 

Navy Aviation 1987-1993 10 5 5 

34B T-45TS T-45TS 

(BY1995) 

Navy Aviation 1994-2007 14 12 13 

35 T-AKE T-AKE Navy Maritime 2001-2010 10 10 10 

36 T-AO 187 T-AO 187 Navy Maritime 1987-1994 8 4 4 

Total 470 317 392 

Table 7: MDAP Data Used For Model Development 

 
Independent Variables and the Unit of Analysis 

As noted earlier, a central assumption of the macro-stochastic cost estimating 
approach is that there exists a relatively small set of high-level program parameters that, 
in aggregate, significantly relate to the LCC and AUC estimate errors observed for a 
given program. Table 8 lists and defines all of the independent variables we evaluated as 
potential fixed or random effect parameters for both the LCC and AUC cost models. All 
variables in this table are based on information available in the program SARs. Some of 
the variables are taken directly from the SAR, some are calculated based on information 
available in different sections of a single SAR, and some are calculated from information 
available across successive SARs. All cost figures are in native (i.e., SAR-specific) base 
year (BY) dollars, with the exception of variable #14. Although there are only 50 
variables listed in Table 8, the inclusion of ―trending versions‖ of several variables (see 
footnote #2) brings the total count to 252. 
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# Variable Name 
Msmnt. 

Level 
Description (Values) 

1 Program Year Interval Number of years since Milestone B (II) or program initiation 

2 DoD Component Nominal Lead acquisition service component (―AF‖ or ―Navy‖) 

3 Joint Nominal Are units being procured for more than one service? (―Yes‖ or ―No‖) 

4 System Type Nominal Type of system (―Aviation,‖ ―Maritime‖ or ―Munition‖) 

5 Acq Phase Nominal Acquisition phase (―Development‖ or ―Production‖) 

6 Acq Type Nominal Type of acquisition (―New,‖ ―Modification,‖ or ―Variant‖) 

7 Maturity Ordinal Program maturity level; categories based on Expended (#18). 

8 Total Dev APBs Interval Cumulative number of development APBs to date 

9 Avg Dev APBs Interval Average number of development APBs per year 

10 Total Prod APBs Interval Cumulative number of production APBs to date 

11 Avg Prod APBs Interval Average number of production APBs per year 

12 Prime Contractor Nominal 
Contractor for 3 largest active contracts (―Boeing,‖ ―GD,‖ ―Lockheed-

Martin,‖ ―Northrup-Grumman,‖ ―Raytheon,‖ ―Other,‖ or ―Multiple‖) 

13 Acq Cost Est Interval Current estimate of total acquisition cost 

14 Acq Cost Est, BY103,4 Interval Current estimate of total acq cost standardized to BY10 dollars 

15 AUC Est3,4 Interval Current estimate of annual unit O&S cost 

16 O&S Cost Est3,4 Interval Current estimate of total O&S cost 

17 LCC Est3,4 Interval Current estimate of total LCC cost 

18 Expended Interval Percentage of Acq Cost Est (#13) expended to date 

19 Funding Years Interval Current total planned funding years of program 

20 PAUC Change, Dev Interval 
Percentage change in Program Acquisition Unit Cost (PAUC) from 

Development baseline 

21 PAUC Change, Prod Interval 
Percentage change in Program Acquisition Unit Cost (PAUC) from 

Production baseline 

22 APUC Change, Dev Interval 
Percentage change in Average Procurement Unit Cost (APUC) from 

Development baseline 

23 APUC Change, Prod Interval 
Percentage change in Average Procurement Unit Cost (PAUC) from 

Production baseline 

24 CV, Engr3 Interval 
Total cost variance (CV) to date in engineering category as % of Acq Cost 

Est (#13) 

25 CV, Est3 Interval Total CV to date in estimating category as % of Acq Cost Est (#13) 

26 CV, Quan3 Interval Total CV to date in quantity category as % of Acq Cost Est (#13) 

27 CV, Total3 Interval Total CV to date in all CV categories as % of Acq Cost Est (#13) 

28 CV, Total-Quan3 Interval 
Total CV to date in all CV categories (except Quantity) as % of Acq Cost 

Est (#13) 

29 Breaches, Sched Interval Cumulative number of schedule breaches to date 

30 Breaches, Perf Interval Cumulative number of performance breaches to date 

31 Breaches, Cost Interval Cumulative number of cost breaches to date 

32 Breaches, UC Interval Cumulative number of unit cost breaches to date 

33 Breaches, Total Interval Cumulative total of all breaches to date 

                                                   
3  Includes trend versions of variable to date, i.e., minimum, maximum, range, mean, weighted 

mean (by Program Year), standard deviation, and the slope of the regression line. 
4  One or more transformations applied (i.e., unitary normalization, scalar reduction, square root, 

and natural log) to better achieve model stability, interpretability, and/or to capture nonlinear 

relationships. 
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34 Breach, N-M Nominal Has program incurred a Nunn-McCurdy breach? (―Yes‖ or ―No‖) 

35 CDR-MSII Interval Time between Critical Design Review (CDR) and Milestone II 

36 CDR-PDR Interval Time between CDR and Preliminary Design Review (PDR) 

37 LRIP-MSII Interval Time between Low Rate Initial Production (LRIP) and Milestone II 

38 MSIII-MSII Interval Time between Milestone III and Milestone II 

39 IOC-MSIII Interval Time between Initial Operating Capability (IOC) and Milestone III 

40 IOC-MSII Interval Time between Initial Operating Capability (IOC) and Milestone II 

41 Reqmnts, New Interval Cumulative # of new requirements added to performance baseline 

42 Reqmnts, Deleted Interval Cumulative # of existing requirements removed from performance baseline 

43 Reqmnts, Total Interval Total number of requirements in current performance baseline 

44 Reqmnts, Obj Interval 
Percentage of total requirements to date in which objective value was made 

more stringent 

45 Reqmnts, Thresh Interval 
Percentage of total requirements to date in which threshold value was made 

more stringent 

46 Reqmnts, Change Interval 
Percentage of total requirements to date in which threshold or objective 

value was modified 

47 Procure, Plan3,4 Interval Current total planned procurement quantity 

48 Procure, Change3,4 Interval Percentage change in Procure, Plan (#47) relative to baseline 

49 Procured Interval Percentage of Procure, Plan (#47) currently procured 

50 Unit Acq Ratio Interval Ratio of AUC Est (#15) to Acq Cost Est (#13) 

Table 8: Listing of Independent Variables Evaluated in Error-Correction Models 

 
Table 8 is also interesting for what is not included. Defense acquisition professionals 

and cost estimators alike are keenly interested in the cost impacts of a number of 
strategic policies related to procurement. Three of the most intriguing—and 
controversial—relate to acquisition strategy (e.g., traditional vs. evolutionary), 
contracting strategy (fixed-price vs. cost-reimbursement), and sustainment strategies 
(organic vs. contractor). Although each of these policy topics could potentially serve as 
an excellent macro-level predictor of cost estimating accuracy, we were unable to 
incorporate variables related to any of these topics.  

 
The fundamental obstacle in all three cases was being able to effectively quantify 

these variables in the context of fluctuating and disparate acquisition efforts. Consider, 
for instance, an evolutionary acquisition strategy, which may not be implemented until 
late in the program when technical maturity is sufficient or may only be applied to a 
particular element of the system in development. It may also be that an evolutionary 
strategy is abandoned midway through development or blended with more traditional 
practices into a hybrid approach. This is just one example, but these types of subtleties 
tend to dominate these three important procurement policy topics, thus regrettably 
precluding definitive categorization. 

 
The last item involving methodology that the reader should be aware of pertains to 

the unit of analysis, which is equivalent to the model subject. This is a subtle, but 
critical, analytical element that changes throughout model development, 
characterization, and validation. We begin with the SubProgram as the unit of analysis, 
but then switch to a broader subject defined as the Program Category. This 
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transformation is crucial to infusing predictive capability into the macro-stochastic cost 
model. During validation, however, the unit of analysis reverts to the full Program in 
order to present model performance in a context most likely to resonate with target 
users. This nonstandard progression regarding the unit of analysis (i.e., model subject) 
is explained in greater detail at each step of model characterization. 

 

4.3.3 THEORETICAL MACRO-STOCHASTIC MODELS 

The first task is to assess the theoretical premise of a macro-stochastic cost model. A 
reasonable suspicion would be that the nature of cost estimating errors for defense 
programs—along with the underlying uncertainty which drives them—is inherently 
chaotic, such that attempting to characterize these errors via a stochastic process is 
misguided at best. Thus, the fundamental question that must be answered at the outset 
is whether there is any meaningful correlation between the variables in Table 8 and the 
level of accuracy in a given SAR’s cost estimate. We believe that the data shown in 
Figure 19 through Figure 22 offers a compelling response to this question. 

 
Figure 19 is a plot of the percentage error in the empirical LCC estimates for all of the 

MDAPs considered. Overall, the data exhibits a high level of dispersion. Although the 

mean error across all programs is only 4.7 percent, the mean magnitude of the errors 
(i.e., the mean absolute value of the errors) is over 22 percent. The magnitude error does 
appear to reduce slightly as time increases, suggesting that the accuracy of LCC 
estimates may be improving slightly as program acquisition matures. However, as noted 
in the characterization, this is likely an artifact of the acquisition cost component of the 
LCC converging to a known value by the end of the acquisition phase [Ryan et al., 2012]. 
When examining total O&S cost, per se, there is no significant improvement in LCC 
estimating accuracy as time goes on. 

 
Figure 20 plots the results from a macro-stochastic mixed model that attempts to 

predict the error in each SAR and then compensate for it. The subject of this model is 
the SubProgram (for reasons explained in the characterization, the SubProgram—vice 
the Program—is the more appropriate unit of analysis). Designating the SubProgram (or 
the Program, for that matter) as the model subject is a logical choice, but it has 
important implications to model utility to be discussed shortly.  
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Figure 19: Error in LCC Estimate as a Function of Time (Empirical Data) 

 
Figure 20: Error in LCC Estimate as a Function of Time (Theoretical Macro-Stochastic Model) 

This so-called ―theoretical macro-stochastic cost model‖ depicted in Figure 20 
consists of just three variables: Procure, Change (#48 in Table 8), the standard 
deviation of the natural logarithm of Acq Cost Est, BY10 (#14), and the natural 
logarithm of LCC Est (#17). All three variables are modeled as fixed effects, while the 
first two—along with an intercept term—are also modeled as random effects. The way to 
interpret this result is that the broad pattern (i.e., the fixed effects) of life cycle cost 
estimating errors in all Navy and Air Force MDAPs can be captured by examining the 
extent of procurement quantity changes to date, the variability of the acquisition cost 
estimates to date, and the current LCC estimate. Further, each program has its own 
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pattern of errors (i.e., the random effects) driven by the procurement quantity changes 
and the variability of the acquisition cost estimate to date, as well as a unique starting 
point as defined by the intercept term. 

 
Figure 21 and Figure 22 are the AUC versions of Figure 19 and Figure 20. Figure 21 

shows that empirical AUC estimating accuracy for MDAPs is considerably worse than 
LCC estimating accuracy, with the magnitude of the errors and accompanying standard 
deviation almost twice as high. Figure 22 depicts the same data using a macro-stochastic 
model, and again, only three variables are used. This time the variables are the Unit Acq 
Ratio (#50), the standard deviation of the natural logarithm of Acq Cost Est, BY10 
(#14), and the natural logarithm of AUC Est (#15). As before, the first two variables are 
modeled as both fixed and random effects, and the model includes a random intercept 
term. The model subject remains the SubProgram. 

 

 
Figure 21: Error in AUC Estimate as a Function of Time (Empirical Data) 
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Figure 22: Error in AUC Estimate as a Function of Time (Theoretical Macro-Stochastic Model) 

In both cases, the theoretical macro-stochastic model performs impressively, driving 
down the magnitude of the mean error in the original prediction to a little over one 
percent in the case of LCC estimates, and just over two percent in the case of AUC 
estimates. Since the result is represented in percentage terms, it is easy to lose context of 
the amount of money involved. But these potential improvements in estimating 
accuracy typically represent billions of dollars. Since the mean magnitude error in the 
original LCC estimate is over 20 percent, a program estimated to cost $30.0 billion over 
its life cycle could be expected to actually cost somewhere in the range of $24.0 to $36 
billion, a $12 billion range. On the other hand, the macro-stochastic model might 
predict a life cycle cost of $34.0 billion, but its equivalent expected error range would 
only be $800 million. Clearly, such a massive reduction in cost uncertainty would be of 
tremendous benefit to defense acquisition officials. 

 
In one respect, this significant estimating improvement is an extremely important 

result. Figure 20 and Figure 22 are remarkable because they show the tremendous 
potential utility of the macro-stochastic cost modeling approach. With a highly 
parsimonious model, the model is able to predict the actual LCC and AUC estimating 
errors for all of the programs in this study with exceptional accuracy. Moreover, the 
random (subject-specific) effects are very powerful, strongly suggesting there is a unique 
pattern for each unit of analysis. This result is especially impressive given that there are 
over 35 SubPrograms in both models, over half of which consist of at least 10 data points 
(i.e., SARs) that must be ―fitted.‖ 

 
However, in another—arguably more relevant—respect, this finding is of little utility. 

The problem with the preceding approach is that it is inherently a post-hoc analysis. 
This is why we refer to this model as ―theoretical.‖ One cannot expect that the exact cost 
estimating error patterns of these programs will occur again. So although using the 
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SubProgram as the model subject may reveal powerfully descriptive random effects, the 
theoretical macro-stochastic model has no meaningful predictive capability. 

 
The fact remains, however, that we now have some measure of confidence in the 

principle of macro-stochastic cost estimating of DoD programs. The challenge becomes 
how to translate this technique into a useful prognostic model. 

 
Program Categories 

In order to construct a predictive macro-stochastic model, the authors have devised 
a template-based solution involving the creation of Program Categories. This approach 
aims to achieve a better balance between model accuracy and utility by structuring the 
data into broader categories comprising multiple programs and using criteria that apply 
to both current and foreseeable programs. In this way, the Program Category supplants 
the SubProgram as the model subject and the unit of analysis.  

 
To use a stock market analogy, the Program Category notion is the equivalent of 

forecasting an individual company’s performance based on the business sector to which 
it is assigned. In the absence of company-specific performance indicators (which would 
be preferred, but may not be available until too late), we assume that the company’s 
future performance will roughly conform to the average pattern of all the other 
companies in the same sector. A key to making this approach work, of course, is 
ensuring that companies (i.e., programs) are assigned to representative sectors (i.e., 
categories).  

 
Indeed, establishing the exact Program Categories and ontological criteria was one of 
the most challenging aspects of model development. Our first goal was to be able to 
employ the model as early as possible, so the criteria used to assign a program to a 
particular Program Category had to be clearly discernible at the outset of a program. 
Second, we wanted the Program Category criteria to be simple and logical, easily derived 
from the list of independent variables in Table 8. Third, we sought to have each category 
consist of programs similar enough to one another that the new model subject (i.e. the 
Program Category) would continue to exhibit statistically significant subject-specific 
patterns that could be captured by the random design matrix of the mixed model. 
(Given the complex interactions between various fixed and random effect model terms 
and the constituent covariance matrices, identifying meaningfully similar programs is 
often far from clear).  
 

In addition, the total number of program categories needed to be carefully 
considered as it represented another source of tension between accuracy and utility. If 
we create too few categories (i.e., many programs in a single category), the power of the 
mixed model is bound to be diminished as there will likely be little in the way of subject-
specific effects to model. If we create too many categories, then we run the risk of 
building a model that is still too program-specific. In other words, if we have a large 
number of categories with a few number of programs in each, then we cannot—without 
additional data—have confidence that we have identified a valid Program Category that 
will effectively subsume a future program of interest. 
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We evaluated many different categorization structures defined via various variables 

and attribute thresholds, as well as varying numbers of categories. In the end, we 
empirically determined that the best balance of performance and utility was achieved 
through seven Program Categories defined by the following three variables: DoD 
Component (#2), System Type (#4), and Program Size based on Acq Cost Est, BY10 
(#14). Although the Program Category criteria were the same for both the AUC and LCC 
model, the specific programs and SAR counts are slightly different due to differences in 
data availability. Table 9 and Table 10 show the Program Category structure and 
program assignments for each model. 

 

PCat 
DoD 

Comp 

System 

Type 

Size (Mean 

Acq Cost 

Est, BY10) 

SARs 
# of 

Programs 
Assigned Programs 

1 AF Aviation 
Small (≤ 
$18.0B) 

33 4 
C-130J, JPATS, JSTARS, 
PREDATOR 

2 Navy Aviation 
Small (≤ 
$18.0B) 

53 5 
C/MH-53E, E-2C, MH-60R, 
MH-60S, T-45TS 

3 Both Aviation 
Large (> 
$18.0B) 

60 5 
C-17A, F-16C/D, F-22, F-14D, 
F/A-18E/F 

4 Navy Maritime 
Small (≤ 
$8.5B) 

41 7 

AOE 6, CVN68 (74/75), CVN68 
(76),  
MHC 51, SSGN, T-AKE, T-AO 
187 

5 Navy Maritime 
Medium       

($8.5B  
$30.0B) 

42 3 LHD 1, LPD 17, SSN 21 

6 Navy Maritime 
Large (> 
$30.0B) 

36 2 DDG 51, SSN 774 

7 Both Munition All 52 5 
AIM-9X, AMRAAM-AF, 
AMRAAM-JT, JASSM, JSOW 

   TOTALS 317 31  
Table 9: Summary of LCC Macro-Stochastic Cost Model Program Categories (Pcats) 

 

PCat 
DoD 

Comp 

System 

Type 

Size (Mean 

Acq Cost 

Est, BY10) 

SARs 
# of 

Programs 
Assigned Programs 

1 AF Aviation 
Small (≤ 
$18.0B) 

58 5 
C-130J, GLOBAL HAWK, KC-
135A, JPATS, JSTARS 

2 Navy Aviation 
Small (≤ 
$18.0B) 

68 6 
AV-8B, C/MH-53E, E-2C, MH-
60R, MH-60S, T-45TS 

3 Both Aviation 
Large (> 
$18.0B) 

83 6 
C-17A, F-16C/D, F-22, F-14D, 
F/A-18C,  
F/A-18E/F 
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4 Navy Maritime 
Small (≤ 
$8.5B) 

52 8 
AOE 6, CVN68 (74/75), CVN68 
(76), MHC 51, SSGN, STRAT. 
SEALIFT, T-AKE, T-AO 187 

5 Navy Maritime 
Medium        

($8.5B  
$30.0B) 

42 3 LHD 1, LPD 17, SSN 21 

6 Navy Maritime 
Large (> 
$30.0B) 

36 2 DDG 51, SSN 774 

7 Both Munition All 53 5 
AIM-9X, AMRAAM-AF, 
AMRAAM-JT, JASSM, JSOW 

   TOTALS 392 35  
Table 10: Summary of AUC Macro-Stochastic Cost Model Program Categries (PCats) 

Note that while the acquiring service component and the system type would not be 
expected to change during a program’s life, the size of the program does change as 
acquisition cost estimates vary—sometimes significantly—over time. The dependence of 
the Program Category assignment on acquisition cost estimates introduces the 
possibility that a program’s category assignment might change at some point in 
development. For the programs in our data set, this did not happen, but it could for 
some future program. If this were to occur, it’s not clear whether that means the 
differently-sized program is in fact behaving more like the programs in its newly 
assigned category, or whether the size thresholds we have established here would need 
to be modified. 

 
In addition, the fact that a surface maritime system (i.e., DDG 51) and a submarine 

system (i.e., SSN 774) are grouped together into a single category is likely to aggrieve the 
traditional cost estimator (as presumably would the grouping of fixed and rotary-wing 
aviation systems). Although both the surface vessel and the submarine are maritime 
systems, the Navy cost estimator knows that there are key cost-impacting differences 
between how each type of program is acquired and operated. With respect to the 
modeling approach pursued here, the point to keep in mind is that the pattern of 
program costs for similar systems is a fundamentally different phenomenon than the 
pattern of program cost errors. It is the latter that is relevant to our approach, and using 
this metric, the groupings in Table 9 and Table 10 proved to be the most effective. 
 

4.3.4 A PROGNOSTIC MACRO-STOCHASTIC MODEL 

By restructuring the data from individual programs into Program Categories, we can 
now use the model to make predictions. Given the assumption that future programs are 
essentially like the programs in this data set, then as long as a future program can be 
assigned to one of the existing categories, the macro-stochastic model can be reasonably 
applied at any time after program initiation to predict the expected error in the 
program’s cost estimate and, by extension, predict the actual LCC or AUC.  

 
This improved utility has come at a cost, however. The powerful program-specific 

trends depicted in Figure 20 and Figure 22, which consisted of only three independent 
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variables, are diluted by the amalgamation with other—albeit similarly behaving—
programs. In essence, the new model subject of Program Category requires that the 
random effects design matrix (Z) compromise between multiple, different program 
trends, resulting in reduced model performance. Or, to continue the market analogy, a 
particular company’s performance is not likely to exactly follow the average of its 
assigned sector: There will be important company-specific deviations. Fortunately, we 
can restore a large degree of expected model performance though the inclusion of 
additional variables. 

 
The final LCC macro-stochastic model incorporated 12 variables (to include five 

random variables) from Table 8 and the final AUC macro-stochastic model incorporated 
14 (to include six random variables). The selected fixed and random variables, along 
with their estimated parameter values, are listed in Table 11 through Table 14. Since the 
random variables vary by Program Category, they are specified in their own tables. The 
reader should be cautious in making inferences based on relative parameter estimate 
values as not all variables are normalized, and the relationship between parameters is 
complicated by the inclusion of both fixed and random effects. 

 

# LCC Model Variable 
Random 
Effect? 

Fixed 
Effect 

Estimate 

1a DoD Component (#2) – Navy No 0.4157 

1b DoD Component (#2) – Air Force No 0.0000 

2a Acq Type (#6) – New No 0.2132 

2b Acq Type (#6) – Modification No 0.2183 

2c Acq Type (#6) – Variant No 0.0000 

3 Weighted Mean of Normalized Acq Cost Est, BY10 (#14) Yes 3.2555 

4 Std. Dev. of Natural Log of Acq Cost Est, BY10 (#14) No 9.3392 

5 Natural Log of LCC Est (#17) No 7.1928 

6 Mean of Natural Log of LCC Est (#17) No -4.8595 

7 Maximum CV, Est (#25) Yes -0.7387 

8 Slope of Regression Line of CV, Quan (#26) Yes 0.2188 

9 Standard Deviation of CV, Total (#27) No -1.6512 

10 Range of CV, Total-Quan (#28) Yes 0.7593 

11a Breach, N-M (#34) – No Yes -3.1063 

11b Breach, N-M (#34) – Yes Yes -3.1440 

12 Std. Dev. of Square Root of Procure, Change (#48) No -0.3264 

Table 11: LCC Macro-Stochastic Model Variables and Fixed Effects Parameter Estimates 
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# 

LCC Model Variable 
Random Effect Estimate 

PCat

1 

PCat

2 

PCat

3 

PCat

4 

PCat

5 

PCat

6 

PCat

7 

1 
Wtd. Mean of Normalized Acq Cost Est, 

BY10 

-

3.5641 
4.4451 

-

2.0476 

-

3.4837 
3.2109 

-

3.4782 
4.9177 

2 Maximum CV, Est 
0.238

4 

-

2.0194 
-1.1120 0.5359 1.0697 0.7222 0.5652 

3 Slope of Regression Line of CV, Quan 
0.398

9 
0.1223 -1.1514 

-

0.4866 
2.3672 

-

0.6491 

-

0.6013 

4 Range of CV, Total-Quan -0.1111 1.0039 0.3164 1.8285 
-

2.2551 

-

0.2410 

-

0.5417 

5

a 
Breach, N-M – No  

0.492

4 

-

0.0670 

-

0.4322 
0.2778 

-

0.5395 

-

0.0921 
0.3606 

5

b 
Breach, N-M – Yes  0.5163 

-

0.0541 

-

0.4083 
0.5018 0.0801 0.0442 

-

0.7883 

Table 12: LCC Macro-Stochastic Model Random Effects Parameter Estimates by Program Category 
(PCats) 

 

# AUC Model Variable 
Random 
Effect? 

Fixed 
Effect 

Estimate 

1a DoD Component (#2) – Navy No 0.4687 

1b DoD Component (#2) – Air Force No 0.0000 

2a Acq Phase (#5) – Development Yes 1.6995 

2b Acq Phase (#5) – Production Yes 1.6816 

3a Acq Type (#6) – New No 0.3993 

3b Acq Type (#6) – Modification No -0.1132 

3c Acq Type (#6) – Variant No 0.0000 

4 Mean of Scaled Acq Cost Est, BY10 (#14) Yes 0.4536 

5 Natural Log of AUC Est (#15) No 0.6391 

6 Mean of Natural Log of AUC Est (#15) No -0.5730 

7 Maximum CV, Engr (#24) Yes 1.4515 

8 Weighted Mean of CV, Est (#25) No 1.5208 

9 CV, Quan (#26) No 0.8438 

10 Mean CV, Total (#27) No -1.2817 

11 Wtd. Mean of Natural Log of Procure, Plan (#47) Yes 0.1570 

12 Mean of Square Root of Procure, Plan (#47) No 0.2402 

13 Wtd. Mean of Square Root of Procure, Change (#48) Yes -0.1111 

14 Unit Acq Ratio (#50) Yes 5.8501 

Table 13: AUC Macro-Stochastic Model Variables and Fixed Effects Parameter Estimates 
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# 

AUC Model Variable 
Random Effect Estimate 

PCat

1 

PCat

2 

PCat

3 

PCat

4 

PCat

5 

PCat

6 

PCat

7 

1

a 
Acq Phase (Development) -1.2914 0.4545 0.3163 0.0417 

-

0.2775 

-

0.0037 
0.7601 

1

b 
Acq Phase (Production) -1.2125 0.5695 0.2867 

-

0.4582 

-

0.2023 

-

0.0122 
1.0289 

2 Mean of Scaled Acq Cost Est, BY10 
-

0.1246 
0.3191 

-

0.4065 

-

0.6093 
0.4997 

-

0.2703 
0.5919 

3 Maximum CV, Engr 
-

1.2665 

-

0.5047 
1.8679 

-

0.0688 

-

0.2330 
0.2027 

0.002

4 

4 
Wtd. Mean of Natural Log of Procure, 

Plan 
0.0549 

-

0.0547 
0.2851 0.2652 

-

0.2904 
0.4902 

-

0.7503 

5 
Wtd. Mean of Square Root of Procure, 

Change 
0.4584 0.1701 0.3614 0.0257 

-

0.6929 

-

0.4415 
0.1188 

6 Unit Acq Ratio 
-

2.0932 

-

0.2902 
1.0105 

-

0.0981 

-

0.4456 
1.4998 0.4168 

Table 14: AUC Macro-Stochastic Model Random Effects Parameter Estimates by Program Category 
(PCat) 

 

Note that over half of the final variables from both models are capturing, in some 
manner, program trends to date regarding the estimated cost and/or production 
quantity. These variables may capture trends either directly by what is being measured 
(e.g., Nunn McCurdy Breach, Cost Variance, etc.) or indirectly via changes in a given 
variable to date (e.g., standard deviation, mean, etc.). Regardless, a consequence of this 
predominance of trending variables is that a program should have at least one previous 
SAR on which to construct a trend value: Without a previous SAR, we find that model 
performance diminishes considerably. In practice, this results in a small impact on the 
utility of the model in that it is not suitable for use until the second SAR, which is 
nominally one year after program initiation.  

 
Figure 23 and Figure 24 show, respectively, the performance of the LCC and AUC 

prognostic macro-stochastic models where the subject equals the Program Category. 
Each model is capable of predicting the accuracy of a current LCC or AUC point estimate 
at any point in a program’s life where at least two SARs are available, and then 
compensating for that error to provide a statistically more accurate estimate. Although 
model performance is not as impressive as it was for the theoretical model (where the 
model subject was SubProgram), it is still far better than current estimate performance. 
The mean magnitude error in the prognostic LCC macro-stochastic model is more than 
a fourfold improvement of the empirical estimate; for the AUC model, the improvement 
is over fivefold.  
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Figure 23: Error in LCC Estimate as a Function of Time (Prognostic Macro-Stochastic Model) 

 

 
Figure 24: Error in AUC Estimate as a Function of Time (Prognostic Macro-Stochastic Model) 

 

The performance shown in Figure 23 and Figure 24 was achieved under conditions 
in which the training data set and the test (i.e., validation) data set were equivalent. 
Thus, it is reasonable to suspect that actual model performance against future programs 
will be reduced [Larson, 1931; Hart and Wehrly, 1986]. In order to validate the model, 
we need to test its performance against data that is not available to the model. It is 
obviously not desirable to wait several years for new program data to become available, 
but the current size of the data set is an impediment to a standard data partitioning 
techniques (i.e., dedicated training and test data sets). With respect to validation, the 
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most logical unit of analysis is the program, as that is the fundamental entity for cost 
estimation and cost accrual accounting in the DoD. For both the LCC and AUC model, 
however, we have fewer than three dozen programs available for analysis, hardly 
sufficient to execute a robust validation involving separate training and test data sets. 

 
This leads us to cross-validation. However, the specific method of cross-validation 

for the macro-stochastic model is more complicated than it might at first seem. The 
non-i.i.d. nature of the data also invalidates standard cross-validation techniques: 
omitting an observation (i.e., one SAR) does not remove the associated information due 
to correlations with other observations from that subject [Opsomer, Wang, and Yang, 
2001; Arlot, 2010]. Suggested techniques to work around this problem include modified 
cross-validation [Chu and Marron, 1991], h-block cross-validation [Burman, 1994], and 
sequential validation [Bengio and Chapados, 2003]. 

 
Unfortunately, none of these techniques are well suited for the structure of the 

MDAP data. Not only is the correlation distance (i.e., the strength of the correlation) 
highly dependent on the program, but several programs have an insufficient number of 
SARs to faithfully implement the given technique. For instance, in the case of h-block 
cross-validation, determining the theoretically appropriate size of h in our data set is not 
clear, but it must be relatively large, and any value of h greater than two could eliminate 
as many as six programs from the validation. 

 
As a result, we have implemented a tailored version of Leave One Out Cross 

Validation (LOOCV). Ordinarily, the ―one‖ in LOOCV refers to a single observation, 
which is held out from the data set and used for validation after the model is trained on 
the remaining data. This process is then repeated for every data observation. Given the 
correlations within a program, we have redefined the ―one‖ to denote an entire Program. 
This is an appealing strategy for two reasons. First, this is the level at which the 
correlations exist, so omitting an entire Program is the only assured method for fully 
eliminating the correlations. Second, despite restructuring the data into Program 
Categories, principal cost estimating interest remains with the Program, so that is the 
appropriate level for assessing model performance. Thus, for validation purposes, the 
entire Program (not just the SubProgram) becomes the unit of analysis and the 
observation left out.  

 
After removing a given Program from the data set, we train the model using the 

remaining data and use the omitted Program as the test set. Then we record how the 
model performed against that Program. We repeat this process for every Program in the 
data set. This results in 30 separate validations for the LCC model and 35 for the AUC 
model (the C/MH-53E program cannot be validated because it only has one valid LCC 
SAR), which are then amalgamated into a single summary of overall validated model 
performance. This is a particularly rigorous validation as no information regarding the 
program to be tested remains embedded in the model. Also note that the Program 
Category structure still applies. This means that when validating certain programs 
(particularly the large and medium maritime categories) very few programs remain in 
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the category to form the basis of the Program Categorization parameters (refer to Table 
9 and Table 10). Nevertheless, the validated version of each model performs well. 

 
Figure 25 shows the resultant validated performance of the macro-stochastic 

prognostic LCC model based on our tailored LOOCV technique. This performance 
reflects model-corrected LCC estimates for every program with at least two valid SAR-
derived LCC estimates. The analogous results for the AUC version of the model can be 
seen in Figure 26. As one would expect, model performance has diminished relative to 
the non-validated version of the model, but it still remains significantly better than 
empirical performance. The mean magnitude error in the validated LCC macro-
stochastic model is 2.1 times better than the empirical estimate; for the AUC model, the 
model is 2.6 times better. 

 

 
Figure 25: Error in LCC Estimate as a Function of Time (Validated Prognostic Macro-Stochastic 

Model) 
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Figure 26: Error in AUC Estimate as a Function of Time (Validated Prognostic Macro-Stochastic 

Model) 

 

Figure 27 compares the mean magnitude error per SAR in the empirical data to that 
of both the AUC and LCC validated models across all programs. For reference, 
performance of the non-validated version of each model is also shown. To ensure a fair 
comparison, all SARs omitted from the macro-stochastic models (i.e., initial SARs) were 
also omitted from the empirical data, which is why the mean magnitude errors for the 
empirical data are slightly different from those shown in Figure 19 and Figure 21.  

 
Figure 28 shows another measure of model effectiveness, which is essentially ―head-

to-head‖ performance of each macro-stochastic model to the empirical estimates. This 
program-by-program comparison shows that the validated LCC model performs better 
(i.e., has an overall lower error across all the SARs of a given program) in 23 of 30 cases. 
The validated AUC model performs better for 31 of the 35 programs. 
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Figure 27: Model Performance as Measured by Mean Magnitude Error per SAR 

 

 
Figure 28: Model Performance as Measured by Number of Programs with Lower Overall Error 

 
Issues and Concerns 

Not surprisingly, the macro-stochastic model will sometimes predict an error 
estimate that overcorrects the program estimate, such that an underestimate becomes 
an overestimate, and vice versa. This is a natural consequence of that fact that the model 
is attempting to minimize variance around a ―perfect‖ estimate (i.e., zero error), which 
means that it implicitly regards an overestimate as equally undesirable as an 
underestimate. This can (and does) create the following type of situation: The original 
estimate is 20 percent too high (or too low), but the model-corrected estimate is 10 
percent too low (or too high). The question arises of whether we would be better off 
budgeting 20 percent too much or 10 percent too little. Although both underestimates 
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and overestimates are undesirable from a budget planning perspective, there are 
situations where one type of error may be preferred to the other. The macro-stochastic 
model could certainly be tailored to reflect such preferences through a zero error offset. 

 
Somewhat related to the issue of overcorrections are the occasional instances where 

the model predicts an extremely large estimate error. While these predictions of massive 
errors—once applied to the original estimated cost—sometimes produce a more accurate 
estimate, they can also lead to unrealistic results, such as when the model predicts that 
the actual LCC or AUC has been underestimated by more than 100% (unless one wishes 
to advocate the possibility that Pentagon programs could turn a profit!). To avoid these 
types of nonsensical outcomes, we have embedded a threshold mechanism into the 
prognostic model such that the original estimates—regardless of what error the model 
predicts—are not corrected by more than a factor of two. In other words, the prediction 
of actual cost after correction for the model-predicted error will never be more than 
double the empirical estimate, nor less than half. In principle, the threshold could be 
much higher, but this level seemed appropriate from a practical standpoint. Although 
the program LCC and AUC estimates are sometimes inaccurate by a factor greater than 
two, corrections that require more than doubling or halving of the program estimate 
would—even if valid—likely be regarded with justifiable skepticism. Note that while 
thresholding did provide an improvement to overall model performance, the effect was 
marginal, and it was not implemented often. The threshold constraint affected the 
output in 26 of 709 cases (3.7 percent), and nearly half of these instances occurred on a 
single program (C-130J). 

 
Another potential concern is long-term model reliability. As discussed in the 

previous section, the current iteration of both macro-stochastic models relies on official 
program estimates to produce its own estimate. This fact introduces an inherently 
recursive—and potentially unstable—element to longer-term model use. We know that 
senior defense leaders make key decisions based on the traditional program cost 
estimates, and that these estimates are often highly inaccurate. The nature of those 
decisions—and thus the ultimate trajectory of certain types of programs—may be 
substantively different if the decision-maker has access to more accurate cost estimates. 
For instance, programs that would otherwise be cancelled might instead be funded, and 
vice versa. This in turn, could create a negative feedback loop where cost estimate 
trajectories of certain program categories no longer conform to the patterns that 
characterize the programs that we have seen to date, thereby reducing the predictive 
capacity of the macro-stochastic model. Though highly speculative, this argument points 
to the need for continued refinement of the model as more data becomes available. 

Perhaps the most significant barrier to macro-stochastic model implementation 
relates to the fact that it represents a fundamentally different approach to DoD cost 
estimating. In particular, it could be viewed in many respects as inherently non-
transparent. In contrast to a traditional bottoms-up cost estimate, the specific drivers of 
the macro-stochastic cost estimate are not traceable, nor fully explainable. Users could 
be inclined to view this type of model as a ―black-box,‖ where the output may in fact be 
probabilistically more accurate, but the internal workings are inscrutable. Nevertheless, 
the results presented here are compelling: Independent cross-validation verifies the 
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improvements in long-term DoD cost estimates that may be achieved by adjusting the 
cost estimates using the model-predicted error. 

 
In practice, the most important caveat to using this model pertains to the Program 

Category structure. This construct was a strategy employed to transform the theoretical 
macro-stochastic model into a useful prediction tool. However, it is only a valid 
construct to the extent that current programs are representative of future programs, and 
those future programs really do ―fit‖ into one of these established categories. Expanding 
on this point, the number of programs in Program Categories five (medium maritime) 
and six (large maritime) are fewer than we would prefer. By only having two to three 
constituent programs, we run the risk identified early on, i.e., that the defined Program 
Category may not be sufficiently representative of the next program to be assigned. 
Therefore, users of the current iteration of the macro-stochastic model may wish to be 
more wary when employing the model against these two Program Categories. This 
concern can be significantly mitigated only with the passage of time and the inclusion of 
more data. 

 
Finally, a methodological note of caution. The specific model variables selected as 

well as the parameter estimates are based on the results of the previously completed 
characterization study [Ryan et al., 2012]. Therefore, we recommend that potential 
users familiarize themselves with that study in order to understand the potential issues 
and biases documented there before employing the macro-stochastic model. If the 
specific findings of the characterization study are not valid, then the specific variables 
and parameter values of this model are not likely to be valid either. Note, however, that 
concerns about the methodology of the characterization study would not be expected to 
weaken the underlying premise of macro-stochastic cost estimation; it would only affect 
its specific formulation. 

 
Discussion 

Although the validation results of the LCC and AUC macro-stochastic prognostic 
models yield sizeable errors, we find that overall accuracy for both models is 
significantly better than what was achieved in the original SAR estimates. The predicted 
LCC value from the validated macro-stochastic model had a mean absolute error of just 
under 11 percent compared to a 21 percent error in the historical program estimates. 
Given that the total LCC across all of the programs we evaluated was approximately 
$800 billion, the model-predicted LCC estimates represent an improvement in 
estimating performance of about $80 billion, or an average of $2.6 billion per program. 
For the AUC estimates, the improvement was even greater. The mean magnitude error 
of the historical cost estimates was over 40 percent, while the model estimates had a 
mean magnitude error of less than 16 percent. Again, this translates to cost fidelity 
improvements measured in billions of dollars. 

 
Improvements in the mean errors tell part of the story, but program-by-program 

performance is also important, and the macro-stochastic models performed well by this 
metric as well. If the macro-stochastic prognostic model presented here had been used 
to estimate LCC costs for every SAR of the programs in the LCC data set (aside from the 
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first), the model-based estimate would have had a lower overall error than the original 
estimate for 23 of 30 programs (77 percent). In the case of the AUC estimates, the model 
would have performed better for 31 of 35 programs (89 percent).  

 
Not only can the original program estimate be improved dramatically using a macro-

stochastic derived correction factor, but it can also be accomplished with minimal effort. 
The specific variables that feed each model are easily derived from data routinely 
available in the program’s SARs. Program values observed for these variables can be 
transcribed into the model formula at any point after the program’s second SAR, and a 
macro-stochastic estimate derived in just a few hours.  

 
The fact that trending variables were found to be statistically significant predictors of 

LCC and AUC estimate errors is an intriguing result, but difficult to fully explain. Recall 
that the original estimates developed by the program had access to all of the same 
information (and far more) available to us in the SAR. Thus, any cost-impacting changes 
to the program should have been incorporated into the latest SAR estimate. It may be 
that the full cost implications of certain types of baseline changes are not fully 
understood until later in the program. Or it may be that certain types of historical 
program instability are likely to persist and/or permeate other elements of the program 
in ways that distort expected costs. In any case, the prominence of the trending variables 
make it tempting to conclude that change and cost instability tends to beget further 
change and cost instability. But this interpretation is too simplistic and frankly not 
warranted based on the data. Instead, our interpretation is more nuanced: Certain types 
and degrees of change in certain types of programs do tend to affect the accuracy of the 
current cost estimates in relatively predictable ways. 

 
Perhaps of equal interest to the parameters included in the model are those that 

were omitted, i.e., those that never significantly contributed to model performance. 
Notable non-contributors were Joint (#3), APB-related variables (#8-11), Prime 
Contractor (#12), PAUC/APUC-related variables (#20-23), Requirement Changes (#41-
46), Program Year (#1), Maturity (#7), and Expended (#18). The last three are perhaps 
the most surprising, as one would expect that variables that capture program age would 
be a good indicator of cost estimate accuracy (with the presumption that estimate 
accuracy improves as programs mature). Since they were not, this serves as additional 
evidence of the finding presented in the characterization, i.e., that LCC and O&S cost 
estimates for MDAPs are improving very little, if at all, over time [Ryan et al., 2012].  

 
We believe that the LCC and AUC macro-stochastic cost models presented here are 

ready for trial use. However, it is important to understand a fundamental constraint on 
their intended implementation. Note that both the LCC and AUC models require as an 
input all of the subject program’s respective cost estimates to date (see Table 11 and 
Table 13). This means, for one, that the output of the macro-stochastic model would 
generally not be suitable for internal program use. Unless perhaps implemented as a 
final validation check, awareness of the macro-stochastic output could influence the 
official SAR cost estimates, which in turn, would likely bias the output of the macro-
stochastic model. This is because the macro-stochastic model implicitly relies on the 



UNCLASSIFIED 

 

Contract Number: H98230-08-D-0171  TO 0014 RT-18a 

Report No. 2012-TR-10-2 

10/31/2012 

83 

continuation of current cost estimating practices; any deviation from these practices, to 
include modifying the estimate based on the results of the macro-stochastic model, 
could fundamentally change the stochastic nature of this key input variable.  

 
The dependence of the macro-stochastic cost model on the program’s cost estimate 

also means that it is not meant to be used in lieu of existing program estimates. The 
traditional cost estimate may be perfectly accurate given the current baseline, which is 
an important input, per se, for senior decision-makers. The macro-stochastic model, on 
the other hand, is intended to be a complementary data point—it provides leadership 
the equivalent of a stochastic cost vector, i.e., a probabilistic indication of where 
program costs are likely to end up. 

 
As a consequence of these implementation constraints, the authors envision that 

these models could be most effectively employed by cost validation entities outside the 
acquisition chain of command. An independent cost estimate is required for all MDAPs, 
which is provided by either the service cost agency or the Office of the Secretary of 
Defense, Cost Assessment and Program Evaluation (OSD/CAPE). Either of these 
entities may find the output of the macro-stochastic model highly useful when 
conducting their independent analyses. The Defense Acquisition Executive (DAE) 
and/or the Defense Acquisition Board (DAB) are also potential consumers, as they each 
require independent cost estimates as part of their review process, and the macro-
stochastic model estimate could serve as an alternate source of realistic cost validation 
[GAO, 2009; DAU, 2012]. 

 
Another potential user of this type of model would be the service component 

acquisition portfolio manager, who is often required to manage the execution of several 
similar defense systems. The macro-stochastic model may be especially suitable in this 
case, as the portfolio manager is likely to be responsible for multiple systems from the 
same Program Category, and more accurate insights into overall portfolio cost 
commitments could be invaluable. Moreover, using the model for several 
contemporaneous programs would reduce the susceptibility of the predicted values 
being skewed by statistical outliers. Although the macro-stochastic model may certainly 
be applied to—and has been validated against—individual programs, one would expect it 
to perform more consistently when multiple programs are being simultaneously 
evaluated. This suspicion can be partially confirmed by examining aggregated program 
performance at the Program Category level. Although the results are not presented here 
due to space considerations, we did find that both models provided significantly 
improved estimates across every Program Category. 

 
Despite the fact that DoD cost estimating practices have become increasingly 

sophisticated, the actual program cost estimates that are produced remain poor, at least 
when compared to the final, actual costs of the program. Our hypothesis is that this 
deficiency is largely due to the fact that current cost estimating techniques must assume 
a fixed program baseline. As a way around this unrealistic assumption, we have 
proposed a fundamentally different approach to cost estimating that attempts to capture 
this uncertainty by modeling the error in the program estimate as a random variable. 
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We found that the value of this variable is largely unique to a given program—and even a 
group of programs, to some extent—and could be predicted reasonably well through a 
relatively small number of top-level program summary indicators gleaned from the 
annual SARs. 

 
The macro-stochastic model represents an intriguing option for vetting program 

estimates of Life Cycle Cost and Annual Unit O&S Cost. It not only appears to provide 
cost estimates that are significantly more accurate than those reported in the original 
SAR estimates, but the amount of effort needed to construct the estimates is minimal. 
Although the current version of the macro-stochastic model is not suited for replacing 
existing program cost estimates, the authors believe it could be extremely useful to 
independent costing entities outside the acquisition chain of command who are seeking 
a more realistic assessment of system value or program affordability. 
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5 APPLICATION: VALUING FLEXIBILITY IN SHIP 

MAINTENANCE 

Ship maintenance programs play a critical role in meeting DoD readiness and cost 
saving objectives. The ship maintenance process alone accounts for billions of dollars in 
the U.S. Navy’s annual budget. SHIPMAIN, and its derivatives, was an initiative 
designed to improve ship maintenance cost benefits performance within the Navy by 
standardizing processes in order to take advantage of learning curve cost savings. 
However, these process improvement initiatives have not yet realized the normal cost-
reduction learning curve improvements for common maintenance items for a series of 
common platform ships. One explanation is that the initial instantiation of SHIPMAIN 
did not include two recommended technologies, 3D LST and CPLM, that were deemed 
necessary by the creators of SHIPMAIN, for ensuring the success of the new 
standardized approach (i.e., normal learning curve cost savings). Previous research 
[Ford, Housel, and Mun, 2011] indicated that adding these technologies may help 
SHIPMAIN, or its derivatives, to capture the potential saving. But the technologies have 
not been implemented to date in the ship maintenance processes.  

 
However, Damen, a large ship building and service firm has incorporated similar 

technologies and is developing others to improve its operations. In addition, the Royal 
Dutch Navy performs all of its own ship maintenance in a single yard and operation and 
the potential benefits of similar technologies are extrapolated and compared with 
similar projections for the U.S. Navy ship maintenance processes in the current study. 
These organizations provide a source of relatively reliable data on operations that are 
comparable to those performed by the U.S. Navy.  

 

5.1 PROBLEM DESCRIPTION 

Previous research on the potential use of 3D LST and CPLM technology in U.S. Navy 
ship maintenance [e.g. Komoroski, 2005; Ford, Housel, and Mun, 2011] required the 
estimation of impacts on processes due to technology adoption. Changes such as 
reengineering ship maintenance processes, the sizes of reductions in cycle times, and 
workforce requirements are examples of model portions that required modelers to make 
assumptions about the potential impacts of these technologies in modeling projected 
results.  

 
While the previous work has provided defensible estimates of potential 

improvements (in returns on investment: ROI) and cost savings, the validity and 
usefulness of these models has been limited by the lack of comparative data on ship 
maintenance processes, technology investments, and their potential impacts on 
performance. 
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To be valuable, the data source or sources for this work had to have several critical 
similarities with U.S. naval ship maintenance processes. The data source had to consider 
technological innovation and the adoption of advanced technologies to be an important 
part of their naval maintenance acquisition strategy. The data source or sources had to 
be large enough to support continuous ship maintenance operations because the 
intermittent stopping and restarting of operations would not be consistent with 
important assumptions of the modeling approach. Finally, the data source had to be 
accessible, willing to share the data, and allow us to obtain new data required for our 
modeling approach. Damen Industries and the Royal Dutch Navy (RDN) met most of 
these criteria and their subject matter experts (SMEs) were willing to share their data 
and experiences. The current work addresses the following questions:  

 How are the Dutch using and preparing to adopt advanced technologies such as 3D 
LST and CPLM in ship building and maintenance?  

 What are the potential changes in ROIs provided by the adoption of these advanced 
technologies?   

 How do those potential returns compare with projected estimates of returns on 
technology adoption of 3D LST + CPLM in the U.S. Navy?   

 

5.2 BACKGROUND AND METHODOLOGY 

The traditional ROI equation is typically expressed as: (Revenue-
Investment)/Investment, which represents the productivity ratio of output (i.e., 
Revenue in ROI ÷ Input or Investment Cost in ROI). Accomplishing this analysis in a 
nonprofit environment presents challenges because there is no actual revenue 
generated. Cost savings from reductions in manpower requirements (i.e., time allocated 
to employee workload for various tasks) is available to provide the impact on the 
denominator of the ship maintenance efforts. However, the Knowledge Value Added 
(KVA) methodology also allows for generation of a quantifiable surrogate for revenue in 
the form of common units of output described in terms of units of learning time.5 
Specifically, the KVA methodology allowed the study team to quantify the knowledge 
embedded in the new processes to use in generating common units of output estimates. 

 
The KVA analysis provided the basic ROI estimates critical in forecasting the future 

value of various automation options within an optimized portfolio over time using the 
Integrated Risk Management (IRM) framework and supporting tool set.  

 
The research team collected data on Dutch ship operations as described below and 

used it to build three types of computer simulation models of ship maintenance and 
technology adoption: knowledge value added (KVA) models of return on technology 
investments in those operations, system dynamics models (based on the KVA 
preliminary ROI results) of ship maintenance operations, and integrated risk 
management models of implementation plans for technology adoption.  

                                                   
5 KVA can provide other means for describing outputs in common units, such as lines of code (controlling for complexity per line of 

code) and process instructions (controlling for complexity per instruction) as well as other means. 
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The results were then analyzed and compared with the prior study modeling results 

of U.S. Navy ship maintenance and technology adoption. In what follows, we review the 
three approaches to projecting the potential cost benefits of adopting the technologies 
beginning with a general review of the KVA, SD, and IRM approaches. This is followed 
by the projected results from applying these approaches to assess the impacts of the two 
technologies. A comparison of the Dutch and U.S. naval maintenance results is provided 
followed by the results of the IRM forecasts.  

 
Knowledge Value Added Knowledge value added (KVA) measures the value provided 

by human capital assets and IT assets by an organization, process, or function at the 
subprocess level. It monetizes the outputs of all assets, including intangible knowledge 
assets. Capturing the value embedded in an organization’s core processes, employees, 
and IT enables the actual cost and revenue of a product or service to be calculated.  

 

 
Figure 29: Measuring Output 

 

 
Figure 30: Comparison of Traditional Accounting versus Process-Based Costing 

 
Total value is captured in two key metrics: return on investment (ROI) and return on 

knowledge (ROK). While ROI is the traditional financial ratio, ROK identifies how a 
specific process converts existing knowledge into producing outputs so decision makers 
can quantify costs and measure value derived from investments in human capital assets. 
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A higher ROK signifies better utilization of knowledge assets. If IT investments do not 
improve the ROK value of a given process, steps must be taken to improve that process’s 
function and performance.   
 

Metric Description Type Calculation 
Return on 

Knowledge (ROK) 
Basic 

productivity, 
cash-flow ratio 

Subcorporate, 
process-level 
performance ratio 

(Outputs-Benefits in 
Common Units) 

Cost to Produce Output 
Return on 

Investment (ROI) 
Same as ROI 

at the sub-
corporate, 
process level 

Traditional 
investment finance 
ratio 

(Revenue-Investment 
Cost) 

Investment cost 

Table 15: KVA Metrics 

The goal is to determine which core processes provide the highest ROIs and ROKs, 
and to make suggested process improvements based on the results. In the current work 
KVA is used to measure the benefits of technology adoption in Dutch ship maintenance. 
This analysis provides a means to check the reliability of the prior study estimates of the 
potential ROI core process improvements from using CPLM + 3D LST in ship 
maintenance core processes in the U.S. Navy yards.  
 
System Dynamics  

The system dynamics methodology applies a control theory perspective to the design 
and management of complex human systems. System dynamics combines servo-
mechanism thinking with computer simulation to create insights about the development 
and operation of these systems. It is one of several established and successful 
approaches to systems analysis and design [Flood and Jackson, 1991; Lane and Jackson, 
1995; Jackson, 2003]. Forrester [1961] develops the methodology's philosophy, and 
Sterman [2000] specifies the modeling process with examples and describes numerous 
applications. System dynamics is used to build causal (vs. correlation) based models 
that reflect the components and interactions that drive behavior and performance. The 
methodology has been extensively used to explain, design, manage, and thereby improve 
the performance of many types of systems, including development projects. The system 
dynamics perspective focuses on how the internal structure of a system impacts system 
and managerial behavior and thereby performance over time. The approach is unique in 
its integrated use of stocks and flows, causal feedback, and time delays to model and 
explain processes, resources, information, and management policies. Stocks represent 
accumulations or backlogs of work, people, information, or other portions of the system 
that change over time. Flows represent the movement of those commodities into, 
between, and out of stocks. The methodology’s ability to model many diverse system 
components (e.g., work, people, money, value), processes (e.g., design, technology 
development, production, operations, quality assurance), and managerial decision-
making and actions (e.g., forecasting, resource allocation) makes system dynamics 
useful for modeling and investigating military operations, the design of materiel, and 
acquisition.  
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When applied to acquisition programs, system dynamics has focused on how 
performance evolves in response to interactions among development strategy (e.g., 
evolutionary development vs. traditional), managerial decision-making (e.g., scope 
developed in specific blocks), and development processes (e.g., concurrence). System 
dynamics is appropriate for modeling acquisition because of its ability to explicitly 
model critical aspects of development projects. System dynamics models of 
development projects are purposefully simple relative to actual practice to expose the 
relationships between causal structures and the behavior and performance that they 
create. Therefore, although many processes and features of system design and 
participants interact to determine performance, only those that describe features related 
to the topic of study are included in system dynamics models.   

 
System dynamics has been successfully applied to a variety of development and 

project management issues, including rework [Cooper, 1993a,b,c; Cooper & Mullen, 
1993], the prediction and discovery of failures in project fast-track implementation 
[Ford & Sterman, 2003b], poor schedule performance [Abdel-Hamid, 1988], tipping 
point structures in projects [Taylor and Ford, 2008, 2006], contingency management 
[Ford 2002], resource allocation [Joglekar and Ford 2005; Lee, Ford and Joglekar 
2007], and the impacts of changes [Rodriguez & Williams, 1997; Cooper, 1980] and 
concealing rework requirements [Ford & Sterman, 2003a] on project performance. See 
Lyneis and Ford [2007] for a review of the application of system dynamics to projects 
and project management.  

System dynamics has also been applied to military systems, including planning and 
strategy [Melhuish, Pioch, et al. 2009, Bakken and Vamraak 2003, Duczynski 2000, 
McLucas, Lyell, et al. 2006], workforce management [Bell and Liphard, 1978], 
technology [Bakken, 2004], command and control [Bakken and Gilljam, 2003; Bakken, 
Gilljam et al., 2004], operations [Bakken, Ruud et al., 2004; Coyle and Gardiner, 1991], 
logistics [Watts and Wolstenholme, 1990],  acquisition [Ford, Housel, and Dillard, 
2010; Ford, Housel, and Mun, 2011; Ford and Dillard, 2009a,b, 2008; Bartolomei 2001; 
Homer and Somers, 1988] and large system programs [Cooper, 1994; Lyneis, Cooper, 
and Els, 2001]. Coyle [1996] provides a survey of applications of system dynamics to 
military issues. In the current work system dynamics is used to model ship maintenance 
operations to generate realistic forecasts of performance. The recent work by Ford, 
Housel, and Mun [2011] and Ford, Housel, and Dillard [2010] is particularly relevant to 
the current research because it successfully demonstrated the ability of system dynamics 
to be integrated with KVA analysis for DoD acquisition. 
 
Integrated Risk Management 

Integrated Risk Management (IRM) is an 8-step quantitative software-based 
modeling approach for the objective quantification of risk (cost, schedule, technical), 
flexibility, strategy, and decision analysis. The method can be applied to increase the 
flexibility for program management; resource portfolio allocation; return on investment 
to the military (maximizing expected military value and objective value quantification of 
nonrevenue government projects); analysis of alternatives or strategic flexibility 
options; capability analysis; prediction modeling; and general decision analytics. The 
method and toolset provide the flexibility to consider hundreds of alternatives with 
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budget and schedule uncertainty, and provide ways to help the decision maker 
maximize capability and readiness at the lowest cost. This methodology is particularly 
amenable to resource reallocation and has been taught and applied by the authors for 
the past 10 years at over 100 multinational corporations and over 30 projects at the U.S. 
Department of Defense (DoD). 

 
IRM provides a structured approach that will yield flexibility through via a rapid, 

credible, repeatable, scalable, and defensible analysis of cost savings and total cost of 
ownership while ensuring that vital military capability, i.e., value, are not lost in the 
process. The IRM + KVA+SD methods do this by estimating the value of a system or 
process in a common and objective way across various alternatives and providing the 
return on investment (ROI) of each in ways that are both comparable and rigorous. 
These ROI estimates across the portfolio of alternatives provide the inputs necessary to 
predict the value of various flexibility options. IRM incorporates risks, uncertainties, 
budget constraints, implementation, and life-cycle costs, reallocation options, and total 
ownership costs in providing a defensible analysis describing management options for 
the path forward. This approach identifies risky projects and programs while projecting 
immediate and future cost savings, total life-cycle costs, flexible alternatives, critical 
success factors, strategic options for optimal implementation paths/decisions, and 
portfolio optimization. Its employment presents ways for identifying the potential for 
cost overruns and schedule delays and enables proactive measures to mitigate those 
risks. IRM provides an optimized portfolio of capability options or implementation 
options for ship maintenance while maintaining the value of strategic flexibility. 

In this project, IRM provides a way to differentiate among various flexibility 
alternatives for implementation of 3D Pdf and Logistics from a CPLM suite with respect 
to ship maintenance processes, and to postulate where the greatest benefit that could be 
achieved for the available investment from within the portfolio of alternatives. As a 
strategy is formed and a plan developed for its implementation, the toolset provides for 
the flexibility constraints of risk factors, such as schedule and technical uncertainty, and 
allows for continuous updating and evaluation by the Program Manager to understand 
where these risks affect flexibility and to make informed decisions accordingly. 
 
A Basic Formulation 

Regardless of the specific framework employed for decision-making, there are a 
couple of mandatory elements as part of any conceivable valuation approach. One is the 
cost of the investment, and the other is the return on that investment. With respect to 
decisions related to design flexibility, this same basic approach applies, but must be 
tweaked somewhat. To begin with, an initial investment is required to implement a 
more flexible de-sign, which we refer to as the investment cost. Complicating our 
formulation, however, is the fact that the return on that investment is not directly linked 
to the value of the flexibility. A flexible design does not have intrinsic value; instead, it 
is the concomitant capability associated with that flexibility that has value (to digress 
the argument further, it is really the military outcome that can be achieved via a given 
capability that has value). Therefore, the value component of the decision formula is the 
probabilistic benefit that a particular capability may be realized with fewer resources 
(e.g., time or money) than had we not chosen to make that initial flexibility investment. 
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In addition, though, our notion of flexibility may require some additional cost later to 
actually implement the capability, which is also dependent on the probability that the 
capability will be affected. Finally, the very act of investing in flexibility (e.g., adding 
brackets to a tank chassis) may adversely affect other performance attributes (e.g., 
speed, maintainability, etc.) such that we need to include another value term to 
potentially decrement lost value associated with the flexibility investment. 

 
Momentarily setting aside the aforementioned concerns related to NPV, we could 

conceptually (and neglecting time-value of money considerations) formulate the 
decision to invest in flexibility as follows— 

 

                                                         (1) 

 
        = Value of capability 
        = Probability capability will be needed 
            = Direct cost of initial investment in flex design option 
            = Reduction in value by investing in flexibility, i.e., indirect costs 

           = Cost to implement capability 

 
Note that the         term—much like the            term—needs to include any 

value decrements associated with adverse consequences to other performance attributes 
that are incurred by implementing the capability (e.g., adding armor may make a 
combat vehicle more survivable, but will likely reduce its speed and maintainability).  

 
Assuming that all terms are commensurable measures (i.e., monetized), this 

formulation indicates that if the NPV is greater than zero, the investment in the flexible 
designs option is worth pursuing. While constructing equation (1) is relatively 
straightforward, assigning values to each of these terms is where the challenge arises. 
The two cost terms, while seldom trivial, are likely the most easily obtained, as we have 
ample experience in estimating the cost of engineering solutions. Establishing a valid 
probability term is more difficult as it is inherently linked to uncertainty; however, it at 
least can be rationally estimated. The real dilemma is associated with the value terms, 
which are extremely difficult—if not impossible—to meaningfully quantify in the context 
of defense acquisition. This is the crux of the problem.  

 
Value of Capability 

In order to make meaningful value judgments, we must establish a utility function 
that will quantify the value of capability in some ratio-level comparable units. While this 
is relatively routine for profit-driven commercial systems, it will necessarily be more 
challenging for military systems, as the utility function will almost certainly not involve 
a monetizable metric like earnings. Instead, for example, we would need to somehow 
devise a function (or more likely, a series of functions) for determining the utility of an 
extremely wide range of military capabilities, such as being able to resist jamming or 
increase an airplane’s top speed from Mach 2.0 to Mach 2.5.  
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In principle, there is a solution. Under the neoclassic economic definition of value, 
an item’s value can be established by determining a customer’s willingness to pay. 
Thus, we can surmise that the value of a particular military capability can be determined 
by ascertaining the maximum amount the government is willing to give up (of some 
measureable resource) to obtain the capability (i.e., the value of a given capability to 
the government = the maximum cost the government is willing to pay for the 
capability). The devil is in the details, however. Assigning a numerical value to the right 
side of this equation is a daunting endeavor. The most obvious approach would be to use 
the dollar amount budgeted by the government. But this is problematic for a multitude 
of reasons. Consider that the actual system cost may include a number of other scarce 
resources (e.g., time, critical skills, and facilities) that are not captured in the 
government budget. Technically, economic cost includes the loss of opportunities as 
well, so we would also need to account for the cost of losing or vitiating other 
capabilities by virtue of the fact that we are committing resources to this capability. 
Once again, though, we would face the dilemma of assigning a value to a capability, with 
only budgets to guide us, so our original problem is further complicated because it is 
now recursive. 

 
In addition, even if we were to accept that budgeted costs will be adequate, there is 

no reason to believe this represents the maximum cost the government is willing to pay. 
Firstly, the government may, in principle, be willing to budget more for a particular 
capability, but has reason to believe that a lower amount will suffice. The problem is that 
the government generally establishes its program budgets based on expected actual 
costs, not the perceived value of the program or resulting capability set. Secondly, 
budget allocation processes are notoriously volatile, subject to any number of political 
and bureaucratic vagaries that have nothing to do with the merits of a particular 
program or capability. Thus, one year’s total budget allocation for a given program may 
be substantially different from the next year’s allocation for the same program, though 
there was no change in its perceived value. And, of course, the value of capability is a 
function of time, which really goes to the crux of the problem!  

 
For the sake of argument, let’s assume that we can tolerate a lower fidelity estimate, 

and we can convince ourselves that the budgeted costs represent all costs with sufficient 
accuracy, and that these costs also represent the maximum cost the government is 
willing to pay. Unfortunately, there is still another practical obstacle to establishing a 
specific dollar amount corresponding to the value of a capability. The fact is that defense 
budgets can rarely be traced so cleanly to desired system capabilities, and certainly not 
at the levels of precision that would be required to make this a viable approach for 
detailed design decisions. Imagine a $10.0 billion program to develop an aircraft with 
various capabilities related to range, reliability, speed, maneuverability, lethality, etc. 
The notion that we could indicate exactly how much of that $10.0 billion investment the 
government is willing to spend to achieve a speed of Mach 2.5 may not be feasible, and 
is certainly not the basis on which government program budgets are allocated or 
managed today.  
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Clearly, using budgeting information to infer the value of capabilities is full of 
pitfalls. An alternative approach would be to query system end users directly. The most 
obvious draw-back to this approach is the inherent subjectivity; even within a single 
user community, different users will perceive the value of a given capability differently. 
This would drive a comprehensive solicitation of all potential users, in combination with 
some (to be specified) means of aggregating and reconciling those inputs. In addition, 
each user’s value input would need to be provided within the context of a resource-
constrained environment; else value assignments would lose relative meaning. Another 
potential problem stems from the fact that the end-user of the capability who is most 
able to appreciate its value is, ironically, the least likely to have any experience with 
budgeting and finance, and thus may not even be able to translate the mission value into 
monetary terms. Similarly, the user group may simply have no direct insight into the 
costs associated with the capabilities it has access to due to the nature of 
service/capability relationships among defense organizations.  

 
Even more fundamentally, flexible design options may have no practical meaning to 

the user. Since we are inherently interested in the value of potential capabilities—vice 
validated capabilities—the user may be unwilling and/or unable to assign any value to 
the capability at all. For if the potential capabilities were valued to any level of 
significance, and then it likely would have already been translated into a valid system 
requirement! Finally, many potentially flexible design decisions over the course of a 
program’s life (particularly those that pertain to process flexibility) have little to no 
impact on end capabilities.  

 
It can be argued that by attempting to employ both the willingness to pay and the 

user query methods, it may be possible to obtain a dollar range that could serve to at 
least bracket the value terms. However, it’s not clear we could assign valid confidence 
values to this range or that the calculated range would be narrow enough to have 
practical utility. Therefore, given the difficulty of establishing the value of military 
capabilities, we need a more flexible approach to determine the value of flexibility. 
 
Comparative Data Collection  

Several sources of comparative data were utilized, including a Dutch shipbuilder 
(Damen) and the Royal Dutch Navy (RDN). Data on the use of technology in Dutch fleet 
maintenance was collected by two primary methods: 1) in-person interviews and 
meetings with managers of the leading corporation in Dutch shipbuilding industry 
(Damen) and officers and civilian employees of the Royal Dutch Navy, and 2) tours of 
three Dutch shipbuilding and maintenance facilities.  

 
 Meetings, semi-structured interviews, and extended discussions were held with six 

managers of Damen Industries and the Royal Dutch Navy in three locations over three 
days. At these meetings Damen managers made presentations on Damen’s operations, 
uses of technologies, their investigations of specific technologies for potential 
development and adoption (including 3D LST and CPLM software), Damen’s Integrated 
Logistics System, and information technology products under development for use in 
ship maintenance. Separately, a meeting and semi-structured interview was conducted 
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with the two Royal Dutch Navy officers responsible for ship maintenance at the RDN 
shipyard at Nieuwe Haven in Den Helder. 

 
Damen’s Use of Technology  

The Damen Shipyards Group (http://www.damen.nl/) is a large Dutch shipbuilding 
firm with worldwide operations (11 shipyards with five outside The Netherlands). The 
firm was started in 1922 by Jan and Rien Damen. The firm grew substantially after 
Kommer Damen (the current owner) bought the firm in 1969 and introduced modular 
and standardized shipbuilding to the industry. The firm now employs over 6,000 
persons and builds an average of 150 vessels per year. The firm obtained Damen 
Schelde, which focuses exclusively on naval ship design, building, and maintenance 
relatively recently (in 2000). Damen Schelde manufactures an average of one to two 
ships per year, employs about 550 people, and performs about 210million Euro/year. 
Damen Schelde acts as the prime contractor and integrator on its shipbuilding projects, 
utilizing many subcontractors. Although Damen Schelde provides ship maintenance 
services to its international (i.e. not Dutch) customers, it does not provide any ship 
maintenance services for the Royal Dutch Navy.  

 
Damen Schelde has used an a component of a CPLM suite, i.e., Integrated Logistics 

System (ILS), since 2002 to manage the shipbuilding process from project initiation 
through the development of a logistics plan for customers. The ILS is the plan for the 
development of a ship and includes ship design, production, QAQC (quality assurance, 
quality control), training of ship operators, and coordination with customers. The ILS 
does not include service contracts or lifecycle costs due to the difficulty of forecasting 
those costs.  

 
The focus of the ILS is to provide maximum ship operational availability, reliability, 

and maintainability. It does this partially by using a single point of contact within 
Damen throughout the project who manages an interdisciplinary team (e.g. engineering, 
work preparation, procurement, service). Damen Schelde currently uses a variety of 
information technologies to facilitate their Integrated Logistic System (ILS) approach to 
shipbuilding and is constantly investigating new technologies that may improve their 
design and manufacturing. Of particular relevance to the current work, Damen Schelde 
uses four separate software products to manage their shipbuilding: An advanced three 
dimensional CADD program for design, a CPLM product as a database for ship 
components6, an Enterprise Resource Planning (ERP) system, and a software tool for 
scheduling. The latter three of these systems are connected to users with a Project 
Information Portal developed by Damen Schelde. The informant reported that the 
reason that Damen developed the portal was that the CPLM product did not include 
adequate user interfaces. Damen Schelde has investigated and is currently investigating 
other technologies for potential adoption. Four technologies were described and 
discussed:  

 3D Laser Scanning Technology (3D LST): This technology was investigated but 
was assessed to currently be too immature for adoption by Damen Schelde. The 

                                                   
6 Damen Schelde did not purchase the integrated logistic package available from Siemens.  
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investigation included a discussion of the potential use to scan engine rooms, for 
floor flattening, and the use of the technology in the automobile industry. The use 
of 360 degree photography (often used in conjunction with 3D LST) was 
considered by Damen Schelde as a potential tool for training. See Komoroski 
[2005] for more details on 3D LST.  

 3D PDF files:  Three dimensional animated ―movies‖ of ship building can be 
created in a PDF format (by Adobe Acrobat®) and sent to shipyards for use in the 
field by craftsmen who view the file on an electronic reader (e.g. iPad®). The files 
would replace flat drawings for use in construction. The file visually 
communicates the sequence of building (or maintenance) operations and 
components and operations can have notes attached to them that provide 
additional information (e.g. part numbers, warnings of special issues). The ability 
to animate these files allow engineers to visually show craftsmen sequences of 
operations, routes of access and egress for Line Replaceable Units (LRU7), and 
other information that is difficult or impossible to show with traditional static 
two dimensional drawings. The use of this technology shifts the understanding of 
the design intension from the designers (in the Netherlands) to the ship building 
yard (typically in other countries around the world). The use of visual 
information (the animation of steps) is expected to greatly improve 
communication across languages, since many of the craftsmen in Damen’s 
shipyards do not read English well. Damen considers improvements in 
information content communicated to be the primary benefit of this system (vs. 
cost savings). Damen Schelde is very optimistic about the potential for this 
technology to improve its operations and is actively working on developing it (e.g. 
selecting software, addressing the importing of the 3D design drawings). 
Generating the animated files and adding the building steps to the design files is 
expected to be relatively easy once the system has been developed.   

 SIGMA Shipbuilding Strategy:  This is a standardized process for creating a ship 
that spans from design through materials procurement, production, and testing 
of a ship The key feature of the strategy is the use of modular ship sizes and 
systems that can be easily adapted to specific customer needs. For example, 
Damen Schelde has disaggregated an entire ship into five standardized modules 
(e.g. fore, midship, aft) with major systems located in specific sections. Each 
module is considered a subproject. As an example of an advantage provided by 
the strategy, the modules and their interfaces are designed such that the ship can 
be made longer by adding an additional mid section8.  

 Radio Frequency Identification (RFID):  This established technology is being 
considered for use to improve Damen supply chain management. Primary 
benefits are believed to be improved value of information and a reduction in 
durations for getting information into Damen databases (e.g. warehouse 

                                                   
7 Line Replaceable Unit is a commonly used term in manufactured devices for any modular component 
that is designed to be interchangeable. 
8 This portion of the SIGMA strategy applies the Boeing strategy for the design and production of the 737 
that has different lengths to shipbuilding.  
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contents, components on specific ships). Both passive tags and active tags are 
being considered.  

 
Damen Services also develops advanced technologies for use by Damen Enterprises. 

Damen Services focuses on providing ongoing maintenance parts and services to Damen 
customers after a ship has been designed, built, and delivered, but also provides other 
services such as civil works (e.g. wharves and storage facilities).  

 
The Maintenance and Spares department maintains information on ship 

configuration (using an ERP system), parts inventories, spare parts packages, 
maintenance management systems, and provides information technology support for 
Damen. Damen Services has grown rapidly, from 50 employees in 2008 to 250 
employees in 2012. Their primary objective for customers is to reduce costs and increase 
operational availability. They are developing a web portal for clients that will allow 
clients access to Damen-held data on each of the customer’s ships down to the 
individual component level. This will partially be accomplished with a Work Breakdown 
System (WBS) that disaggregates a ship or system into product parts (e.g. engine, bilge 
pump) and a Functional Breakdown System that disaggregates the ship into functions 
(e.g. port propulsion) that are met with a product part (in the WBS) and have an 
associated maintenance schedule, monitoring measurements and frequency, parts 
documentation, etc. The WBS has three levels: Subsystems (e.g. propulsion, hoisting) 
with a typical ship having 20-70 subsystems, Level 2-parts (e.g. pump, shaft) with about 
1,000 per ship, and Level 3 parts (e.g. bolt, flange) with 70,000-80,000 per ship.  

 
This system will be linked with an on-line parts ordering portal so that customers 

can order parts from Damen (similar to Amazon’s on-line selling of books, etc.). Damen 
Services plans to use this information captured through this system (e.g. frequency of 
ordering of specific components) to develop maintenance optimization information. 
Damen Services envisions three types of maintenance: corrective maintenance (after the 
component needs work), preventative maintenance (based on forecasts of maintenance 
needs), and condition-based maintenance (based on actual conditions of components). 
Condition-based maintenance is an optimized version of preventative based 
maintenance that is currently under development. It requires sensors to collect data on 
component conditions that will be used to generate condition assessments.  
 

5.3 DATA COLLECTION RESULTS - ROYAL DUTCH NAVY (RDN) FLEET 

MAINTENANCE  

Data collection directly from the RDN was particularly valuable for at least two 
reasons. First, as the navy of a sovereign country with objectives that are similar those of 
the United States the objectives and issues of the RDN are more likely to match those of 
the U.S. Navy than those of some other nations. Data collection supported this 
assumption. For example, technology leadership, interoperability, and reliability in 
meeting operational needs are paramount to the RDN, and the RDN has recently 
experienced, and expects to continue to experience, reductions in budgets just as is the 
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case with the U.S. Navy. The Dutch navy continues to face budget cuts and increasing 
technology needs, is currently in reorganization to reduce total workforce (internal to 
the navy and civilian naval workforce) by 20%, and is transferring from their legacy 
information systems to an integrated ERP system for maintenance operations. Second, 
the RDN performs all of the maintenance on its fleet, thereby making it the primary data 
source concerning RDN fleet maintenance process performance.  

 
The interviews with the two RDN officers in the Naval Maintenance and Service 

Agency provided a general introduction to the issues faced by the Dutch navy in building 
and maintaining its fleet. The RDN addresses its challenges by means similar to those 
used by the U.S. Navy, such as waiting for technology to mature (technology readiness 
level (TRL) >=7 before adoption) and incremental capability increases based on 
budgets. Noticeably different, both the RDN and Damen described the critical role and 
standard Dutch practice of adjusting requirements to meet budgets in shipbuilding. The 
RDN is facing increasing pressure to control life-cycle costs in its fleet, which are largely 
driven by personnel and fuel. This has led them to approve significantly stricter 
operations manning requirements for ship design (i.e. lower maximum shipboard 
personnel), which has driven Damen to increase the use of automation in their ship 
designs.  

 
The primary informant on RDN fleet maintenance operations provided a diagram of 

those operations (Figure 31) and a written description of each of the steps identified in 
the diagram.  
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Figure 31: Diagram of Royal Dutch Navy Fleet maintenance process 

 
The process steps shown in Figure 31 were described in writing by the informant 

with the following list9. In the list the abbreviation ―LRU‖ stands for ―Line Replaceable 
Unit‖, a commonly used term in manufactured devices for any modular component that 
is designed to be interchangeable. MIL-PRF-49506, Notice 1 of 18 (Jan, 2005) 
―Performance Spec for Logistics Management Information‖ provides the following 
definition.  

 
An LRU is an essential support item which is removed and replaced at the field level 

to restore the end item to an operational ready condition. Conversely, a non-LRU is a 
part, component, or assembly used in the repair of an LRU, when the LRU has failed 
and has been removed from the end item for repair. 

 
Logistic Process Royal Netherlands Navy 

                                                   
9
 Process step descriptions have been transcribed exactly as provided in English by the RDN, including uncommon 

English grammar and spelling.  
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 In case LRU fails the on-board personal will replace this LRU by a spare (on-board) 
(OLM) 

 The defect LRU will be send to the warehouse, and a ―new‖ LRU will be send to the 
ship 

 The defect LRU will be send to the Naval Maintenance Establishment (NME) for 
repair. After the LRU is repaired it will be send to the warehouse again ―as good as 
new‖ (DLM) 

 If the NME needs parts to repair an LRU, it will be extracted from the industry, when 
the NME is not able to repair this LRU it can be send to the manufacturer. Also 
manpower can be hired to fix problems 

 If spare is not available, sometimes it will be cannibalized from another ship 

 If the on-board personnel is not able to fix the problem by themselves (due to the 
complexity of the failure) assistance from the NME is needed (ILM) 

 If the problem is too complex for the NME also, the industry can be hired to solve 
this problem 
 
 

The seven process steps were elaborated on by the informant. Specifically:  
Step 1: Performed on board, for example to provide operational maintenance of 

weapons systems 
Step 2: Purely a transit operation that requires only a truck driver (if ship is in port).  
Step 4: Requires DLM level of training 
Step 5: Requires OLM level of training 
Step 6: Requires ILM level of training (=LTS+MTS+10-25 days of training) 
Step 7:  Requires DLM level of training  
 
The abbreviations DLM, OLM, and ILM refer to Dutch terms for training levels. 

Fleet maintenance for the RDN requires a minimum of completion of education at a 
Lower Technical School (LTS) and a Middle/Intermediate Technical School (MTS). The 
Lower Technical School is typically attended between ages 12-16 and the Middle 
Technical School is typically attended between ages 16 and 21. After the completion of 
LTS and MTS, future RDN ship fleet maintenance personnel must complete at least one 
of three other forms of training.  

OLM – 5-10 days of training 
ILM – 10 -25 days of training 
DLM – 15-35 days of training 
Manufacturer training can take either of two alternative training paths:  
LTS then MTS then either OLM or ILM or DLM  
LTS then MTS then OLM then ILM then DLM 
 
The information above was augmented by a tour of the Naval Maintenance 

Establishment (NME) maintenance and repair facilities. The NME provides essentially 
all maintenance and repair for the RDN fleet and the NME facilities can, and do, 
perform the required work on RDN ship components. This requires a comprehensive set 
of equipment and skilled personnel that cover the wide range of materials and 
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components. Examples of testing, maintenance, and repair capabilities seen on the tour 
include, but are not limited to, the repair of a wide variety of weapons systems, radar 
systems testing and repair, design and manufacturing of printed circuit boards, and the 
manufacturing of optical lens for submarine periscopes. NME holds 220,000 total items 
in the warehouse valued at about 500million Euros. An average Dutch naval ship 
contains about 60,000 components.  

 
System Dynamics Model Structure 

The system dynamics model simulates the movement of LRU among the various 
locations where they are used, stored, or repaired. These accumulations are referred to 
as stocks [Sterman, 2000]. Each flow of LRUs between two stocks represents the 
processing rate of one of the process steps in a Knowledge Value Added model. A 
simplified diagram of the stocks and flows of the model are shown in Figure 32. Boxes 
represent stocks, or accumulations of LRU. Each stock in Figure 32 represents a location 
in Figure 31, plus on-board LRU storage as a separate LRU accumulation. Arrows with 
valve symbols in Figure 32 represent the movement of LRUs between stocks. Numbers 
in parenthesis in the titles of flows represent the process steps shown in Figure 31 (ovals 
with arrows) and the KVA model process steps (described later).    

 

 
Figure 32: Royal Dutch Navy Ship Maintenance: Stocks and Flows of the System Dynamics Model 

 
The sizes of the flows in the system dynamics model describe the rate of movement 

of LRUs among the stocks. Therefore the simulated flows in the system dynamics model 
become direct inputs to the ―Times Processed per year‖ portion of the KVA models. Flow 
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rates were modeled to reflect the sequence of processes in operations. For example, in 
normal operations the replacement of a broken LRU in an operating ship with one from 
the ship’s on-board storage (―Replace broken LRU from storage (1)‖ on left of Figure 32) 
would be followed by the broken LRU in storage being replaced by an operational LRU 
from the warehouse (―Replace broken LRU from warehouse on onboard storage (8)‖ at 
top in Figure 32). This replacement would be followed by the broken LRU being sent to 
the NME where it would be repaired and returned to the warehouse (―NME repairs 
broken LRU in warehouse (3)‖ on right in Figure 32). These precedencies are modeled 
by having the downstream process equal to its preceding process step with a delay that 
reflects the transit and subsequent processing time. Some flows (e.g. NME repairs 
broken LRU from warehouse (3)) are aggregations of multiple upstream flows. Core 
flows are based on the mean time between failure of LRUs and the fraction of failures 
addressed with each process.   

 
The system dynamics model was calibrated to reflect RDN ship maintenance. 

Quantitative information on the volume of process steps performed in the maintenance 
of the RDN fleet was requested but was not available, primarily due to the extreme 
diversity of components and maintenance requirements. One RDN informant described 
the frequency of the maintenance operations (i.e. steps 1-7 above) as ―continuous‖ and 
that frequency estimates were very difficult because of the extreme range of frequencies 
across component types. As an example, the informant said that work on some 
components happen daily while work on other types of components happens only once 
every few years. The informant provided the example that when a warship was at sea for 
30 days only process step 1 (on-board repairs) would occur but if the ship were at port 
other process steps might be used. Therefore the modeler based calibration for a portion 
of the system dynamics model on publicly available data, data collected (e.g. numbers of 
LRU in NME and on board a typical ship) and estimated conditions of peacetime 
operations near Dutch ports. Publically available data included the types and numbers 
of ships in the Dutch navy [Wikipedia, 2012] (Table 16).  
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Table 16: Royal Dutch Navy Ship Types and Numbers 

 
Calibration estimates were made using this information as follows. Data not 

documented above are modeler estimates. 
  
Total  LRU in use on all ships = 60k LRU/ship * 76 ships = 4,560k LRU on ships 
 
Assuming one ship of each of the 14 ship types is considered ―sacrificial‖ and used for 

cannibalization:   
Total LRU in use on the 62 (=76-14) ―operating‖ ships = 62ships*60k LRU/ship 

=3,720k LRU  
Total LRU in use on the 14 ―sacrificial‖ ships = 4,560k – 3,720k = 840k LRU 
 

In addition, each ship keeps 25% of its LRU in on-board ship storage:   
62ships * (25%)(60k LRU/ship) = 930k LRU in storage on operating ships 
14ships * (25%)(60k LRU/ship) = 210K LRU in storage on sacrificial ships 

Total LRU on sacrificial ships = 840k + 210k = 1050k LRU on sacrificial ships 
 
Warehouse initially holds one complete set for each vessel type:   

60k LRU/ship * 14 ship types = 840k LRU 
 
The number of LRU at NME is only the LRU that are currently being repaired by 

NME, i.e. all LRU storage occurs at the warehouse and none at NME (consistent with 
researcher observations).  

 
The following fractions of broken LRUs are addressed with each solution:  

Ship Type Number
Frigate 12

Landing Platform 2

Replenishment 2

Submarine 4

Mine detection 6

Dive support 4

Hydrographical survey 2

Training 2

Tugs - large 5

Tugs - harbor 7

Landing craft 17

Patrol boat - off shore 4

Patrol boat - in shore 6

Cutter 3

TOTAL 76
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 25% of broken LRU are replaced with on-board replacements10 
 10% of broken LRU are cannibalized from other ships11 
 35% of broken LRU are replaced with LRU in warehouse12  

25% of broken LRU are repaired by NME directly without passing through 
warehouse 

 5% of broken LRU are repaired directly by industry 
 100% TOTAL 
 
Assume 15% of LRU repaired directly by NME need assistance from industry.  
 

KVA Models to the Royal Dutch Navy Ship Maintenance 
Four knowledge value added models were built of royal Dutch Navy Ship 

Maintenance:  

 Baseline RDN ship maintenance processes  

 Baseline RDN ship maintenance processes changed to reflect the adoption and 
use of a logistics package from an integrated CPLM system such as was 
investigated by Damen 

 Baseline RDN ship maintenance processes changed to reflect the adoption  and 
use of 3D PDF modeling managed with a CPLM system as planned by Damen 

 Baseline RDN ship maintenance processes changed to reflect the adoption and 
use of a logistics package and 3D PDF modeling managed by an integrated CPLM 
system 

 
Inputs to these models were generated as follows: 

 Process Descriptions – The seven basic process steps used by the RDN to 
maintain the fleet were taken from data collected from RDN (Figure 31) and 
description provided by manager of NME. Two additional process steps (#8 and 
#9) were added based on the logic that broken LRU in on board storage or 
cannibalized ships would be replaced with operating LRU from the warehouse.  

 Title of Head Process Executer – The KVA modeler matched the levels and types 
of training received in the different levels of training as described by the 
informants to the process steps based on process step requirements.  

 Number of Employees - KVA modeler estimate based on manpower requirements 
to perform each process step in the maintenance of pumps scenario 

 Corresponding Pay Grades – KVA modeler estimate of relative hourly pay rates 
for skill levels described by training requirements. Estimated values include labor 
burden and overhead.  

 Rank Order of Difficulty – KVA modeler estimate based on understanding of 
processes from informants 

 Actual Average Training Period – Based on data provided by informants (see data 
description above) 

                                                   
10 These LRU are then sent to the warehouse and replaced with an operational LRU from the warehouse.  
11

 These LRU are then sent to the warehouse and replaced with an operational LRU from the warehouse. 
12

 These LRU are then sent to the NME for repair and returned to the warehouse. 
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 Percentage Automation - KVA modeler estimate in base case based on 
understanding of processes from informants. Modeler estimate of changes due to 
technology adoptions based on previous KVA models of ship maintenance 
processes.  

 Times performed in a Year – Output from system dynamics model  

 Average Time to Complete – KVA modeler estimate for base case based on 
understanding of processes from informants . Modeler estimate of changes due to 
technology adoptions for other KVA models. 

 Automation Tools - KVA modeler estimate for base case based on understanding 
of processes from informants. Modeler estimate of changes due to technology 
adoptions for other KVA models. 

 
Model Simulations and Results 

The system dynamics model was simulated to represent the four technology 
adoption scenarios described in the previous section. The output of each system 
dynamics model simulation was used as input to a KVA model. Those KVA models were 
then used to estimate the return on investment (ROI) of each process in each of the four 
scenarios and the cumulative ROI for each scenario. The results based on the models 
and their calibrations described above are shown in Table 17.  

 

 
Table 17: Knowledge Value Added Model Results 

Process 

Description
Baseline

Add 

Logistics

Add 3D 

pdf

Add 

Logistics 

& 3D pdf

1

Replace LRU with on-board 

spare 90% 261% 501% 464%

2

Replace operating LRU with 

warehouse spare 90% 151% 621% 1027%

3

NME repairs warehouse LRU 

and returns it to warehouse 8% 65% 95% 236%

4

Manufacturer repairs LRU for 

NME & it returns to warehouse 31% 88% 168% 168%

5

Replace on-board LRU with 

LRU cannibalized from another 

ship 90% 151% 621% 1027%

6

NME repairs on-board LRU and 

returns it to ship 265% 10% 99% 192%

7

Industry repairs on-board LRU 

and returns it to ship 34% 178% 135% 318%

8

Replace on-board storage LRU 

with warehouse spare (transit 

only) 301% 759% 759% 759%

9

Replace cannabalized LRU with 

warehouse spare (transit only) 140% 329% 862% 1102%

TOTAL ALL PROCESSES 35% 77% 135% 274%

Return On Investment (ROI)
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Although increased throughput due to reduced processing durations (which increase 

the ROI numerator) can partially explain differences in the ROI in Table 17, cost 
reduction (which decreases the ROI denominator) is the primary driver of increases in 
ROI. For example, processes 8 and 9 are benefitted by reductions in rework (e.g. errors 
in transporting LRU) due to the adoption of a logistics package. This reduces the 
number of transport trips required (the function of these processes), thereby 
significantly reducing costs and increasing the ROI. In contrast, processes 3, 4, and 6 
are highly skilled processes that are difficult to replace with technology and therefore 
benefit less from technology adoption than other processes. This results in a smaller 
increase in ROI for these processes.  

 
Analysis of Simulation Model Results 

A variance analysis was performed on the KVA model results (Table 17) to evaluate 
the relative impacts of the adoption of different technologies (Table 18). Returns on 
investment for each of the three technology adoption alternatives were compared with 
the baseline returns on investment to estimate improvement due to technologies (left 
three columns of results, Table 18). In addition the improvement from adopting both 
technologies over adopting only the 3D PDF technology was estimated (right column, 
Table 18)  

 

 
Table 18: Variance Analysis of KVA Model Results 

Process 

Description
Add Logistics - 

Improvement 

over Baseline

Add 3Dpdf - 

Improvement 

over Baseline

Add Logistics 

& 3Dpdf - 

Improvement 

over Baseline

Add Logistics & 

3Dpdf - 

Improvement 

over adding only 

3Dpdf 

1

Replace LRU with on-board 

spare 171% 411% 374% -38%

2

Replace operating LRU with 

warehouse spare 61% 532% 937% 406%

3

NME repairs warehouse LRU 

and returns it to warehouse 57% 87% 227% 140%

4

Manufacturer repairs LRU for 

NME & it returns to warehouse 57% 138% 138% 0%

5

Replace on-board LRU with 

LRU cannibalized from another 

ship 61% 532% 937% 406%

6

NME repairs on-board LRU and 

returns it to ship -256% -166% -73% 93%

7

Industry repairs on-board LRU 

and returns it to ship 145% 101% 284% 183%

8

Replace on-board storage LRU 

with warehouse spare (transit 

only) 458% 458% 458% 0%

9

Replace cannabalized LRU with 

warehouse spare (transit only) 189% 721% 962% 240%

TOTAL ALL PROCESSES 42% 100% 239% 139%

Return On Investment (ROI)
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Referring to Table 18, adding either or both of the technologies improves overall ship 

maintenance ROI, as indicated by the positive numbers in the last row of Table 18. 
Adopting 3D PDF alone improves ROI significantly more than adopting a logistics 
package alone (100% improvement > 46% improvement) and adding both technologies 
improves ROI more than adding either technology alone (239% improvement > 42% 
improvement or 100% improvement), suggesting that there may be synergy between the 
technologies. This is also supported by the 139% improvement by adding logistics if 3D 
PDF is already in place (lower right result in Table 18).  

 
Adopting the technologies does not impact the ROI of individual processes equally. 

Among the seven core processes(#1-#7)13 adding only a logistics package (left column of 
results in Table 18) increases the ―Replace LRU with on-board spare‖ (process #1) most, 
by 171%, and decreases the return of process #6, ―NME repairs on-board LRU and 
returns it to ship‖ by 256%.  Among the seven core processes adding only 3D PDF 
increases processes #2 and #5, ―Replace operating LRU with warehouse spare‖ and 
―Replace on-board LRU with LRU cannibalized from another shop‖ most, by 532%, and 
decreases the return of process #6, ―NME repairs on-board LRU and returns it to ship‖ 
by 166%.  Among the seven core processes adding both technologies increases processes 
#2 and #5, ―Replace operating LRU with warehouse spare‖ and ―Replace on-board LRU 
with LRU cannibalized from another shop‖ most, by 937% and decreases the return of 
process #6, ―NME repairs on-board LRU and returns it to ship‖ by 73%.     

 
Comparison of Dutch Royal Navy and U.S. Navy Scenarios:  

Previous research using the KVA approach developed estimates of returns on 
technology investment of a scenario in which the U.S. Navy adopts 3D laser scanning 
technology (3D LST) and collaborative product lifecycle management (CPLM) tools into 
the SHIPMAIN program. Komoroski [2005] investigated the early phases of 
SHIPMAIN. The relevant results are shown in Table 19.  

 

                                                   
13

 Process #8, ―Replace on-board storage LRU with warehouse spare (transit only)‖ supports process #1, ―Replace 

LRU with on-board spare‖. Therefore process #1 is the core process. Similarly, Process #9, ―Replace cannibalized 

LRU with warehouse spare (transit only)‖ supports process #5, ―Replace on-board LRU with LRU cannibalized 

from another ship‖. Therefore process #5 is the core process. 
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Table 19: Preparation for Maintenance Processes - As-is and Radical ROI Differences [Komoroski, 

2005] 

 
Referring to Table 19, adding the 3D LST and CPLM technologies improves overall 

preparation for maintenance processes ROI, as indicated by the positive number in the 
lower right corner of Table 19. Adding these technologies generally improves individual 
processes as well, as indicated by the non-negative (and positive with one exception) 
numbers in the right column of Table 19. The range of improvements across individual 
processes is large, varying from 0% (Issue Tasking) to 3031% (Generate drawings). Cost 
reduction explains these differences. For example, the adoption of technology in Core 
Processes 4 (Conduct Shipcheck) and 7 (Generate Drawings) significantly reduce the 
number of people required to survey ship conditions (#4) or draft 3D drawings from the 
survey data (#9), resulting in large ROI if the technology is adopted.  

 
Seaman, Housel and Mun [2007] used KVA to model the later phases of SHIPMAIN. 

The relevant results are shown in Table 20.  
 

 
Table 20: Maintenance and Implementation Processes - As-is and To-be ROI Comparison 

Core 

Process Process Title

"AS_IS" 

ROI

"RADICAL" 

ROI

"RADICAL" 

improvement 

over "AS-IS"

1 ISSUE TASKING -59% -59% 0%

2 INTERPRET ORDERS -73% 746% 819%

3 PLAN FOR SHIPCHECK -99% -95% 4%

4 CONDUCT SHIPCHECK -74% 1653% 1727%

5 REPORT ASSEMBLY -39% 1032% 1071%

6 REVISE SCHEDULE 12% 882% 870%

7 GENERATE DRAWINGS -54% 2977% 3031%

TOTALS -27% 2019% 2045%
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Referring to Table 20, adding the technologies also improves overall maintenance 

implementation process ROI, as indicated by the positive difference between the overall 
To-Be ROI (201%) and the overall As-Is ROI (35%) numbers in the lower right corner of 
Table 20. Adding these technologies also improves each of the individual processes, as 
indicated by the increases in the To-Be ROI values over the As-IS ROI values in Table 
19. The range of improvements across individual processes is large, varying from 6% to 
466% (Final install and closeout ship change), although not as wide as in the 
preparation for maintenance processes.  

 
Although the same KVA modeling process was applied to ship maintenance in both 

of the U.S. and the Royal Dutch navies, the KVA models have important differences that 
complicate the comparison of their results. For example, the process steps are different 
and the amounts of field data available to calibrate the models differed significantly. 
Therefore, any comparisons can only be preliminary at this point. However, comparison 
can reveal some apparent similarities and differences between the scenarios that are of 
interest. Table 21 shows the overall baseline (existing processes) and technology-
improved ROI for the two U.S. Navy scenarios and the Royal Dutch Navy scenario.   

 
 

 
Table 21: Return on Investment: Baseline and Technology Adoption Services 

 
The three scenarios have some similarities. All three overall returns on investment 

after technology adoption are positive and large. This supports the adoption of advanced 
technologies such as 3D laser scanning technology, 3D PDF models, and collaborative 
product lifecycle management to improve the efficiency of resource use. The scenarios 
also have potentially significant differences. The technology-adoption scenario for the 
preparation for maintenance phases of the U.S. scenario has a much higher overall ROI 
than those of the maintenance implementation phases of the U.S. scenario or the Dutch 
scenario (2,019%>>201% or 274%). Several factors could explain these differences.  

 The preparation for maintenance -phases of the U.S. scenario have significantly 
lower ROI in the As-Is (without technology) condition (-27% > 35%). This suggests 
that inefficiencies in the preparation for maintenance processes provided more and 
larger opportunities for improvement.  

Baseline 

Overall ROI

Technology-

adopted 

Overall ROI

US Navy - SHIPMAIN 

(preparation for 

maintenance phases)

-27% 2019%

US Navy - SHIPMAIN 

(implementation phases)
35% 201%

Royal Dutch Navy 

(Damen experience 

extrapolation)

35% 274%
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 The individual preparation for maintenance processes that increased the most (see 
Table 20) such as Generate Drawings and Conduct Shipcheck are very labor 
intensive and therefore costly, providing large opportunities for cost reduction 
through technology adoption.  

 Several of the individual maintenance implementation processes (Table 21) are labor 
intensive but less impacted by technology (e.g. Install Shipcheck), thereby making 
those changes in ROI less dramatic.  

 The preparation for maintenance phases of the U.S. scenario could be more 
optimistic in its projections than the other scenarios.  

 The estimates of process changes may use different assumptions.  

 Technologies adopted in the preparation for maintenance phases of the U.S. scenario 
may make much larger improvements in processes than those in the maintenance 
implementation phases of the U.S. scenario or the Dutch scenario. 

 The Dutch case does not use all of the capabilities of the CPLM, thereby making it 
more incremental than the U.S. scenarios, where all the capabilities of the CPLM 
were projected to be used. Also, 3D PDF has more limited capabilities for integration 
with the CPLM logistics package when compared to the integration of 3D LST 
capabilities for broader usage in requirements analysis, planning for maintenance, 
and tracking of parts in the supply chain and across suppliers, contractors. This can 
partially explain the lower Dutch technology-adopted ROI than the U.S. preparation 
for maintenance ROI.  

 The projections of the impacts on the maintenance implementation phases of the 
U.S. scenario and  the Dutch scenario may be rather conservative based on research 
into the actual successful implementation of other modern technologies, such as 
RFID in inventory management and transparency. In a study of the actual use of 
passive RFID in two military warehouses in the Korean Air Force and Army, the 
actual ROIs from use of the RFID technology were more than triple the projected 
impact of the use of the technology in a separate study of the use of the technology in 
the U.S. Navy. The Korean ROIs after actual implementation of the RFID technology 
ranged from 610% to 576% compared to the projected returns anticipated from the 
implementation of the same technology in the U.S. Navy which ranged up to 133%. 
The implication is that actual successful implementation of information technology 
in a military may exceed projections of the potential impacts of the technology. It 
follows, that the current research on the impacts of CPLM and 3D LST or 3D PDF 
may be more conservative than the reality once these technologies are actually 
implemented on a wide scale basis. 
 

5.4 INTEGRATED RISK MANAGEMENT MODELING AND RESULTS 

IRM and Risk Simulation 

Through the use of Monte Carlo simulation, the resulting stochastic KVA ROK model 
yielded a distribution of values rather than a point solution. Thus, simulation models 
analyze and quantify the various risks and uncertainties of each program. The result is a 
distribution of the ROKs and a representation of the project’s volatility.  
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In real options, the analyst assumes that the underlying variable is the future benefit 

minus the cost of the project. An implied volatility can be calculated through the results 
of a Monte Carlo simulation performed. The results for the IRM analysis will be built on 
the quantitative estimates provided by the KVA analysis. The IRM will provide 
defensible quantitative risk analytics and portfolio optimization suggesting the best way 
to allocate limited resources to ensure the highest possible value over time.  

 
The first step in real options is to generate a strategic map through the process of 

framing the problem. Based on the overall problem identification occurring during the 
initial qualitative management screening process, certain strategic options would have 
become apparent for each particular project. The strategic options may include, among 
other things, the option to wait, expand, contract, abandon, switch, stage-gate, and 
choose.  

 
Risk analysis and real options analysis assume that the future is uncertain and that 

decision makers have the ability to make midcourse corrections when these 
uncertainties become resolved or risk distributions become known. The analysis is 
usually done ahead of time and, thus, ahead of such uncertainty and risks. Therefore, 
when these risks become known, the analysis should be revisited to incorporate the 
information in decision making or to revise any input assumptions. Sometimes, for 
long-horizon projects, several iterations of the real options analysis should be 
performed, where future iterations are updated with the latest data and assumptions. 
Understanding the steps required to undertake an integrated risk analysis is important 
because it provides insight not only into the methodology itself but also into how it 
evolves from traditional analyses, showing where the traditional approach ends and 
where the new analytics start. 

 
The risk simulation step required in the IRM provides us with the probability 

distributions and confidence intervals of the KVA methodology’s resulting ROI and ROK 
results. Further, one of the outputs from this risk simulation is volatility, a measure of 
risk and uncertainty, which is a required input into the real options valuation 
computations. In order to assign input probabilistic parameters and distributions into 
the simulation models, we relied on the U.S. Air Force’s Cost Analysis Agency (AFCAA) 
handbook as seen in Figure 31.14 In the handbook, the three main distributions 
recommended are the Triangular, Normal, and Uniform distributions. We choose the 
Triangular distribution as the limits (minimum and maximum) are known, and the 
shape of the triangular resembles the Normal distribution, with the most likely values 
having the highest probability of occurrence and the extreme ends (minimum and 
maximum values) having considerably lower probabilities of occurrence. Also, the 
Triangular distribution was chosen instead of the Normal distribution as the latter’s tail 
ends extend toward positive and negative infinities, making it less applicable in the 
model we are developing. Finally, the AFCAA also provides options for left skew, right 

                                                   
14 Available at http://www.afhra.af.mil/factsheets/factsheet.asp?id=14009  

http://www.afhra.af.mil/factsheets/factsheet.asp?id=14009
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skew, and symmetrical distributions. In our analysis, we do not have sufficient historical 
or comparable data to make the proper assessment of skew and, hence, revert to the 
default of a symmetrical Triangular distribution. Using these AFCAA guidelines, which 
are presented as 15%, Mean, and 85% values (Figure 33), we imputed the corresponding 
minimum (min), most likely (likely), and maximum (max) values required in setting up 
the Triangular distributions (Figure 34).15  

 
Figure 33: U.S. Air Force Cost Analysis Agency Handbook's Probability Risk Distribution Spreads 

 

                                                   
15 Using the Triangular distribution’s probability density function (PDF), we simply compute the cumulative 

distribution function (CDF). In mathematics and Monte Carlo simulation, a PDF represents a continuous 

probability distribution in terms of integrals. If a probability distribution has a density of f(x), then intuitively the 

infinitesimal interval of [x, x + dx] has a probability of f(x) dx. The PDF therefore can be seen as a smoothed version 

of a probability histogram; that is, by providing an empirically large sample of a continuous random variable 

repeatedly, the histogram using very narrow ranges will resemble the random variable’s PDF. The probability of the 

interval between [a, b] is given by        
 

 
, which means that the total integral of the function f must be 1.0. The CDF 

is denoted as F(x) = P(X ≤ x), indicating the probability of X taking on a less than or equal value to x. Every CDF is 

monotonically increasing, is continuous from the right, and at the limits, has the following properties:               

and              . Further, the CDF is related to the PDF by                           
 

 
, where the PDF 

function f is the derivative of the CDF function F. Using these relationships, we can impute the min, likely, max values 

from the mean, and 15th and 85th percentiles that were provided by the AFCAA. 
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Figure 34: U.S. AFCAA Handbook's Probability Risk Disribution Spreads 

 
It is important to understand why it is necessary to apply uncertainty to the model. 

Because the KVA process provided a point value for each quantity, even though there is 
some uncertainty in the estimates provided by the SMEs, application of the appropriate 
statistical distributions of input is used to restore the real world’s uncertainty to the 
model. Having inputs from only three experts, as opposed to hundreds of estimates, and 
rather than using these three discrete inputs, the analysts have applied the lessons 
learned in cost estimating as reflected in the Air Force handbook as a good starting 
point for representing the uncertainty and reflecting it in the simulations. 

 
Next, using the developed KVA model, risk simulation probabilistic distributional 

input parameters are inserted into the three main variables: percentage automation, 
time process is executed, and average time (hours) to complete (Figure 35).16 A risk 
simulation of 10,000 to 1,000,000 simulation trials were run to obtain the results.17  

 
Two sets of results important in the simulation analysis are volatility and probability 

confidence intervals. The simulation statistics obtained after running a simulation can 
be seen in Figure 36, where the main variable of interest is the coefficient of variation, 
which in this case is used as a proxy for volatility.18 The average volatilities are between 
54% and 87%. To put this into perspective, the annualized volatility of blue chip stocks 
(e.g., IBM or Microsoft) is typically between 15% and 30%, whereas higher risk 
companies (stocks with low market to book ratios, low price to earnings ratios, or 

                                                   
16 The Monte Carlo Risk Simulation was performed using Risk Simulator (version 2012) software by Real Options Valuation, Inc. 
(www.realoptionsvaluation.com), and screenshots provided are with permission from the software developers. 

17 Different numbers of trials were run to calibrate the precision of the model and to check for model convergence. 

18 The coefficient of variation is simply defined as the ratio of standard deviation to the mean, where risks are common size. As 

standard deviation is the measure of the spread or dispersion of the data around its mean, it is oftentimes used as a measure of 
uncertainty, and when divided by the average of the distribution, it becomes a relative measure of risk, without any units. This 
measure of risk or dispersion is applicable when the variables’ estimates, measures, magnitudes, or units differ, and can be used as a 
proxy for volatility of the project.  
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startups) have their stocks’ volatilities above 50%, and highly speculative derivatives 
may have volatilities upwards of 100%.  

 
The probability confidence intervals will be used and discussed in a later section 

within the realms of real options valuation. At this point in the analysis, a proxy for 
revenues and volatility has been identified, as well as the numerators and denominators 
for the ship maintenance program. The next step is to define or frame the alternatives 
and approaches to implementing 3D PDF and Logistics Team Centers, namely, strategic 
real options. The questions that can be answered include: What are the options 
involved, how should these new processes be best implemented, which decision pathway 
is optimal, and how much is the program worth to the DoD?  

 
Figure 35: Risk Simulation Probability Distribution Parameters 
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Figure 36: Risk Simulated Volatility 

IRM: Why Strategic Real Options? 

As described previously, an important step in performing IRM is the application of 
Monte Carlo risk simulation. By applying Monte Carlo risk simulation to simultaneously 
change all critical inputs in a correlated manner within a model, you can identify, 
quantify, and analyze risk. The question then is, what next? Simply quantifying risk is 
useless unless you can manage it, reduce it, control it, hedge it, or mitigate it. This is 
where strategic real options analysis comes in. Think of real options as a strategic road 
map for making decisions.  

 
The real options approach incorporates a learning model, such that the decision 

maker makes better and more informed strategic decisions when some levels of 
uncertainty are resolved through the passage of time, actions, and events. The 
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combination of the KVA methodology, to monitor the performance of given options, and 
the adjustments to real options as leaders learn more from the execution of given 
options provides an integrated methodology to help military leaders hedge their bets 
while taking advantage of new opportunities over time. Traditional analysis assumes a 
static investment decision, and assumes that strategic decisions are made initially with 
no recourse to choose other pathways or options in the future. Real options analysis can 
be used to frame strategies to mitigate risk, value and find the optimal strategy pathway 
to pursue, and generate options to enhance the value of the project while managing 
risks. Imagine real options as your guide when navigating through unfamiliar territory, 
providing road signs at every turn to direct you in making the best and most informed 
driving decisions. This is the essence of real options. From the options that are framed, 
Monte Carlo simulation and stochastic forecasting, coupled with traditional techniques, 
are applied. Then, real options analytics are applied to solve and value each strategic 
pathway and an informed decision can then be made.19  
 

IRM: Framing the Real Options 

As part of the first round of preliminary analysis, Figure 37 illustrates some of the 
potential implementation paths for 3D PDF/Logistics TC. Clearly some of the pathways 
and flexibility strategies may be refined and updated over time through the passage of 
time, actions, and events. With the evolution of the implementation, valuable 
information is obtained to help in further fine-tuning the implementation and decision 
paths. For the preliminary analysis, the following options were identified, subject to 
modification: 

 Option A: As-Is Base Case. The ROI for this strategic path is computed using the 
baseline KVA and this represents the current Royal Dutch Navy ship maintenance 
process – i.e., no newly added technologies. 

 Option B: Execute and implement 3D PDF and Logistics package immediately across 
all Royal Dutch Navy ship maintenance processes. That is, take the risk and execute 
on a larger scale, where you would spend the initial investments and continuing 
maintenance expenses required and take on the risks of any potential failure but 
reap the rewards of the new processes’ savings quickly and immediately. The 
analysis is represented as the current RDN process altered to reflect what we 
estimate to be the impacts of adopting both a Logistics package and 3D PDF models.  

 Option C: This represents the current RDN process altered to reflect what we 
estimate to be the impacts of adopting 3D PDF models and managing them in a 
Team Center or similar product. This technology was chosen largely because Damen 
is developing and pursuing the use of this technology. 

 Option D: This implementation pathway represents the current RDN process altered 
to reflect what we estimate to be the impacts of managing using a Logistics module 
in a Team Center or similar product. This technology was chosen partially because it 
was a technology that Damen considered but chose not to purchase.    

                                                   
19 The pathways can be valued using partial differential closed-form equations, lattices, and simulation. The Real Options SLS software, 

version 2012 (B), by Real Options Valuation, Inc. (www.realoptionsvaluation.com), is used to value these options with great ease. 
Monte Carlo risk simulations were performed using the Risk Simulator software, version 2012 (B), also by the same organization. 
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 Option E: Proof of Concept approach, that is, to execute large-scale implementation 
of 3D PDF and Logistics Module in TC only after an initial Proof of Concept (POC) 
shows promising results. If POC turns out to be a failure, we walk away and exit the 
program, and losses are minimized and limited to the initial POC expenses. Proceed 
to full implementation in POC programs first and then expand in sequential fashion 
to other programs, based on where best ROI estimates are shown. 

 Option F: Proof of Concept on 3D PDF only. Assuming the POC works and 3D PDF is 
executed within a few programs successfully, the learning and experience obtained 
becomes valuable and allows the shipyards to expand its use into many other 
programs or perhaps across the Royal Dutch Navy.  

 Option G: Proof of Concept on Logistics Module in TC only. Assuming the POC 
works and Logistics Module is executed within a few programs successfully, the 
learning and experience obtained becomes valuable and allows the shipyards to 
expand its use into many other programs or perhaps across the Royal Dutch Navy.  
 
Figure 38 shows the preliminary input assumptions and Figure 39 shows the 

computed return on investment results and strategic real options results. For instance, 
the following inputs were assumed: 

 PV Asset. This is the net total benefits or proxy revenues (numerator) obtained from 
the KVA analysis under each of the various options as outlined above.   

 Implementation Cost. This is the total cost to implement each of the options (e.g., 3D 
PDF only, 3D PDF with Logistics Module TC, or Logistics Module TC only).   

 Maturity. This is the time to perform the proof of concept stage, denoted in years.   

 Risk-free Rate. This is the annualized U.S. Treasury rate used as a proxy of a risk-
free asset. This rate is used to discount the future cash flows in the risk-neutral 
options model. We use a risk-free rate as the risk has already been accounted for in 
the risk simulation and volatility estimates. Figure 40 illustrates the U.S. Treasury 
security interest rates used as a proxy for the risk-free rate used in the analysis.  

 Volatility. This is the annualized volatility estimate obtained from Monte Carlo risk 
simulation in the previous step by using the AFCAA risk spreads as a proxy. 

 Dividend Rate. This variable is typically not used but is available should the need 
arise. Briefly, it measures the annualized percentage rate of opportunity cost of 
investing at a future time instead of immediately.  

 

IRM: Strategic Flexibility Real Options Results 

Figure 39 shows the results of the strategic real options flexibility values and 
compares them against the KVA ROI values. We see that Options B ($154.1M at 278% 
ROI) and E ($156.5M at 282% ROI) of implementing both 3D PDF and Logistics 
Module TC return the highest ROI and total strategic value, and both providing 
significant value-add above and beyond Option A’s As-Is condition ($31.9M at 35% 
ROI). As Options B and E are most significant, stage-gating the implementation over 
several phases yields a slightly higher value (Option E exceeds Option B by about 
$2.4M).  
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In addition, Figure 41 shows the Monte Carlo Risk Simulated results on the real 
options values. For instance, in comparing between Options E and F, we see that Option 
E with the sequentially phased implementation of both 3D PDF and Logistics Module 
TC, there is a 94% probability that this path provides a better return than Option F. In 
comparing Options E with B, there is a 95% confidence that even with all the 
uncertainties in the collected data and risks of implementation success, uncertainties of 
whether the estimated returns will materialize, and so forth, we still see that there is at 
least a $1.27M net advantage in going with Option E. Therefore, it is better to 
sequentially phase and stage gate the implementation over several years, allow the 
ability to exit and abandon further stages if events unfold and uncertainties become 
resolved in making further investment in the technology to no longer make sense.  

 
As additional information, with KVA Baseline of Option A, we see that without doing 

any implementations, there is still a 4.7% probability that staying As-Is returns negative 
ROIs, and even in the best case analysis there is less than a 5% probability that ROI for 
the base case will ever exceed 93%.  

 
The final two charts in Figure 41 show that the risk simulated real options value has 

an expected value (mean) of $195M with a corresponding average ROI of 363%. Finally, 
Figure 42 shows the comprehensive simulated risk statistics of the various option 
scenarios. 

 
Figure 37: Strategic Real Options Implementation Pathways and Options 



UNCLASSIFIED 

 

Contract Number: H98230-08-D-0171  TO 0014 RT-18a 

Report No. 2012-TR-10-2 

10/31/2012 

118 

 
Figure 38: Sample Real Options Input Assumptions 

 
Figure 39: Sample Real Options Values 
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Figure 40: Risk-free Rate 
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Figure 41: Risk Simulation Confidence and Percentiles 
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Figure 42: Risk Simulation Statistics and Percentiles 

 
Discussion 

New data was collected on ship maintenance processes and the use and adoption of 
technologies in ship maintenance by the Royal Dutch Navy and Damen Shipbuilding. 
The data was used to build and calibrate a system dynamics model of Royal Dutch Naval 
ship maintenance. Model simulations generated estimates of maintenance operations 
behavior that were imported into Knowledge Value Added models. Four technology 
adoption scenarios reflecting the potential use of two available or developing 
technologies were described in the KVA models. The KVA models estimate the returns 
on investment for individual processes and ship maintenance as a whole for each 
scenario. Results were analyzed to reveal relative improvement provided by individual 
and combinations of technologies.    

 
Integrated Risk Management and Strategic Real Options methodologies were 

applied to the KVA-SD results and the results indicate that Option B had a value of 
$154.1M (278% ROI) and Option E had a value of $156.5M (282% ROI) where both 
options indicate that implementing 3D PDF and Logistics Module TC return the highest 
ROI and total strategic value, and both providing significant value-add above and 
beyond Option A’s As-Is condition with a value of $31.9M (35% ROI). As Options B and 
E are most significant, we know that implementation of 3D PDF and Logistics Module 
TC return the highest value, and when implemented over time in a stage-gate process 
over several phases, would yield a slightly higher value (Option E exceeds Option B by 
about $2.4M). Therefore, we conclude that 3D PDF and Logistics Module TC 
implemented in a phased stage gate environment would yield the best results. 
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The linear ROI projections from adopting various iterations of the partial CPLM tool 

(i.e., only the logistics package) and the 3Dpdf tool in the Dutch context demonstrated 
the advantages of adopting both technologies over either technology alone compared to 
a baseline without either technology. Adopting 3D PDF alone improves ROI 
significantly more than adopting a logistics package alone (100% improvement > 46% 
improvement) and adding both technologies improves ROI more than adding either 
technology alone (239% improvement > 42% improvement or 100% improvement), 
suggesting that there may be synergy between the technologies. This is also supported 
by the 139% improvement by adding logistics if 3D PDF is already in place. These results 
were then used to forecast the benefits of various adoption options for the tools using 
the IRM methodology. 

 
The results of the IRM analysis provided forecasts of the benefits of various options 

for implementing the technologies separately or in combinations.  The results indicated 
that adoption of the technologies would provide cost-benefits far in excess of not using 
the technologies. The results indicated that there were marginal benefits in sequentially 
implementing the technologies over immediately implementing them. Given the long 
cycle for organizations to benefit from technology adoption, it might be better to adopt 
the technologies immediately.  

 
Figure 43: IRM Analysis Results 

Comparing these results with the prior U.S. Navy results offers some partially 
confirming evidence for the prior research that projected the benefits of adopting the 
CPLM and 3D LST technologies for ship maintenance. There are a number of issues in 
making the comparisons that must be noted given the size differences of the two 
countries ship maintenance operations and the differences in the extent of 
implementation of the two types of technologies. However, the comparisons have 
validity when these issues are accounted for and the potential benefits of using the 
technologies are very high in both cases. 

 
The scenarios have some similarities. All overall returns on investment with the 

technologies are positive and large. This supports the adoption of advanced technologies 
such as 3D laser scanning technology, 3D PDF models, and CPLM  to improve the 
efficiency of resource use. All three scenarios also have ranges that exceed their overall 
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baselines with significant improvements in performance in given ship maintenance 
processes (U.S. Navy = 3031%>2045% , Dutch Navy = 460>166, and 444>139) 
significantly (by almost 50% or more). This suggests that attention must be paid to 
individual process steps and that the average or overall changes cannot be safely 
assumed to occur to all maintenance process steps. 

 
The scenarios also have potentially significant differences. The early phase U.S. 

scenario has a much larger overall improvement than the later phase U.S. scenario or 
the Dutch scenario (2,045%>>166% or 139%). Several factors could explain this 
difference. The early-phase U.S. scenario could be more optimistic in its projections 
than the other scenarios, or the Dutch and later-phase U.S. case under estimate 
improvements. 
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6 SUMMARY 

This report highlights findings from research conducted under the RT-18a: Valuing 
Flexibility project to identify, develop, and validate sound MPTs to enable DoD 
leadership and program managers to make a convincing case for investments in system 
flexibility when acquisition decisions are made. 
 
In the first research thrust, a taxonomy of methods for valuing flexibility was developed. 
This taxonomy is designed around salient system characteristics in order to allow a 
decision-maker to select an appropriate method for valuing flexibility. Initial 
development created a software implementation of the Flexibility Valuation Method 
Selection Tool. Additionally, a series of cases illustrated how varying assumptions 
necessitates varying tools for valuing flexibility in the case of operating an observation 
satellite. 
 
In the second research thrust, new tools were developed for estimating operation and 
support costs to improve Life Cycle Cost estimates. Validated macro-stochastic models 
were developed which demonstrated the ability to improve estimates of O&S costs for 
SARs. These models may provide significant value to decision-makers designing and 
investing in flexibility through improve cost estimates. 
 
In the third research thrust, a detailed case study of valuing flexibility in ship 
maintenance was presented using data from both U.S. and Dutch naval experience. 
Knowledge Value Added and Integrated Risk Management models were used to assess 
technology implementation processes in order to maximize value of flexibility.  
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APPENDICES 

APPENDIX A: SHIP MAINTENANCE RESOURCES 

A.1 INFORMANTS 

Sander Alles, Manager Maintenance & Spares, Damen Services, Gorinchem, The 
Netherlands.  

Hein van Ameijden, Managing Director, Damen Schelde Naval Shipbuilding, Vlissingen, 
The Netherlands.  

Nico de Vries, KTZT ir. Head of Corporate Planning and Stragety, Dutch Naval 
Maintenance and Service Agency. The Netherlands.   

Bert Geisler, Business Development Director Shipbuilding, Siemens PLM Software, 
Hamburg, Germany.  

Paul J. Kense, Advisor ILS, Naval Maintenance Establishment, Defense Materiel 
Organization, Royal Dutch navy, Den Helder, The Netherlands.  

Desmond Kramer, Manager, Integrated Logistic Support, Engineering Department, 
Damen Schelde Naval Shipbuilding, Vlissingen, The Netherlands. 

Randy Langmead, Director, Marine/Federal Business Development, Siemens PLM 
Software, Washington, D.C.  

Niek Marse, Integrated Logistic System, Engineering Department, Damen Schelde 
Naval Shipbuilding, Vlissingen, The Netherlands.  

Michael Schwind, Vice President, Federal Sector, Siemens – UGS PLM Software, 
Philadelphia, Pa.  

Ronald van Noppen, KTZE ir. Head of Material and Logistics. Naval Maintenance and 
Service Agency. The Netherlands.  

Frank Verhelst, Manager Project Department, Damen Schelde Naval Shipbuilding, 
Vlissingen, The Netherlands.  

Thijs Verwoerd, Project Manager, Damen Services, Gorinchem, The Netherlands.  
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APPENDIX C: AFFORDABLE SYSTEMS:  BALANCING THE CAPABILITY, 

SCHEDULE, FLEXIBILITY AND TECHNICAL DEBT TRADESPACE 

Jo Ann Lane, Supannika Koolmanojwong, and Barry Boehm 
Center for Systems and Software Engineering, University of Southern California 

 
Introduction 
The ultimate goal of today’s systems and systems of systems (SoS) is to provide 
capabilities to the stakeholders and users of the systems. These capabilities range from 
―must-haves‖ to ―nice-to-haves‖, often with disagreements among the stakeholders and 
users as to where each capability lays in this spectrum.  There are many choices in 
developing and evolving systems to provide these desired capabilities, whether it is in 
the commercial space, Department of Defense (DoD) space, or other government space.  
These choices are typically related to development processes and product architecture 
decisions. Initial choices are often driven by business needs such as time to market, the 
desired level of performance of the capabilities, and available resources such as 
engineering expertise and funding.  In addition, these choices often result in longer-
term consequences that range from good (e.g., market share or future opportunities) to 
bad (e.g., missed market share, technical debt, or a failure to provide the desired 
capability).  Other times, no particular attention is paid to these choices—they happen 
without much forethought, but still with the resulting longer-term consequences.  
Finally, there is often not an optimal set of choices, but rather the engineering team 
needs to evaluate the stakeholder needs and make trade decisions that sufficiently 
balance competing needs.  This paper looks at the capability affordability tradespace of 
expediting systems engineering to reduce schedule and cost, encouraging flexibility in 
architecture decisions to support future evolution of the system, and technical debt that 
either results in later rework or adversely impacts future options.  In addition, this 
paper shows how the University of Southern California (USC) Center for Systems and 
Software Engineering (CSSE) software and systems engineering cost models can be used 
in the analysis of this tradespace to show the range of options and the resulting 
consequences. 
 

Background 
The following discusses and characterizes each of the tradespace aspects considered in 
this paper. 
 
Expedited Engineering Overview.  Even though there is considerable evidence to 
the contrary, system sponsors and stakeholders continue to encourage developers to 
take shortcuts early in the development process in order to get system capabilities 
deployed quickly.  These shortcuts are often done under the guise of agile processes with 
the thought that any resulting problems can be fixed later.  However, the real goal is to 
get quality capabilities deployed quickly that do not overly constrain future evolution of 
the system.  So the ultimate goal is to expedite ―system development‖ which includes the 
upfront engineering to design a system or system capability that meets the users need 
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and well as build, test, and deploy that system or system capability in the shortest time 
possible.  Ways to expedite development include: 
 Minimal engineering/quick solutions with small, expert teams but that often 

result in increased technical debt 

 Lean approaches that eliminate non-value adding activities, reduce wait times, 

and a  ―go-slow approach‖ at the start to establish a good foundation or 

architecture, well-defined interfaces, and relatively low complexity, then go fast 

during the build and test phases. 

Flexibility Overview.  The goal of ―flexibility‖ is to focus on developing a robust 
foundation for the system that will provide the ability to easily modify existing system 
capabilities as well as expand system capabilities to meet future needs or allow the 
system to easily interconnect with other systems to support cross cutting capabilities in 
systems of systems.  The challenge in pursuing system flexibility is to balance flexibility 
and complexity.  For example, performance issues may result if system tries to be 
―everything for everyone‖. 
 
Technical Debt Overview.  Technical debt is a term coined by Ward Cunningham to 
describe delayed technical work or rework that is incurred when shortcuts are taken.  It 
is often the rework or unfulfilled outcomes/capabilities that result from insufficiently 
(or poorly) engineered or implemented solutions.  In the case of expedited engineering, 
it can increase as shortcuts are employed to reduce schedule.  Examples include 
insufficiently engineered architectures and the lack of focus on quality checks and 
reviews.  In the case of flexibility, it may be related to unrecognized performance, 
security limitations, or excessive complexity that must be later addressed. 
 

Initial Tradespace Analyses 
Cnsiderable research is currently being conducted in each of these areas (expedited 
engineering, flexibility, and technical debt).  However, most of the research identified to 
date is looking at each of these areas in a stove-piped fashion, not as a set of features or 
outcomes to be balanced.  The following describes recent research in each of these areas, 
some of which is currently being done through Stevens-USC Systems Engineering 
Research Center (SERC) tasks. 
 
Expedited Engineering Analyses. An important aspect of the system acquisition 
process is understanding how long it will take to provide the new needed system or 
system capability.  Considerable work has been done in this area to better understand 
system/capability development schedules, with considerable contributions from 
parametric cost models for software-intensive systems that are based on historical data.  
However, many government organizations, including the Government Accountability 
Office (GAO), have pointed out how much money is wasted on unsuccessful system 
development programs that often fail to provide the necessary capabilities or if they do 
provide the capabilities, are late and cost much more than expected [17].  As a result, the 
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Key Approaches for Expedited Engineering 

Commercial-Off-the-Shelf (COTS) Products 

Investment in product-line architectures 

Reuse of existing systems/components 

Repurposing existing systems/components 

Value-stream focus (lean) 

Going fast in general (crisis response) 

Single purpose architecture 

Using the 

right people 

Department of Defense has 
realized that it is often no longer 
cost-effective to develop new 
systems (or system capabilities) 
using traditional processes and is 
encouraging researchers to find 
ways to expedite systems 
engineering and development.  
Currently, the engineering 
community is embracing agile and lean processes as well as system of systems 
engineering to provide new capabilities through the integration and enhancement of 
existing systems as ways to rapidly respond to immediate needs.  This, though, can lead 
to single-point solutions that are not flexible enough to meet the next set of needs or 
incur technical debt due to extensive rework and maintenance costs.   
Others are beginning to employ Kanban techniques to better manage work flows.  To 
date, this has been primarily in the area of software development [1], but current 
research is investigating ways to employ Kanban for capability engineering work using a 
hierarchy of Kanbans for both systems and software engineering to improve work flow 
and minimize wait times once the proper foundations are in place for developing and 
evolving system or SoS capabilities. 
A few of the larger, more success system development organizations are investing in 
infrastructure and product lines [9, 15] so that they can respond quickly when new 
opportunities or world events occur that require immediate solutions.  These suppliers 
realize a return on their investments when they have the needed flexibility built into 
their system infrastructure and have minimal technical debt due to the quality of the 
infrastructure core built in from the start. 
To better understand opportunities to expedite systems engineering and software 
development, one can look at the cost factors in the associated USC CSSE cost models 
and their influence on productivity.  Figures 1 and 2 illustrate these factors for the 
systems engineering cost model, COSYSMO, and the software development cost model, 
COCOMO, respectively.   

 
Figure 1:  COSYSMO Effort Multiplier Ratio [18] 
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Key Approaches for Incorporating 

Flexibility 

Employ open architectures 

Design for reuse 

Develop/use product lines 

Standard interfaces, protocols, services, data 

 
Figure 2: COCOMO software productivity ranges [2] 

The greatest gains in effort savings and schedule can be made by focusing engineering 
improvements in the areas of the high-influence cost factors. 
 
System Flexibility Analyses.  Without 
a certain level of flexibility, systems can 
quickly become obsolete as technology and 
stakeholder/mission needs change. 
However, if too much effort is spend on 
developing the most flexible systems, it may 
be at the expense of delivery expediency and 
simplicity of the system core, resulting in longer development schedules for the first 
incarnation of the system and poorer operational performance due to the need to 
sacrifice single capability performance for the ability to perform multiple capabilities (or 
perform a single capability in multiple environments).  Current SERC research in this 
area is focusing on evaluation of total ownership costs and options analysis.  Preliminary 
total ownership cost analysis, illustrated in figure 3, has shown potential cost savings 
when upfront investments are made in architecture.   

 
Figure 3: TOC’s for 3 Projects Relative to Baseline Costs [3] 
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However, as shown in table 1, many of the flexibility architecture strategies may present 
conflicts with other desired system characteristics such as performance, human 
controllability, increased development schedules and costs, and security, to name a few. 

Table 1: Architecture-Based Attribute Trades with Respect to Flexibility 

Architecture Strategy Synergies Conflicts 

High module cohesion 

Low module coupling  

 Interoperability 

 Reliability  

 Impacts high performance achieved via tight 
coupling  

Service-oriented 

architecture  

 Composability  

 Usability 

 Testability  

 Impacts high performance achieved via tight 
coupling  

 Requires additional infrastructure resulting 
in added costs/schedule 

Autonomous adaptive 

systems  

 Affordability via task 
automation 

 Response time  

 Excess autonomy reduces human 
controllability  

 Requires additional analysis and testing to 
identify emergent behaviors 

Modularization around 

sources of change  

 Interoperability 

 Usability 

 Reliability 

 Availability  

 Extra time on critical path of rapid fielding  

Multi-layered architecture   Reliability 

 Availability  

 Lower performance due to layer traversal 
overhead  

 Potential integration issues with other 
architecture styles 

Many built-in options, 

entry points  

 Functionality 
 Accessibility  

 Reduced usability via options proliferation 
 Harder to secure  

User programmability   Usability 
 Mission 

effectiveness  

 Full programmability causes reliability, 
compatibility, interoperability, safety, 
security risks  

Spare/expandable capacity   Performance 
 Reliability  

 Added cost  
 Usefulness may be limited by rapidly 

changing technologies 

Product line architecture  

Reusable components  

 Cost 

 Schedule 
 Reliability  

 Some loss of performance vs. optimized 
stovepipes  

 
At the SoS level, there has been a considerable focus on how enable systems to quickly 
connect to perform desired cross-cutting mission capabilities, then return to their 
normal single-system missions.  This has become more important over time as systems 
come together at many levels (e.g., joint services and international coalitions) and as 
these systems participate in multiple SoSs.  Some [16] advocate for the migration to a set 
of standard convergent protocols to enable the needed interconnectivity and others [12] 
are developing techniques to evaluate and improve interoperability across a set of 
systems that must interoperate as an SoS. 
 
Managing Technical Debt Analyses.  Recent research by Steven McConnell [14], 
Practical Systems and Software Measurement (http://www.psmsc.com/) affiliates, and 
others are focusing on a concept referred to as ―technical debt‖ and ways to better 
manage it in the development of systems and software.  Ward Cunningham [6] first 
coined the term and further explained it in his YouTube video [7]. Technical debt refers 

http://www.psmsc.com/
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Common Causes of 
Technical Debt 

Pressures to compress schedule 

Lack of requirements understanding 

Lack of system understanding 

Inflexible architectures/software 

Overly complex design/implementation 

Delayed defect resolution 

Inadequate testing 

Lack of current documentation 

Parallel development in isolation 

Delayed refactoring 

 

to delayed technical work or rework that is 
incurred when shortcuts are taken.  Some 
technical debt is reasonable given time-to-
market or other urgent constraints.  But over the 
long term, if the system is to be sustained, the 
technical debt must be paid back, often with 
interest (i.e., it is more expensive to fix than it is 
to do it right the first time).  Deferred long-term 
technical debt can result in fragile, error-prone 
systems that take excessive time to modify, with 
more time spent on maintaining existing 
capabilities than adding or improving 
capabilities. 
 

Expedited Engineering vs. Valuing Flexibility 
The focus of this research effort used the COCOMO suite of cost models illustrated in 
Figure 4 to compute estimated effort and schedule for a given project with different 
project drivers such as expedited engineering and valuing flexibility. 

 
Figure 4:  Overview of USC CSSE Cost Models. 

For the first case, the project drivers characterized expedited engineering.  For the 
second case, the project driver characterized the development of a flexible product. This 
comparison illustrates how the USC CSSE cost models can be used to calculate the 
associated engineering effort and schedule for each of these cases.  Key to this analysis is 
the most recent addition to the COCOMO suite of cost models, CORADMO-SE, that can 
be used to calculate the savings in schedule for systems engineering.  Table 2 shows the 
CORADMO-SE factors and associated weights.  This model calculates a ―rapid‖ factor 
that can be applied to the Constructive Systems Engineering Cost Model (COSYSMO) 
estimated schedule.  
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Table 2:  CORADMO-SE Cost and Schedule Factors. 

Accelerators/Ratings Very Low Low Nominal High Very High Extra High 

Product Factor: Multipliers 1.09 1.05 1.0 0.96 0.92 0.87 

  Simplicity Extremely complex Highly complex Mod. complex Moderately simple Highly simple Extremely simple 

  Element Reuse None (0%) Minimal (15%) Some (30%) Moderate (50%) Considerate (70%) Extensive (90%) 

  Low-Priority Deferrals Never Rarely Sometimes Often Usually Anytime 

  Models vs Documents None (0%) Minimal (15%) Some (30%) Moderate (50%) Considerate (70%) Extensive (90%) 

  Key Technology Maturity >0 TRL 1,2 or >1 TRL 3 1 TRL 3 or > 1 TRL 4 1 TRL 4 or > 2 TRL 5 1-2 TRL 5 or >2 TRL 6 1-2 TRL 6 All > TRL 7 

Process Factor: Multipliers 1.09 1.05 1.0 0.96 0.92 0.87 

  
Concurrent Operational 
Concept, Requirements, 
Architecture, V&V 

Highly sequential Mostly sequential 
2 artifacts mostly 
concurrent 

3 artifacts mostly 
concurrent 

All artifacts mostly 
concurrent 

Fully concurrent 

  Process Streamlining Heavily bureaucratic Largely bureaucratic 
Conservative 
bureaucratic 

Moderate streamline Mostly streamlined Fully streamlined 

  
General SE tool support 
CIM (Coverage, 
Integration, Maturity) 

Simple tools,  
weak integration 

Minimal CIM Some CIM Moderate CIM Considerable CIM Extensive CIM 

Project Factors: 
Multipliers 

1.08 1.04 1.0 0.96 0.93 0.9 

  
Project size (peak # of 
personnel) 

Over 300 Over 100 Over 30 Over 10 Over 3 ≤ 3 

  Collaboration support 
Globally distributed   
weak comm. , data 
sharing 

Nationally distributed, 
some sharing 

Regionally distributed, 
moderate sharing 

Metro-area distributed, 
good sharing 

Simple campus,  
strong sharing 

Largely collocated,  
Very strong sharing 

  
Single-domain MMPTs 
(Models, Methods, 
Processes, Tools) 

Simple MMPTS,  
weak integration 

Minimal CIM Some CIM Moderate CIM Considerable CIM Extensive CIM 

  Multi-domain MMPTs 
Simple; weak 
integration 

Minimal CIM 
Some CIM or not 
needed 

Moderate CIM Considerable CIM Extensive CIM 

People Factors: Multipliers 1.13 1.06 1.0 0.94 0.89 0.84 

  
General SE KSAs 
(Knowledge, Skills, Agility) 

Weak KSAs Some KSAs Moderate KSAs Good KSAs Strong KSAs Very strong KSAs 

  Single-Domain KSAs Weak Some Moderate Good Strong Very strong 

  Multi-Domain KSAs Weak Some 
Moderate or not 
needed 

Good Strong Very strong 

  Team Compatibility 
Very difficult 
interactions 

Some difficult 
interactions 

Basically cooperative 
interactions 

Largely cooperative Highly cooperative Seamless interactions 

Risk Acceptance Factor: 
Multipliers 

1.13 1.06 1.0 0.94 0.89 0.84 

    Highly risk-averse Partly risk-averse 
Balanced risk aversion, 
accept 

Moderately risk-
accepting 

Considerably risk-
accepting 

Strongly risk-
accepting 
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To use this model, one computes the expected effort and schedule using COSYSMO, 
then uses CORADMO-SE to determine the expedited factor which is then applied by 
multiplying the COSYSMO schedule (a cube-root function of effort) by the CORADMO-
SE factor.  A value of 1 does not change the COSYSMO estimated schedule, a value less 
than 1 decreases the estimated schedule, and a value greater than 1 increases the 
estimated schedule. 
 
The example we use to illustrate the comparison of expedited systems engineering and 
valuing flexibility is an engineering division in a diversified company that focuses on 
defense applications.  Assume that for the project of interest, there is a team of 20 
systems engineers that are doing the up-front engineering for a new system using their 
standard sequential processes that are based on the Vee model.  Their current tasks are 
to refine the operational concepts and requirements for the system, then develop a 
system architecture that satisfies the requirements.  In addition, the defense customer 
has requested that they use more rapid processes in order to expedite the delivery of the 
system.  Figure 5 highlights their current process assessment using the CORADMO-SE 
factors. 

 
Figure 5:  Case study CORADMO assessment of current process. 

 
To determine the ―rapid‖ factor to apply to the COSYSMO, one first determines the 
product, process, project, people, and risk acceptance factors.  For each factor, an 
organization highlights their sub-factor assessments in the CORADMO-SE table, as 
shown in Figure 5.  Then, for each factor, the evaluator ―averages‖ the values.  This can 
be an ―average‖ calculation or it can be subjectively adjusted by the evaluator.  To adjust 
the average value, the evaluator weights the sub-factors based on his/her assessment of 
their importance to the organization and project.  For the example presented here, the 
following factors are suggested by the CORADMO-SE table: 
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 Product: 1.05 
 Process: 1.05 
 Project: 0.95  
 People: 0.97  
 Risk acceptance: 1.00 
The next step is to multiply these factors together, resulting in a CORADMO-SE factor of 
1.02, which is then multiplied with the calculated COSYSMO schedule.  This is the 
current organization baseline expedited factor upon which the project would like to 
improve, i.e., reduce to a value below 1.0, the nominal expedited factor. 
 
Approach 1 (Expedite SE Through Concurrent Engineering):  To reduce 
schedule, project management decides to implement concurrent engineering of systems 
engineering work products.  By itself, this process change might reasonably change the 
process factor from 1.05 to 0.87, resulting in a composite expedited factor of 0.96.  
However, making this single process change can impact some of the other CORADMO-
SE factors.  For example, introducing some new tools to support concurrent engineering 
while continuing to use other more traditional SE tools will have an ―slow-down‖ effect:  
with the new tools, SE toolset is not as well-integrated as it was, there is additional time 
required to set up the new tools and train the users on their use.  There is also a learning 
curve for the SE engineers with respect to the concurrent engineering.  And finally, team 
compatibility can take a hit if management continues to use their more traditional 
processes with the concurrent engineering SE processes.  So, making these adjustments 
to the CORADMO-SE parameters (General Tool Support HN, General SE KSAs HL, 
and Team Compatibility HL), results in a CORADMO-SE factor of 1.05 (as compared 
to the initial baseline of 1.02).  The CORADMO-SE model shows that changing the 
process can initially slow down the project until the new tools and processes are 
integrated and the team becomes familiar with them. 
 
Approach 2 (Value Flexibility):  If the engineering project decides to value 
flexibility over ―expedited engineering‖, we get some different results.  With this 
approach, instead of transitioning quickly from a highly sequential process to a fully 
concurrent engineering process, the project decides to focus on valuing product 
flexibility and streamlining their largely bureaucratic processes with some concurrency.  
So, in the CORADMO-SE framework the following changes are made with respect to the 
baseline: 
 Element reuse: NoneModerate 
 Low-priority deferrals: NeverUsual 
 Models vs. documents: MinimalModerate 
 Concurrency: Highly sequentialNominal 
 Process streamlining: Largely bureaucraticModerate streamlining 
The resulting CORADMO-SE factor is 0.86. 
 
Analysis of Two Approaches:   The resulting ―valuing product flexibility‖ 
CORADMO-SE factor (0.86) is much better than the 1.05 value that obtained when a 
drastic change from a highly sequential process to a fully concurrently engineered 
process was proposed, requiring re-tooling and a steeper learning curve.  Over time, as 
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the engineering team becomes more familiar with concurrent engineering processes, 
this will change and additional reductions in schedule will be realized.  However, 
CORADMO-SE shows that by moving a little more slowly with process changes (e.g., 
some concurrency instead of full concurrency, some process streamlining, and focusing 
more on engineering models rather than documentation) initial results can be much 
more positive. 
 
This current analysis has not yet addressed the issue of technical debt that sometimes 
occurs when teams overly focus on expedited engineering, taking shortcuts that impact 
longer term maintenance, rework, and evolvability of the system.  Preliminary analysis 
using the COQUALMO cost model for software development shows that by valuing 
flexibility and not shortcutting reviews, schedule can be further reduced and the overall 
remaining defects are considerably smaller.  One example comparing expedited vs. 
valuing flexibility shows that for 250,000 lines of code, when valuing flexibility fewer 
defects are introduced during development and only a small percentage remain at the 
end of development. 
 

Future Work 
The next steps are to continue to build upon two SERC tasks that are looking at ways to 
expedite systems engineering through lean Kanban and other approaches and a third 
task that is evaluating further tradespace options that include technical debt.  As part of 
this future work, additional analysis using the USC CSSE cost models will be conducted 
and models refined to better support tradespace analyses as well as predict cost, 
schedule, and technical debt.   
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APPENDIX D: BIORELATIONAL MODELING AND ADAPTABILITY TO 

UNFORESEEN CHANGES 

Dr. Alan Levin, Adjunct Professor, USC-CSSE  
 

 
I  INTRODUCTION 

 

Adapting to the Unknowable 
Today’s defense systems are procured, developed, fielded, operated, and maintained under conditions of continual 

change and implicitly or explicitly as part of a larger system of systems (SOS)  Though some degree of flexibility 

can be planned for, there are also unforeseen or unknowable changes. These changes throughout the life cycle are 

often dramatic  and include new and unexpected threats, technological surprises, economic shocks, and radical 

mission shifts.  Ironically, as we articulate a large set of possible threats, failure modes, and mission contingencies, 

we increase robustness with respect to the foreseen, yet we also increase system complication [1], [2].  This added 

complication often delays fielding, reduces operator acceptance, adds development and maintenance cost, and 

makes the system less adaptable to unforeseen change.  The problem with true novelty is that the system may be 

forced into a system functional space that by definition (unforeseen) is new, and the  most effective response will 

also be unknowable in advance.  Planning for contingencies must be balanced with adapting to the unknowable. 

 

Apollo 13 
This example illustrates many of the points above.  Ground control personnel and the astronauts were the key 

system components that adapted, modified, and quite literally re-purposed other spacecraft and ground subsystem 

components to accomplish unanticipated mission functions: lunar excursion module (LEM) as lifeboat, lunar 

descent engine for course correction and reentry deorbit, LEM battery function for life support, ground training 

equipment as mission simulator [3].  Certain design attributes required for manned space "bought adaptability at no 

additional cost." Other aspects of functional design and of implementation either helped or hindered this radical re-

purposing: 

 

 Different CO2 filters for LEM and Command Module (CM) 

 CM subsystems, including power were highly controllable and configurable by crew 

 Reproduction of spacecraft systems on the ground allowed exploration of new procedures and ―non-

destructive‖ testing of candidate procedures 

 Some subsystems were intended to run only once or power up only once 

 Subsystem were used under far from nominal operating conditions that had never been tested and were far 

outside design specification 

 Redundancies and backup systems provided flexibility and adaptability 

  

This last point is most interesting and provides some insight into the long on-orbit lifetime and mission 

adaptability of space assets  though they have a very long development cycle.  In the case of Apollo 13, the foreseen 

challenges of harsh space environment,  general inability to repair on-orbit, high cost of failure (lives, launch cost, 

national pride) resulted in redundancy and margins in the design and implementation.  These margins utilized were 

used in unexpected and creative ways to deal with an unforeseen contingency.  Adaptability to the unknowable was 

an unintended side effect of the redundancy and assurance needed for manned space flight. 

 

Designing for foreseeable high impact contingencies has been very effective, and the metrics, tools, and processes 

are well developed. Yet as the history of spaceflight has shown, sometimes tragically, it is impossible to engineer 

away the unforeseen.  
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Biology 
Biological metaphors for adapting to novelty are attractive and there is a history of biologically inspired 

computing and engineering methods including neural networks, genetic algorithms, artificial life, immune system 

security models, etc.  Recent advances in the state of the art in theoretical biology, suggest new computational, 

architectural, analytical, and management approaches that can take us beyond biological metaphors in engineering 

adaptability. 

II  APPROACH 

 

Figure 1. Sensor-Effector Loop 

Figure 1 is a system block diagram of a sensor-effector control loop with internal model and a variety of feedback 

and feed forward loops. Our focus is on the internal models in engineered and biological systems.  Typically, 

engineered system have reactive internal models which, in one way or another, contain programed responses to 

predefined patterns of observables.  Biological systems are by nature, anticipatory and adaptive to novelty.  Recent 

results in theoretical biology suggest how to generalize  reactive engineered systems to be more anticipatory. 

 

The  features of a biological anticipatory model are:  

 Relational: no pre-articulated state space  

 Semiotic: syntax, semantics, interpretation 

 Self referential: subjective, normative 

  

A familiar example of a well studied anticipatory paradigm is the Observe, Orient, Decide, Act (OODA) loop [4].  

It is the orient activity in the OODA loop that corresponds to the internal model in Figure 1.  Quoting Boyd, the 

father of this paradigm: ―The second O, orientation – as the repository of our genetic heritage, cultural tradition, and 

previous experiences – is the most important part of the O-O-D-A loop since it shapes the way we observe, the way 

we decide, the way we act.‖   An important point is that we cannot pre-articulate all the possible observations and 

actions for a tactical commander or all the possible internal/external states and system responses for any truly 

anticipatory system.  The tactical commander brings to bear a great deal of both general and engagement specific 

context when she performs the second O.  She may have templates and general courses of action (COAs), but her 

response is not merely a selection from a long list of possibilities—she is making a subjective choice of what aspects 

of the situation to model and how to use the assets at her disposal. The range of unforeseen external possibilities is 

open, as are the possibilities for re-purposing the available assets, and there is no algorithm for listing or ordering all 

possible ways in which a SOS or its individual systems may be used. 

 

Of course, a simulation can always be built by constraining the internal model.  Once we specify how we model 

the situation, we can assign a state space in a particular operating context (disallowing unforeseen contingencies). 

But, the creative, subjective, and normative actions of setting the context, deciding what aspects are most important, 

and fixing the state space must be taken by a human.  Further, this constrained model of the system becomes a 

complicated  simulation of a reactive machine rather than an anticipatory model. A machine is a system organization 

where the function(s) of each component are fixed, the state space of each component is fixed, and the state space of 
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the system is a product of the state spaces of the components. This is a very useful mathematical structure, because it 

promotes the ―divide and conquer‖ synthetic approach to understanding and building systems.  In our current 

engineering design paradigms we  fix the state space of the components early in the life cycle, discover the 

dynamics of the system as we develop it, and we modify the system state space largely by adding components.  

Biological systems have a very different sort of functional organization [5].  More properly, the adaptive, 

anticipatory character of biological systems is not well described using the  mechanistic mathematical structure 

described above.  It is the internal model, and in particular the self referential loops through the internal model  that 

give rise to the subjective, context dependent, contingent  character of organisms.  Speaking of Darwin, Barbieri 

observes [6] ―It was the introduction of contingency in the history of life, the idea that all living organisms, and not 

just humans, are subjects, individual agents which act on the world and which take care of themselves. Darwin did 

pay lip service to the determinism of classical physics, but what he was saying is that evolution is but a long 

sequence of ―just so stories‖, not a preordained unfolding of events dictated by immutable laws.‖ 

Our approach is to utilize recent developments in biorelational modeling and biosemiotics to improve the 

adaptability of systems in a SOS context.  This will increase the adaptability, flexibility, and functional utility of 

SOSs in the face of contingencies that were unknowable when the component systems were designed and fielded. 

 

III  Trends 
Theoretical Biology 

Molecular biology began with the notion that living systems were a restricted or special class of physical systems 

that might reveal new laws of physics [7].  Today, the dominant view in molecular biology is that the laws of 

physics and chemistry are sufficient to explain biological systems completely [8]. Theoretical biology has taken an 

alternate position that living systems are exemplars of a broader class of systems and that physics and chemistry at 

the molecular level are necessary, but not sufficient to effectively model living systems[5].  This is not a statement 

that there is anything unphysical about living systems, nor that the  laws of physics as currently understood do not 

apply, but rather it is a statement that the mechanistic view point of physics is insufficient to explain or effectively 

model the subjective and contingent nature of living things. 

 

The simplest of organisms and even metabolic reaction networks demonstrate organizational characteristics of 

central interest to the analysis and design of complex adaptive systems [9]. An autonomous metabolic network is 

anticipatory and has a resilient self-defining organization.  It has the ability to replace (repair, synthesize) parts of 

itself as components  degrade or fail.    

 

Biorelational Modeling 
Rosen developed the original biorelational analysis of metabolic organization [10]  and anticipation [11].  Rosen’s 

M-R (metabolism-repair) model and theoretical framework for biorelational models were extended by Louie [12], 

who clarified the notation and underlying mathematics. Louie also extended the analysis to networks of M-R 

systems and articulated the category theoretic basis for biorelational models in particular and modeling in general 

[13].   

 

Rosen and Louie use a directed graph notation to describe the relationship between metabolic functional 

components as illustrated in Figure 2.  Figure 2a is a directed graph that describes a metabolic component that 

responds to a metabolite set A, and influences the system via metabolite set B.  The solid headed arrow from A to B 

indicates a material flow typical of chemical reactions from metabolic reactants to products.  The open headed arrow 

from f to A indicates an efficient implication about the reaction rate.  The efficient causes are biological catalysts: 

enzymes or ribozymes. Every node that initiates a material flow (material edge out) must  have a catalyst (efficient 

edge in).  Of course, the enzymes and ribozymes are themselves metabolic products and reactants. 
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Figure 2. Biorelational Network Diagrams 

Figure 2b illustrates this with an enzyme g to catalyze 

replacement of enzyme f as a repair mechanism for failure or 

degradation f.  Then we would need to postulate an enzyme h 

to catalyze replacement of g and so on for the replacement of 

each replacer.  Relational models of autonomous networks 

avoid this potentially infinite regress using a self-referential 

organization of the sort shown in figure 2c.  In Figure 2c, f, Φ, 

and B are product sets that include catalysts, and we have a 

closed efficient loop that creates and maintains all the catalysts 

necessary to repair and maintain the loop itself.  Φ catalyzes 

the replacement of f, f catalyzes the replacement of B, and B 

catalyzes the replacement of Φ. This closure  of efficient 

implication is the organizational expression of the fact that 

organisms, though finite, are autonomous and resilient.  They 

are autonomous in that all the efficient implications originate 

within the system.    

 

Rosen's M-R model was studied recently in simulations of  

autocatalytic  metabolic networks [14].  The efficient edges are 

enzymes that catalyze the production (degradation) of other enzyme catalysts from (to) intermediates.  They found 

multiple regions of stability where the system was able to reconstitute itself after removal of key catalysts.  The 

system also displayed areas of bistability, so the network could implement a switching function often found in 

regulatory mechanisms, structural receptors and trans-membrane communication systems.  They also confirmed 

earlier hypotheses that   efficient closure in a reaction network requires multi-functional catalysts (components) 

coupled in a particular topology.   

 

Another interesting result was that their autocatalytic model utilized components constructed by assembling 

subunits in a particular order.  In other words, there appeared to be a sequence code or potential for sequence coding 

implicit in the model as well.  

 

Engineering Biorelational Models  
Following our earlier analysis, we can relate functional architecture in engineering design to Rosen’s biorelational 

models [15].  A functional model is a description of how the components of a system cooperate to accomplish one or 

more system functions.  In engineered systems, this cooperation is indicated by flows of information and/or material 

from one component to another.  The function of each component is then identified with the transformation of inputs 

and production of outputs.  Once again we can use a directed graph with a vertex for each component and a directed 

edge for each inward or outward flow.  Most often, in functional architectures we make a further, often implicit, 

assumption that each component (vertex) has a well defined state, and that  knowing the state at each vertex, along 

with boundary conditions is sufficient to completely determine the system behavior.  For clarity we will call the 

directed graph under these assumptions a mechanistic model or more simply a machine.  Such a model is state 

based, though its state space may be large and its state transition dynamics may be complicated.  

 

 Figure 3 illustrates the mechanistic directed graph network model of the control system in Figure 1.  We see that 

there are multiple loops in the directed graph from the model through sensor tasking and observation back to the 

internal model and also through effector tasking and observation back to the model.  The arrows represent the flow 

of data, information, templates, and control from one functional node to another. 
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Figure 3. Sensor-Effector Graph 

 

What's missing are the edges of efficient implication—the open headed arrows in the biorelational model.  A 

machine or mechanistic model is a restriction of a biorelational model with a fixed state space and no efficient 

implication.  In Figure 3, all of the nodes are either fixed in their response to inputs (completely preprogrammed) or 

can only have their responses changed externally.  Implicitly in Figure 3, efficient implication, interpretation of 

function, and the functional organization of the system itself, originate externally.  This is indicated by the open 

headed arrows in Figure 4, i.e., all the edges of efficient implication originate outside the system.  They are 

unentailed or unexplainable within the system.   

 

This would correspond to a metabolic model in which all the product and reactant molecules had been identified, 

but we did not understand there was such a thing as biological catalysis.  We  could have a relatively complete 

description of the ―stuff‖ of a metabolic pathway, including all the flows and their network topology, yet without an 

understanding of the efficient topology we would be at a loss to explain the functional organization and how it is 

maintained.   

 

In a mechanistic model, the system state space, and the system dynamics are completely determined by the 

dynamics of the smallest pieces of the model and by their interaction.    As we have seen all of the efficient 

implication comes from outside the system, in this case in the definition of subsystem dynamics and interactions.  

The only place where efficient loops can be closed is external to the system.    
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Figure 4. Biorelational Sensor-Effector Graph 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Bio-semiotics 

 There has been significant activity in bio-semiotics in the past decade [16] influenced by progress in ecology 

[17], [18], system theory [19], evolutionary biology [20], and developmental biology [21].   The prefix bio is based 

on the concept (not universally accepted [6], [16]) that all semiotics must have a biological basis, and also that, no 

biological organism could function without being a semiotic system.   

Bio-semiotics is the study of signs, their referents, and their interpretation by biological systems.  It is a 

generalization of linguistic semiology, much as the linguistic approach was a generalization from the study of texts 

to the study of language.  Throughout the twentieth century, the study of signs has moved from a purely literary 

endeavor to the study of animal communication, and more recently what might be called communication at the 

molecular level.   The dynamic, context dependent, and self referential nature of the symbol, referent, interpreter 

triad is clearly relational.  The meaning does not reside in any single member of the triad, but rather it is the 

relationship between the three that distinguishes a physical process that is a symbol or a message. 

 

Pattee  wrestled with how a physical process could become information, not in the syntactic Shanon channel 

capacity sense, but in the semantic sense of information about a referent.  This is an important question for 

semiotics, biology, and as Pattee pointed out, physics and philosophy of science as well [19].  

 

 ―In other words, physical laws must give the impression that events do not have alternatives and could not be 

otherwise (Wigner 1964) [22], while informational symbolic structures must give the impression that they could be 

otherwise, and must have innumerable ways of actually being otherwise. Semiotic events are based on an endless 

choice of alternatives, not only in symbol sequences but also in codes that interpret the symbols. It is just those 

innumerable alternatives, selected by heritable propagation, that are the prerequisites for evolution as well as for 

creative thought.‖ 

 

Pattee saw this as an epistemic disagreement between the knowledge provided by physical laws vs. knowledge 

provided by symbolic rules.  It’s not that new physical laws are necessary, but rather that additional description is 

necessary.   Physical laws are always accompanied by constraints and initial conditions, which by their nature are 

neither universal nor readily compressible like physical laws   Further, whether one is modeling using physical laws 

or symbolic rules, there is always a need to draw the distinction between subject and object [23].  He viewed the 

necessary separation between the observer and the observed, the controller and the controlled, the knower and the 
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known, and even the mind and the brain as generalizations of a broader problem, the epistemic cut.  Von Neumann 

[24] raised this issue in his  treatment of the measurement problem in physics: 

 

―Measurement implies choosing explicitly where to place the cut and what to measure. In other words, we must 

be able to selectively measure something without having to measure everything. It follows that to give a functional 

result, a number of observable degrees of freedom in the measuring device must be selectively ignored. As a 

consequence of this loss of detailed information, measurement can be described only as an intrinsically irreversible 

process. That is, the record of the measurement must come after the measurement, and the process cannot be 

meaningfully reversed. On the contrary, all the most detailed fundamental physical laws are time-symmetric or 

reversible. Because of this necessary loss of information, a single formal description of the measurement device 

cannot be complete if the process is to function as a measurement.‖ 

 

Barbieri [6], [8] has made an extensive study of biological codes and the adapter molecules that translate between 

different organic codes.  Transfer RNA (t-RNA) is the classic example of an adapter molecule in the translation of a 

nucleic acid sequence into a protein with a functional three dimensional structure.  Barbieri postulated and 

documented a range of adapter molecules and extended Pattee’s analysis with the insight that in addition to laws and 

constraints, a physical theory or dynamical model is also driven by observables.  The different dynamic processes 

associated with different adapter molecules and different codes can involve new observables as well. Barieri 

identifies copying, manufacturing, organizing, communicating, and interpreting processes with associated codes, 

adapter molecules, and observables.  This is usually called code semiotics as distinguished from Pattee’s physical 

semiotics or Favareau’s sign semiotics. 

 

Biosystem Dynamics 
Ulanowicz [17] after studying biomass and energy flow in ecosystem for several decades, realized that while there 

were analogies between his ecosystem network analysis and information theoretic analysis of communication 

networks, something was amiss in how the notion of information was applied to organic system organization and 

flow [25]    Purely syntactic  communication channel analysis explicitly defines the symbols and the symbol 

probability distribution externally--it has nothing to say about the meaning of the symbols.  In fact, Shanon was 

quite explicit about removing any semantic content [26].  In the ecosystem, the symbols, their referents, and their 

interpretation are all defined within the ecosystem, yet these informational rules are not determined by physical 

laws, but as we have seen,  are more akin to initial conditions, boundary conditions, or constraints on the dynamics 

of the system.  Ecosystem models allow us to explore linkage between non-equilibrium thermodynamics, 

information theory, and biosemiotics.  In the same sense that thermodynamics is a macroscopic theory at a higher 

level of abstraction than the equations of motion of individual particles, the biosemiotic issues in an ecological 

network are not the specific metabolic dynamics of each organism, but the broader organization of steady state 

flows.  Ecosystems adapt their network flows in anticipation of external change, and by comparing the graphs of 

different steady state flow networks, we can measure the degree of adaptation and the remaining flexibility in the 

system.  These are precisely the sort of topological metrics needed in a biorelational analysis of a network. 

 

Deacon [19], [20], [27] has recently developed a theoretical construct that extends the thermodynamic definition 

of work to spatial organization of flows (morphodynamics), and functional organization of processes 

(teleodynamics).  Sustained gradients or maintained asymmetries that  keep the thermodynamic level from reaching 

equilibrium are the basis for doing work to create constraints that structure flow at the morphological level. 

Similarly, at the morphodynamic level, work may be available to the extent that flows have not reached a steady 

state.  In this case, the work of several linked morphodynamic processes can couple to create constraint at a higher 

level sustaining a self-stabilizing teleodynamic process—a process that is dynamic, interpretive, and capable of 

recognizing conditions that promote or degrade its stability. It is at this level that a system first becomes capable of 

semiosis and information can actually be about something: 

 

‖What emerges in new levels of dynamics is not any new fundamental law of physics or any singularity in the 

causal connectedness of physical phenomena, but rather the possibility of new forms of work, and thus new ways to 

achieve what would not otherwise occur spontaneously. In other words, with the emergence of new forms of work, 
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the causal organization of the world changes fundamentally, even though the basic laws of nature remain the same.‖ 

[20]  

 

Like Ulanowicz, Deacon argues that information is relational rather than physical, though it depends on physical 

objects and processes to carry and interpret it. Information depends critically on constraint, that which is absent, as 

well as what is present. Constraints and relations though not material themselves, have causal consequences on 

matter. The significant step forward is Deacon’s generalization of thermodynamic constraint and work to the 

dynamics of morphological  and self-sustaining interpretive processes.  

 

There has also been  progress in non-equilibrium thermodynamics by Niven [28] who gives a better  description 

of steady state flow systems and clarifies several problems with earlier descriptions of self organizing systems, 

dissipative systems, and chaotic systems.  In particular, Niven's approach is effective for modeling and analyzing 

Deacon's morphodynamic work.  Niven defines a potential similar to the familiar Gibbs analysis of chemical 

potential.  Gibbs potential is G/T, where G is the Gibbs free energy and T is the temperature.  This potential is the 

difference between the entropy change for a system and the entropy change of the surroundings during a change of 

state.  For a closed system, this potential is related to the maximal work that the system is capable of doing as it 

approaches equilibrium, and it is zero at equilibrium.  A similar potential can be applied to a flow system by 

considering the entropy flow of the system and the entropy flow of the surroundings.  With an externally maintained 

flow, the potential is related to the maximal work per unit flow (power-like measurement) that the system is capable 

of doing as it approaches steady state.   

 

The system entropy flow may positive or negative depending on the flow to the surroundings.  This had been an 

ongoing point of confusion between maximizing and minimizing entropy production as a driving force in  

dissipative systems and self organization.  Further, Niven points out that steady state flow systems are capable of 

having multiple steady states corresponding to an initial externally maintained flow state, so these systems show 

multi-stability and the available work depends on the steady state to which the system is heading. 

 

IV  GAPS 
 

Modeling Issues 
There are both opportunities and issues to address when we apply biorelational modeling to SOS engineering 

(SOSE).  A closed loop of efficient implication is self-referential and quite different than a closed material, 

informational loop, or algorithmic loop.  Materially it would just indicate a cycle familiar in both metabolism (citric 

acid cycle) and engineering (heat engine). Algorithmic or informational cycles can be recursive to a finite depth, but 

are once again familiar in engineering applications. Consider the M-R system of figure 2c. The efficient implication 

loop (open headed arrows) can be read as f catalyzes B, B catalyzes Φ, and Φ catalyzes f.  The closed efficient loop 

would be impredicate or paradoxical in a purely syntactic model.  In engineering terms it would read f builds 

(programs, implements) B builds Φ builds f.  This seems to imply circular definition in a purely syntactic 

mechanistic model.  For instance, f is the specification (information to implement) B is the specification of Φ is the 

specification of f--it would likely be considered an error to be corrected [29].   

 

Ambiguity as to what the system will do in a novel situation is a key characteristic of adaptive systems that 

biorelational models describe quite naturally. In biology, a closed loop of efficient implication is necessary to 

describe how meaning (semantic content) is generated within the system, for example, the meaning of the genetic 

code is interpreted via protein synthesis.  In our OODA loop example, the semantic content is generated by the 

commander who interprets the meaning of the observables.  We can always approximate the orient activity in the 

OODA loop or the internal model of any anticipatory system after the fact with pure syntax.  For a specified set of 

system functions and environmental context there is a mechanism that models the commander’s action. This is how 

foreseen contingencies are programmed into systems today.  But such simulation is always based on constraint and 

interpretation external to the system.   

 

As we have seen, when we reduce command decisions to detailed procedural descriptions or algorithmic courses 
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of action, we lose the commander’s most important capability: the ability to adapt to novel situations and use the 

system in new ways.  Similarly, if we limit our analysis of a SOS to consider only a pre-articulated state space in a 

fixed functional architecture, we lose the ability of the SOS to flexibly adapt to the commanders’ needs when 

unknowable changes occur. 

 

The major gaps in applying biorelational modeling to engineering applications are: 

 Modeling SOS efficient topology  

 Reconfiguring SOS internal models 

 Establishing SOS architectural and cost metrics for adaptability 

  

Future Directions 
We propose two biorelational research thrusts: biorelational causal loop analysis, and a cloud computing approach 

to internal model adjustment in real time.  Biorelational modeling methods allow us to analyze the topological 

structure of a SOS using graph analysis and constraint analysis to identify the loops of efficient implication.  This 

allows us to quickly identify partitioning and  reconfiguration possibilities and to map out regions of functional 

capability that are or are not ―reachable‖ for SOSE rapid response.  Further, it gives us a modeling context for 

applying biosemiotic and dynamic metrics to measure adaptability and flexibility.  As before, we cannot pre-

articulate the ways in which a system or SOS can be utilized in all situations, but we can develop in advance, the 

topological categories or the functional symmetry classes into which a functional architecture can be classified based 

on functional roles and causal constraints.  This is an analysis method that can potentially have significant impacts 

on SOS acquisition, development, and operational management in the future. 

Although anticipatory internal models cannot in principle ―contain‖ responses to unknowable observable 

combinations, within a domain of any actual observables, a state based model can be constructed to approximate the 

anticipatory model once the SOS is configured or reconfigured.  Given defined functional topology and a range of 

observable expectations, a new internal model can be built and applied.  Real time model design in a novel context 

is potentially very compute intensive.  What is required is a large number of simulation runs to optimize response of 

some number of system components by adjusting their internal models under the influence of new but previously 

unexpected observational results.  Cloud computing is a very natural technology to explore for this application, since 

it allows us to focus significant computing power  quickly to any portion of a distributed SOS for simulating and 

revising internal models 

These two research thrusts support better engineering of SOS real time response to unforeseeable changes in 

mission, threat environment, and technological opportunity. 

 

V  Application Impact 
 

Software cost modeling has successfully provided quantitative measures for schedule impact of system 

engineering effort as a function of program size, degree of assurance, and rapidity of change as shown in figure 5 

[30]. Before the success of these models, these issues were seen as purely qualitative management issues. As wee 

collect data to quantitatively model our notional sense of where the ―sweet spot‖ of architecture and risk reduction 

might be, we gain the ability to plan and manage more effectively. 

 Flexibility/adaptability metrics may be handled in a similar way once we properly define appropriate metrics.  In 

figure V1, the sweet spot is a balance between architecture and risk reduction cost vs. rework expense to achieve the 

required reliability and assurance.   
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Figure 5.  How Much System Engineering is Enough? 

 

The corresponding Figure 6 for adaptability, has sweet spots that balance the cost of architecting for functional 

reconfiguration vs. off line time and expense during operations to achieve  adaptation to unforeseen change.  There 

are several shifts in perspective in figure 6.  Instead of measuring complexity by SW size, we measure complexity 

by a Ulanowicz network functional measure of the system architecture in support of required functional roles in its 

SOS environment.  In the diagram, the multi-mission system in the SOS environment (System I) has the highest 

Ulanowicz or functional complexity metric and the single mission stand alone system (System III) has the lowest 

complexity metric.  
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Figure 6. How Much Does Adaptability Cost? 

 

These metrics are quite independent of software complexity metrics, though depending on partitioning during 

development, the functional complexity can drive software complexity. Instead of tracking rework necessary in 

system development and integration, we measure the cost of reconfiguring the system in operation.  The sweet spot 

in Figure V2 is now a trade off between the added expense of designing and implementing a system architecture 

with functional redundancy vs. cost of lost mission effectiveness and re-engineering of of adapting to unforeseen 

SOS operations. 

 

We can make these insights quantitative using the strong analogy between reliability, availability, maintenance 

(RAM) and reconfiguration, flexibility, adaptability (RFA).  RAM policy, metrics, and tools are well developed.  

Further, RAM analysis is well linked to system cost analysis and performance requirements throughout the life cycle 

[31], [32]  RAM metrics have been developed for HW and SW systems with appropriate coupling to logistics. 

 

Table 1. lists key features of  RAM and RFA.  We can leverage RAM methods, tools, and processes to rapidly 

establish  RFA methods to estimate, measure, and manage the cost of designing and implementing SOS with 

flexibility and adaptability to unforeseen changes.  The contrasts between RAM and RFA are also important.  RAM 

is something that belongs to each subsystem as implemented, and is generally aggregated for systems and multiple 

systems in a straight forward calculation.  RFA is relational and is based on the functional architecture and topology, 

i.e., how system (or SOS) components cooperate to accomplish a mission function.  RAM redundancy can and has 

provided a level of functional adaptability.  However, this adaptability presumes that prior failures have not 

―consumed‖ backup resources and that the architecture does not preclude the necessary reconfiguration.    

 

For instance, a multi-functional subsystem with redundancy, or multiple redundant resources distributed over 

multiple subsystems, provide implied functional adaptability margin. Further functional adaptation margin can be 

―manufactured in operation‖ if there is a sufficiently radical change in mission so that formerly mission critical 

functions can be cannibalized to achieve new mission priorities. The Apollo 13 example illustrated how unintended 

functional redundancy was created in an unforeseeable situation when the LEM was re-purposed for life support 
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during trans lunar flight once the lunar landing was no longer part of the mission.  

 

RAM 

(reliability, availability, 

maintainability) 

RFA 

(reconfigurability, flexibility, 

adaptability) 

Single point of failure Single functional pathway 

Implementation redundancy Functional redundancy 

Hot backup Duplicate components 

N of M backup 
Duplicate multi-function 

components 

MTBF 
Mean time between 

functional adaptations 

MTR Mean time to adapt 

LRU 
Line functional unit  

(facilitated variation) 

Availability Adaptability (Ulanowicz) 

 

Table 1. RAM vs. RFA 

RFA is always measured in terms of a new system context relative to a prior or reference functional architecture. 

However, should the implicit subsystem function or the overall system functional context shift in an unforeseen 

way, the precise RFA is indeterminate until that new functional context is defined.  This reflects the impredicate or 

circular nature of relational modeling.  This indeterminacy is neither a logical inconsistency nor a paradox--it is a 

proper reflection of the reality illustrated with the Apollo 13 example.  In an unforeseen context, mission priorities, 

and system functions can change so radically that formerly mission critical subsystem are cannibalized to meet new 

and previously unknowable needs.  Yet, relative to the base architecture we can articulate the degree of functional 

redundancy, and/or the amount of functional performance margin that can be given up to provide flexibility for 

foreseen contingencies and adaptation to unforeseen possibilities. This is very much along the lines of an RAM 

calculation, but from a functional point of view.  

 

In summary, using biorelational modeling we can more effectively design, cost, and implement engineered 

systems that can adapt to unforeseen contingencies.  The existing gaps between current practice in engineered 

systems and state of the art in theoretical biology can be addressed with modest research investments.  Further, it 

appears that rapid reprogramming of SOS internal models is an excellent application for cloud computing.  Finally, 

the precedent of successful SW cost estimation, and the effectiveness of RAM methodologies gives us a reasonable 

basis for estimating cost, schedule, and operational impact of designing for adaptability 
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