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FOREWORD

The research described in this report was performed at the Naval Air Warfare Center Weapons Division during fiscal year 2006 as an attempt to apply swarm-based algorithms that were previously tested in simulation to hardware. The effort was supported by 6.1 funds from the Office of Naval Research, Code 03R.

The report was reviewed for technical accuracy by Sam Ghaleb.
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Experimental results indicate that network formation occurs, on the average, in less than 25 seconds for a six-node robotic swarm. Thus our framework provides an economical, simple, quick, and reliable way of investigating the interaction among the mobile nodes of a robotic swarm using embedded algorithms.
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INTRODUCTION

A controllable swarm of autonomous vehicles is a highly desirable tactical force. Vehicles in a swarm are extremely versatile, and can be customized to perform a variety of functions efficiently. They can make decisions autonomously based solely upon local sensing and peer-to-peer communications. Their autonomy allows for reduced reliance on communications between the swarm and the operator controlling the swarm, which in turn allows the operator to easily manage a large swarm of vehicles without the need to micromanage individual units. Swarms of autonomous vehicles are, in general, highly redundant and consequently able to survive their working environment. There is no hierarchical command and control structure, and therefore no common mode failure point or vulnerability. A swarm is also scalable; concepts that apply to a small swarm apply to a very large swarm because the maximum number of neighbors a unit can have is physically constrained. Due to the simplicity and small size of the components of a swarm, overall costs can be lower than a single large unit designed for the same task.

PURPOSE

In this paper we present an economical, reliable, and low-complexity framework for implementing swarm-based algorithms in small, autonomous, ground robots. We also present experimental results on two types of swarm-based algorithms: network formation and target-weapon pairing. These algorithms were previously used successfully in computer simulation of large numbers of weapons engaging many highly maneuverable targets (Reference 1), so there was interest in determining the feasibility of using them in actual hardware.

The Swarm Robotics Laboratory was established at the China Lake Naval Air Weapons Station for the purpose of testing and demonstrating swarm algorithms using hardware instead of computer simulation. Assumptions that hold true for computer simulations are often proven false when applied to hardware. In the interest of developing a product (a weapon system), the Swarm Robotics Lab is attempting to provide an intermediary step between simulating an algorithm in software and implementing it in a weapon system. With the application of simulation methods to an intermediate hardware test system, the methods can be adapted to work properly with hardware inconsistencies and real world variables so they then may be incorporated into a prototype weapon system.

RELATED WORK

Two academic institutions, CalTech and UCLA, have established robot laboratories on which we loosely have based our own. CalTech has a Multi-Vehicle Wireless Testbed (Reference 2) for investigating motion planning methods based on cooperative swarming
models and virtual potential functions. However, their testbed is very costly, using four cameras and several image processing boards to implement the overhead vision tracking system and robots consisting of a Pentium III laptop computer mounted on a chassis with two ducted fans to propel the vehicle.

The Applied Mathematics Laboratory at UCLA uses a Micro-Car Testbed (Reference 3) for implementing a UAV-routing algorithm. Their testbed is based on the one constructed at CalTech, but uses only two cameras to implement the overhead vision system, which keeps the cost of the system low. The micro-cars are controlled via RF link by a dedicated computer that uses information from the overhead vision system to determine how to move the cars around the arena. Moving the on-board processing to a dedicated off-board computer to control the cars allows the construction of the cars to be very simple and inexpensive. However, the micro-cars are controlled entirely by the central computer, eliminating their autonomy.

Our laboratory attempts to implement the best aspects of both CalTech and UCLA Labs. The idea was to keep the cost and complexity of our framework low while allowing for future expansion when the funds became available.

OVERHEAD VISION TRACKING SYSTEM

The overhead vision tracking system consists of a monochrome camera equipped with a 64 degree field-of-view (FOV) lens mounted at a height of 10 feet above the floor, which yields a visible region of approximately 12.5 feet x 9.4 feet, the entire arena. Each robot in the arena is uniquely identified using a 6-inch x 8-inch barcode attached to its top. Arena video is collected at 30 frames per second and streamed via FireWire to a 2.2 GHz Dell desktop PC running Windows 2000. The computer processes the video to identify the position and orientation of each barcode. Barcode position and orientation are encoded in a global positioning system (GPS) data packet that is sent over an RS232 serial interface to an RF transmitter that broadcasts the data packet over the arena. Due to limitations in transmitter bandwidth and robot microprocessor speed, the GPS data packets are sent at a rate of 2 packets per second per robot, so that in an arena occupied by a maximum of 10 robots the packet transmission rate is 20 packets per second. A receiver on each robot intercepts the RF transmission and the data is sent to the robots’ microprocessor, which decodes the packets to obtain the positions and orientations of all the robots in the arena. Since each robot now possesses information about the position and orientation of all the other robots in the arena, we have effectively achieved distributed information sharing (which is essential for robot cooperation) without actually having to implement robot-to-robot communications. Thus, the vision system provides both a GPS localization signal and a means for easily emulating peer-to-peer network communications. See Figure 1.
ARENA

The arena is approximately 12.5 feet long along the y-axis and 9.4 feet wide along the x-axis. Black rubber matting covers the floor of the arena to reduce the glare from overhead lighting and to improve the traction of the robots. A 1/4-inch CCD, progressive scan monochrome camera (DMK 21F04) suspended from the ceiling provides visual coverage of the entire arena that is sent at 30 frames per second to the computer that serves as control console. The camera focal-plane-array (FPA) is 640 x 480 pixels. When equipped with a 1/3-inch format lens (L28CSWI) the camera provides a nominal FOV of 68 degrees along the y-axis of the arena, though the actual value is about 64 degrees.

UNITS OF MEASURE

With the relative sizes of the arena and the camera field of vision, there are approximately 4.3 pixels per inch. Due to camera lens barrel distortion, this number varies slightly from the edges of the image to the center; however, the difference is negligible because the resolution varies by no more than 10 percent across the entire image. Given that the y-axis of the arena covers 640 pixels, and that a robot’s y-axis position must fit into an 8-bit data type, the use of pixels as coordinates to represent position proved ineffective. In order to represent each coordinate in a single byte and thereby minimize transmission time, the pixels were scaled so the total arena length could
be represented as 256 units. The resulting unit is referred to as a “dot.” Therefore the arena size is 256 x 192 dots, where one dot is approximately 0.6 inches or 3 pixels.

**ROBOTS**

Our robots are modified Parallax BOE-Bots®. The unmodified BOE-Bot is available from Parallax for approximately 170 dollars. Two continuous-rotation wheel servos allow for variable speed movement in forward and reverse directions, scalable turns, and stationary pivots. At full speed, the robots are capable of moving approximately 6 inches, or 10 dots, per second. In place of the default Basic Stamp™, a Javelin™ microcontroller with more onboard memory was installed. A separate circuit board added to the front of the robot supports a speaker which relays audible error messages and system feedback, a 555 timer circuit which provides the robot with a unique identification, an array of three ultrasonic rangefinder modules which can detect obstacles to the nearest inch, and an Abacom AM-RTD-0315 RF Receiver which wirelessly receives position and command data from the control console. With the demands of the additional hardware, a battery pack was designed to support eight AA rechargeable batteries. A robot can run continuously on a single battery pack for several hours before a decrease in voltage causes a negative impact on performance. The total cost for robot and additional hardware is approximately $350. See Figure 2.
BARCODES

Each robot is equipped with a barcode for identification of an individual robot, its spatial position, and its heading. The barcode consists of a white card with a series of black squares against one end of the card. Each of these cards has a unique number of squares, from one to ten. A robot’s identification number is represented by the quantity of squares on the card. Additionally, a robot’s current angle of orientation is determined by the edge of the card closest to the arrangement of squares. For this reason, there can be no robot with a zero for identifier; such a robot would have no information regarding its current heading. A robot’s position within the arena is determined by the location of the center of the card’s area. See Figure 3.

IMAGE PROCESSING MODULE

The video stream is refreshed at a frequency of 30 Hz and is analyzed by image processing software (OpenCV), which first locates all white rectangles in the arena in terms of the x- and y-coordinates of their centers. Then the software determines the number of black squares within each rectangle, thereby establishing each robot’s identity and position. Based on the center of gravity of the squares in relation to the center of the rectangle, the software can determine the heading of each robot. Finally, the image-processing module passes the robot ID, the x- and y-coordinate position, and the heading angle for each robot to the serial port driver.
SERIAL PORT DRIVER

The serial port driver sends the data packet to an RF transmitter. The data is formatted in 6-byte packets. The first byte contains a four-bit representation of the robot ID. The second and third bytes contain the x- and y-coordinates. The fifth byte carries heading angle information. The checksum for this packet is held in the fourth byte. The sixth byte is always zero to indicate the end of the packet.

COMMUNICATIONS

Current communication protocol in the arena can support up to ten robots. Communication serves a threefold purpose. First, it simulates GPS, permitting each robot to know its own location. Secondly, it simulates peer-to-peer communications, permitting each robot to know the other robots’ locations. Finally, it allows the human operator to send commands to the swarm, or to individual robots.

TRANSMITTER

An Abacom AM-RTD-0315 RF Transceiver connected to the serial port transmits GPS and command packets to the swarm. Operating at a frequency of 315 MHz, the transceiver is capable of data transmission rates up to 10 Kbps, and an output power of 1 mW.

RECEIVER

Robots are equipped with an Abacom AM-RTD-0315 RF Transceiver for receiving GPS and objective information from the control console. The Javelin microcontroller has a 256 byte UART buffer for receiving the data from the RF receiver. Although the UART is capable of more than 9600 baud, continuous transmission of data at this rate causes the buffer to overflow. Native software on the Javelin microcontroller could not process the incoming data fast enough to keep the buffer from exceeding its capacity. As a result, the protocol was modified to transmit data in short 500 mS increments while maintaining 9600 baud within each increment. The result is a data transmission rate of 2 packets per second per robot. To prevent buffer overflow the maximum data rate was set at 20 packets per second, which allows a maximum of 10 robots to occupy the arena simultaneously. However, due to susceptibility of the AM transceivers to interference from the servos and other external noise sources, the arena ideally supports six robots.
SWARM CONTROL SYSTEM

In addition to transmitting GPS packets, the vision system computer doubles as a control console, which transmits high-level objectives to the robots in the form of a 6-byte command packet. These objectives are entered using the graphical user interface and are received and interpreted by the robots which, in turn, execute the objective autonomously using an on-board software algorithm.

GRAPHICAL USER INTERFACE (GUI)

The graphical user interface, as illustrated in Figure 4, allows an operator to monitor and coordinate the robots and to establish manual control if necessary. Either the raw camera image or a filtered image can be displayed in the GUI window, showing the locations of the robots within the arena. The robot identification number and the most recent command sent to that robot are shown for each robot. The interface allows a variety of objective commands to be queued for transmission to a robot: multiple waypoint movement, pursuit and interception of other robots, stationary tracking of another robot, and target and weapon designations for target-weapon pairing studies. Manual control of forward and reverse motion, as well as rotation, is available for individual robots, however this is merely a convenient way of controlling a robot that has inadvertently moved outside the arena, not for remotely controlling the members of the swarm. In the same manner as the GPS data, the commands are sent via the RF transmitter in 6-byte packets. The first byte represents the robot ID number. The second byte specifies which objective the robot should execute while the third and fifth bytes serve as parameters for a particular objective. The interface also allows creation of a log file of all robot locations during the duration of a test, so that trajectories can be plotted in post-test analysis.
ROBOT AUTONOMOUS CAPABILITIES

While each robot receives its objective from the GUI, it interprets and executes that objective autonomously using serial multi-tasking. One task checks the UART buffer for a new packet (either GPS or Command) and extracts the individual bytes, while the other executes the extracted command or updates the robot with the extracted GPS data. For a movement command, the robot calculates the relative angle measure between its current heading and the destination and then adjusts its course appropriately by scaling the speed of one of its wheel servos. A wheel servo moves full speed forward when the angle difference is close to zero and decrements to a full stop as the angle difference approaches 45 degrees, resulting in a turn. As the angle difference approaches 90 degrees, the servo increases speed in the reverse direction, with angle differences of greater than 90 degrees causing a full stationary pivot. This method also allows for minor course corrections to counter inconsistencies in the wheel servo calibration. In a pursuit situation, the robot
continuously calculates its trajectory from the GPS coordinates of the robot it is following and adjusts its movement accordingly.

COLLISION AVOIDANCE

Collision avoidance is a necessary component of swarm behavior. Robots must be able to move simultaneously in a group formation without interfering with each other. With the angle and distance to an obstacle, a robot is able to adjust its course to navigate smoothly around the obstacle with minimal divergence from its course, even if the obstacle is also in motion.

NETWORK FORMATION

Network formation allows a robotic swarm to arrange itself into a stable and uniform configuration. The formation of a network occurs through the use of separation and cohesion. This effect is achieved with “virtual coupling”, a virtual system of spring forces that connect a robot with all other robots within its “local neighborhood” or immediate surroundings. A rest distance is established within the equation representing the spring in a non-compressed state that serves as the desired spacing between any given robots. When two robots are closer to each other than the rest distance, the spring is compressed and the resulting force pushes the robots apart. Conversely, when two robots within a local neighborhood are farther apart than the rest distance, the elasticity of the spring pulls the robots closer together. When properly balanced, the system of connections between the individuals in a group of robots forces the robots to arrange themselves in a cohesive, equidistant arrangement, typically a series of equilateral triangles, as shown in Figure 5. Network formation occurs in two cases: convergent and divergent.

FIGURE 5. Stable Network Formation.
CONVERGENT NETWORK FORMATION

In the convergent case, the robots begin separated from each other and converge toward the center of the arena. As the robots approach the center of the arena, they begin to enter each other’s local neighborhoods and alter their respective courses. An ad-hoc network forms near the center of the arena as the robots’ virtual springs reach their rest distances. The total network formation time is comprised of not only the time for networking, but also the transit time as the robots proceed toward the center of the arena. Refer to Figure 6 box plots (Reference 4) for observed convergent network formation times for two to six robots. Each box plot represents ten trials.

DIVERGENT NETWORK FORMATION

In the divergent case, the robots begin in a closely spaced cluster and diverge to form an ad-hoc network, due to the repulsion caused by the compressed virtual spring network. The total network formation time is representative of time to form a network because the robots begin within each other’s local neighborhood and, as a result, there is no independent transit time. Refer to Figure 7 for divergent network formation times for two to six robots. Each box plot represents ten trials.

TARGET-WEAPON PAIRING

Consider the asymmetric multi-assignment problem, where we want to assign $n$ weapons to $m$ targets. Each weapon is capable of intercepting no more than one target; however each target may be attacked by more than one weapon. The probability that a weapon can intercept a target is used as the cost benefit for pairing weapons with targets. A table of probabilities is generated for every possible target-weapon combination and the goal is to determine the optimum target-weapon assignment.

SOLUTION TO THE ASYMMETRIC MULTI-ASSIGNMENT PROBLEM

Once a table of possible target-weapon intercept probabilities is generated, an assignment algorithm is used to maximize the global probability of intercepting all targets. The actual linear programming problem to be solved is

$$\text{maximize } \sum_{i,j \in A} a_{ij} x_{ij}$$
subject to

\[ 1 \leq \sum_{j \in A(i)} x_{ij} \leq \alpha_i \quad \forall i = 1, \ldots, m \]
\[ \sum_{i \in B(j)} x_{ij} = 1 \quad \forall j = 1, \ldots, n \]
\[ 0 \leq x_{ij} \quad \forall (i, j) \in A \]
\[ \sum_{i=1}^{m} \alpha_i \geq n \]

where

\[ x_{ij} \] = decision variable (0 or 1)
\[ A(i) \] = set of weapons to which target \( i \) can be assigned
\[ B(j) \] = set of targets to which weapon \( j \) can be assigned
\[ A \] = set of all possible pairs \((i, j)\)
\[ a_{ij} \] = probability of weapon \( j \) intercepting target \( i \)
\[ \alpha_i \] = upper bound on the number of weapon to which target \( i \) can be assigned
\[ m \] = total number of targets
\[ n \] = total number of weapons

This problem states that the global probability of intercept must be maximized, while ensuring that every target \( i \) is assigned to at least one weapon, but no more than \( \alpha_i \) weapons, and every weapon \( j \) is assigned to exactly one target. Because \( \alpha_i \) is an upper limit on the assignment, this is a constrained multi-assignment problem. To generate an unconstrained multi-assignment problem, let \( \alpha_i \to \infty \).

Using duality theory, the unconstrained multi-assignment problem becomes

\[ \text{minimize} \quad \sum_{i=1}^{m} \pi_i + \sum_{j=1}^{n} p_j + (n-m)\lambda \]

subject to

\[ \pi_i + p_j \geq a_{ij} \quad \forall (i, j) \in A \]
\[ \lambda \geq \pi_i \quad \forall i = 1, \ldots, m \]

where

\[ \pi_i \] = profit of target \( i \)
\[ p_j \] = price of weapon \( j \)
\[ \lambda \] = maximum profit
One method of solving the unconstrained multi-assignment problem is the forward/reverse auction algorithm proposed by Bertsekas (Reference 5). Because the robot’s microprocessor does not have the required memory capacity or computational capability to run the auction algorithm, it is instead implemented on the computer and the results of the assignment are then transmitted to the robot. See example of asymmetric unconstrained multi-assignment using four weapons and two targets in Figure 8.

FIGURE 8. Four vs. Two Target-Weapon Pairing.

PURSUIT AND INTERCEPT

Once targets have been assigned to available weapons, two methods are possible for weapon guidance. A weapon can pursue the target, continuously directing itself toward the target’s current location. A weapon can also attempt to intercept the target, to direct itself toward the position where the target will hypothetically be located at the time the weapon will reach that position.

PURSUIT

In pursuit mode, the weapon will always move toward the target’s current location. By definition, a weapon in pursuit mode will typically achieve a condition where it is approaching the target from behind. If the target is moving on an orthogonal vector to the weapon, the weapon will ultimately execute a broad arc at the expense of time and energy. See Figure 9.
INTERCEPT

With the intercept navigation system used in the arena, weapons calculate the target’s current trajectory using its previous and current positions. Using the calculated speed of the target and its own speed, the weapon determines the probable intercept location and adjusts its trajectory, minimizing the time from assignment to target intercept. See Figure 10.
SUMMARY AND FUTURE WORK

With improved hardware, the capabilities and versatility of our framework could be extended. Servos or motors with accurate calibration methods and integrated encoder hardware would improve the accuracy of robot trajectories. More capable processors would allow for parallel multi-tasking, faster communication, and the potential for more complex calculations. This would allow the use of navigation and avoidance using virtual potential fields (Reference 2). Better communication modules would enable peer-to-peer communication, allowing robots to communicate their current status and location with each other and the control console. A variety of different algorithms could be implemented and tested using the upgraded framework, such as those used by Spears, et al (Reference 6). Additionally, there is an interest to apply these concepts to a three-dimensional environment with airborne test modules, such as UAVs, helicopters, or blimps.

FIGURE 10. One vs. One Intercept Mode.
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