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Abstract 
 
Carnegie Mellon and Cornell Universities collaborated to investigate the behavior of 
microstructurally small cracks under cyclic loading with the aim of improving our understanding 
of the substantial fraction of fatigue life occupied by the crack initiation phase.  Heavy use was 
made of advanced tools such as High Energy Diffraction Microscopy (HEDM) for 3D mapping 
of microstructures in the materials of interest, namely Ni-based superalloys such as LSHR and 
René88DT.  We worked closely with partners at AFRL and GE Global Research to obtain 
suitable specimens for characterization and simulation.  LSHR samples with multiple 
microcracks provided valuable information that established that fatigue cracks start on or close to 
coherent twin boundaries ("annealing twins") in large grains where the twin-parallel slip systems 
are well aligned with respect to the loading direction.  This conformation was then tested via 
finite element simulation to determine which criterion could be most reliable for predicting the 
development of microcracks.  By employing a constitutive relation that accounts for the effect of 
plastic deformation gradient, which arise from accommodating the evolution of slip close to twin 
boundaries.  The results show that simulation can effectively reproduce the concentration of slip 
parallel to twin boundaries that is characteristic of crack initiation.  Some work was also 
performed to determine the appropriate size of a simulation volume when a particular location in 
a sample is known to be of interest.  In the example of the HEDM image of LSHR, the size of 
the volume around the location of a microcrack was investigated with the result that for 
convergence of the elastic stress (and strain) fields, more than 250 grains around the microcrack 
needed to be included in the simulation volume. 
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1.  Introduction 
 

1.0 The Project 
 
The focus of this DCT project was on quantifying the origins and growth rates of 
microstructurally short fatigue cracks.  It aimed to provide quantification of the variability of 
fatigue lifetime in aircraft components, which is associated with the early stages of fatigue crack 
growth (Newman, 2000).  Work started at the end of summer 2010 with bringing graduate 
students on board at both CMU and Cornell.  We partnered with both AFRL (Reji John, Sushant 
Jha, and Ravi Chona) and with General Electric Research (principally Tim Hanlon, Jim Laflen 
and Adrian Loghin, with occasional interactions with Andrew Deal and Deb Whitis).  The effort 
at CMU focused on characterization of a nickel-based superalloys, both LSHR (from AFRL) and 
Rene 88DT (from GE), as well as synthetic 3D microstructures for use in simulation. Cornell 
used information provided by CMU such as the synthetic microstructures, or parts of measured 
microstructures to perform simulations that aimed to replicate the observed behavior and thereby 
develop the micromechanics models needed for quantification of short fatigue crack behavior. 
 

1.1 Prior Work by Other Researchers 
 
A number of researchers have considered the question of the unexpected initiation of cracks 
along twin boundaries in fcc metals.  Neumann and coworkers have developed a simplified 
model to calculate local stress concentrations near twin boundaries in stainless steel, based on 
elastic stress incompatibilities across the boundaries (Neumann and Tonnessen, 1987; Heinz and 
Neumann, 1990; Neumann, 1999).  Their approach was limited in the ability to measure grain 
orientation for the number of grains which are readily characterized using current techniques; 
however, they report a high success rate in predicting whether or not a crack might develop.  
Their stress analysis was, however, purely analytical and did not take into account a full, realistic 
polycrystalline structure. 
 
Laird and colleagues have also addressed the role of annealing twin boundaries in fcc materials, 
considering both compatibility stresses and also TEM studies of persistent slip bands (1992, 
1997).  This work follows up on the proposal by Thompson that local changes in the dislocation 
structure in the vicinity of twin boundaries could be responsible for their susceptibility to 
cracking, as opposed to the stress incompatibility models of Neumann, et al.  These studies, it 
should be noted, have all focused on fcc materials subjected to high-cycle fatigue loading. 
 
Aubin and coworkers have performed an analysis of microcrack initiation in austenitic stainless 
steel subjected to low-cycle fatigue (2008, 2009, 2010).  Although initiation along twin 
boundaries accounts for only a small portion of initiation sites in these specimens, their studies 
include an analysis of Schmid factors similar to that presented later in this document.  This 
analysis is however limited to crack-initiating grains, and not the larger distributions presented 
below. 
 
More recent work by Pollock, Jones and coworkers has involved TEM studies of René88DT 
subjected to ultrasonic fatigue tests (2009, 2012).  Their work points to the importance of Σ3 
grain boundaries in large grains with high Schmid factors, with nearly all cracks occurring at 



3 
 

such locations within the microstructure.  More specifically, their work points to crack initiation 
occurring close to, but not at the grain boundaries, with evidence of precipitate shearing within 
approximately 100 nm of the actual boundaries, which they interpret as evidence of cyclic strain 
localization. 
 
2.  Characterization 
 

2.1 Material and Fatigue Testing 
 

Fatigue specimens were provided courtesy of the Air Force Research Laboratory of Wright-
Patterson Air Force Base, Dayton, Ohio.  The material for test specimens was provided to AFRL 
via NASA. 
 
The specimens are 3 mm wide, flat dog bone samples of the advanced disk superalloy LSHR 
(low solvus, high refractory).  The nominal composition of LSHR in weight percent is 3.5Al, 
0.03 B, 0.03C, 20.7Co, 12.5Cr, 2.7Mo, 1.5Nb, 1.6Ta, 3.5Ti, 4.3W, 0.05Zr, balance Ni (Gabb et 
al., 2005).  The processing consisted of atomization in argon, with atomized powder being 
passed through screens of -270 mesh to give powder particle diameters of no more than about 55 
μm.  The powder is then sealed in a stainless steel container, hot compacted, and extruded at a 
reduction ratio of 6:1.  Rods of 0.5-inch diameter and about 6-inch length were induction heated 
in the middle region above the gamma prime solvus temperature to produce a supersolvus, 
coarse grain structure.  Thin (approximately 1 mm thickness) specimens were then EDM- 
machined from these rods.  Average grain size in the coarse-grained and fine-grained regions 
were approximately 23 μm and 4 μm respectively.  A backscatter electron image of the 
microstructure showing gamma prime, as well as an example of a surface microcrack, is depicted 
in Figure 2.1. 
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Figure 2.1.  Backscatter electron image of a surface microcrack, also depicting gamma prime 
size and distribution. 
The test specimens were fatigued in tension-tension under conditions sufficient to generate 
surface cracks (test parameters are given in Table 2.1).  One of the test specimens was sectioned 
in support of efforts to characterize and analyze the three-dimensional microstructure. 
 

Table 2.1 Fatigue test parameters 
maximum stress  1050 MPa  
stress ratio, R  0.05  
frequency  10 Hz  
temperature  23 ◦C 
number of cycles, N  37,500  

 
2.2 Characterization 

 
2.2.1 Automated EBSD and High Energy Diffraction Microscopy 
 

Automated electron backscatter diffraction (EBSD) and high energy diffraction microscopy 
(HEDM) were used to characterize the samples. EBSD is a now-standard technique performed in 
the SEM to probe the surface of a specimen and provide lattice orientation information, or Euler 
angles, on a regular, discrete grid.  All of the 2d analysis was based on EBSD surface mapping.   
HEDM is a much newer technique which takes advantage of the very high-energy x-rays 
available from a synchrotron source, in this case the Advanced Photon Source (APS) at Argonne 
National Laboratory (Suter et al., 2006 and 2008, Lienert et al., 2007).  In HEDM, the sample, 
with approximate cross-sectional diameter of 1 mm, is probed by a focused high-energy x-ray 
beam.  The typical collimated beam height is 4 μm, with a beam width sufficient to illuminate 
the entire cross-section as it moves through 180◦ of rotation about the vertical axis.  The 
experiment involves the collection of a series of diffractograms by a near-field detector, first 
with a well-characterized calibration specimen, then with the sample.  For each layer, 180 
images are collected, each one as the sample sweeps through a one-degree rotation, for each of at 
least two detector distances. 
 
The actual reconstruction of the three-dimensional orientation map relies on a forward modeling 
algorithm.  The experimental setup is simulated by the reconstruction software, including the 
beam, sample and detector, using optical parameters determined from the calibration specimen 
data, and later refined by the algorithm.  The process involves creating a sample grid, and 
simulating the diffraction due to any one voxel, for the entire crystallographic orientation space.  
The simulated diffraction is compared to the actual data and a best fit selected.  This is a 
computationally intensive, but readily parallelized operation, and one for which the resulting 
indexed orientations are highly overdetermined.  The end result is an orientation map with high 
angular resolution (approx. 0.1◦). 
 
The large-area EBSD mapping of these surface cracks provided the orientation information 
necessary for both the boundary analysis, a description of which follows, and as input for the 
elastic FFT simulation.  The spectral method is an alternative to finite element modeling, used in 
this instance because of its convenience and speed.  The FFT-based elastic simulation code was 
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developed by R. Lebensohn (2001), based upon a simulation model developed by Moulinec and 
Suquet (1998) for the analysis of composite structures.  This simulation approach was adopted in 
the present study due to a number of important features.  First, most characterization techniques 
yield microstructural data on a discretized grid.  The FFT-based approach takes an orientation 
map as direct input, precluding the need for a mesh generation procedure as with finite element-
based simulations.  In addition, improvements in characterization techniques, specifically in 3D 
characterization, have led to increasingly large datasets requiring more efficient simulation 
techniques.  The FFT-based approach is much less computationally intensive, with results which 
have been shown to compare favorably to finite element simulations (Prakash and Lebensohn, 
2009).  The simulation of elastic stress response imposes a strain boundary condition, and the 
reported stress values will of course depend on the amount of strain.  As it is a purely elastic 
calculation with no regard for the yield stress, the relative values of stress on different systems, 
as affected by the elastic anisotropy, are of importance rather than the absolute values. 
 
2.2.2 Segmentation and smoothing 
 

The boundary analysis consists of grain identification using the commercial TSL EBSD analysis 
software, followed by smoothing of boundary segments using in-house code which also 
segments boundaries by type according to their coincident site lattice (CSL) Σ designation.  The 
Σ3 boundaries were further sorted into a list of likely coherent boundaries by calculation of the 
surface trace normal. 
 
The code used for boundary smoothing and segmentation was developed by Lee, and the 
particular approach used here was adapted from that used in the analysis of heterophase 
interfaces, as described by Lee et al (2012).  The smoothing of boundaries uses a two-
dimensional version of a 3d marching cubes algorithm (Lorensen et al., 1987).  To summarize, 
the algorithm first identifies nodes and edges within the structure, then attempts to approximate 
the boundary shapes by smoothing the edges while maintaining local curvature between the 
nodes. 
 
2.2.3 Σ3 and coherent Σ3 identification 
 

The Σ3 designation is notation derived from the CSL model for the description of grain 
boundaries.  The coincident site lattice model is one attempt at explaining the properties of 
various ‘special’ boundaries, in a variety of contexts.  Here it is simply important to note that the 
model derives from the notion that grain boundary properties are influenced by the structure at 
grain boundaries, with a high degree of atomic coincidence across a boundary expected to 
correlate with properties such as low interfacial energy and resistance to cracking.  Boundaries 
which have an axis-angle misorientation relationship of 60◦, about a common [111] rotation axis 
expressed in the crystal coordinates of the misoriented grains, are Σ3 boundaries. 
 
Although identifying a Σ3 misorientation relationship is relatively straightforward using the 
Euler angles of an orientation map, the further segmentation by coherent Σ3 boundary requires 
the boundary surface trace obtained via the smoothing operation.  Grain boundaries can be 
described not only in terms of misorientation (either a 1-parameter angle description, or a 3-
parameter axis- angle relationship), but also by the characterization of the boundary plane as 
well.  Although reliably characterizing the boundary plane requires a three-dimensional 
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orientation map such as the HEDM technique described above, we can identify likely coherent 
boundaries using only a 2d orientation mapping. 
 
The orientation of the boundary plane distinguishes a coherent Σ3 from a Σ3.  The coherent 
boundary can be visualized as a pure twist relationship between grains.  The common [111] 
crystal axis, about which one lattice appears rotated by 60◦ relative to the other, must be 
perpendicular to the plane of the boundary.  This is in contrast to a pure tilt boundary, for 
instance, for which the [111] direction of each crystal lies within the plane of the grain boundary.  
In that case the boundary plane might be inclined in a variety of different orientations, and 
combinations of pure twist and pure tilt are of course also possible.  But the pure twist, coherent 
boundary is a clear, fixed relationship which results in excellent atomic coincidence and low GB 
energy. 
 
The test for coherency can then be visualized by considering a surface trace vector, v, and the 
direction of the common [111] misorientation axis, n.  Mathematically, the grains and surface 
trace must satisfy the condition v · n = 0, or more specifically, v · n ≤ cos(90 − θ), where θ is 
some angular threshold value.  Although the boundary surface trace does not provide information 
about the inclination of the boundary beneath the surface, this criterion does at least allow us to 
identify candidate coherent boundaries, which have generally been referred to as coherent 
boundaries throughout this document. 
 

2.3 Results and Analysis 
 

The observed microcracks occur along likely coherent Σ3 boundaries, oriented favorably for slip 
as indicated by relatively high Schmid factor values.  Such boundaries have surface traces 
inclined at nearly 45◦ relative to the tensile direction of the fatigue test.   Figure 2.2 depicts one 
of the cracks, and the corresponding EBSD map appears in Figure 2.3, with the horizontal 
direction corresponding to the specimen tensile axis. 
 

 
Figures 2.2 (left) and 2.3 (right). BSE image of a microstructurally small fatigue crack, together 
with the corresponding EBSD orientation map of the region surrounding this crack. 
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2.3.1 Σ3 content 
 

The specimens have a relatively high fraction of twin boundaries, or boundaries for which the 
calculated misorientation relationship is 60◦ about a common [111] direction in the crystal 
coordinates of misoriented grains, with Σ3 boundaries making up 40% of all boundaries by 
length fraction, and 75% of these identified as coherent Σ3 boundaries (or 30% of the total length 
fraction). 
 
2.3.2 Boundary length 
 

The boundary smoothing procedures results in a list of grain boundary segments, each containing 
the grain ID number of the left- and right-hand grains which make up that segment.  Segments 
having the same left- and right-hand grain IDs were summed together to give boundary lengths 
throughout the microstructure.  The distribution of boundary lengths, specifically of coherent Σ3 
boundaries, for the combined surface orientation maps, is plotted in Figure 2.4, with microcrack 
boundaries denoted by vertical lines.  Note that the microcrack boundaries lie near the upper tail 
of the distribution. 

 
Figure 2.4. Cumulative probability plot of coherent Σ3 boundary length distribution, with 
microcrack boundaries indicated by vertical lines. 
 
2.3.3 Resolved shear stress analysis 
 

As described above, the Schmid factor is a purely geometric factor relating grain orientation to 
the loading direction or sample orientation, as a sort of first-order quantification of the likelihood 
for crystallographic slip.  In a polycrystalline material, each grain is influenced by its neighbors 
such that the stress state cannot be assumed to be constant throughout the material.  Other 
researchers often refer to the potential influence grain neighbors to explain material response to 
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cyclic loading.  Given the relatively large fraction of boundaries which satisfy the first criterion 
for microcrack initiation, i.e. a coherent Σ3 misorientation relationship, and the low incidence of 
actual microcrack initiation, the phenomenon must be strongly influenced by other 
microstructural features.  Microcrack initiation sites have clearly undergone localized plastic 
deformation in response to some sort of local stress concentration.  In order to quantify this 
interaction, we consider the actual stress state in these grains by simulating the full-field 
anisotropic elastic stress response.  In addition to the geometric Schmid factor, the simulation 
allows for a calculation of resolved shear stress distributions throughout the orientation map.  We 
calculate the shear stress as resolved along coherent Σ3 boundaries, for slip systems in slip 
planes parallel to the boundary, for each of the crack boundary-neighboring grains. 
 
The stress field components were then averaged to give a single set of values for each grain.  
These grain averaged stress field components are then combined with the smoothed and 
segmented boundary segment information to calculate RSS values.  The RSS calculation is R S S 
= ˆb · σ · nˆ, where b is the slip direction, σ is the stress tensor, and n is the slip plane normal.  
Figure 2.5 is a cumulative probability plot of maximum RSS values in Σ3 boundary-adjacent 
grains.  The RSS values were calculated using the grain-averaged stress matrix values resolved 
onto the three slip systems within the (111) crystallographic plane coherent with each Σ3 
boundary.  For each such boundary in the micrograph, a maximum RSS value was selected from 
the set of three values from each of the grains forming the boundary.  Of note in this figure is the 
large number of grains with a higher probability of simulated RSS values in excess of the 
microcrack neighbors.  Although a full-field simulation of the elastic stress response does 
indicate relatively high RSS values for crack-adjacent grains in a few instances, there is a broad 
spread of RSS values even for a small sampling of cracks. 

 
Figure 2.5. Cumulative probability distribution of maximum calculated resolved shear stress 
values on coherent Σ3 boundary-parallel slip planes. 
 
Compare this distribution to that for the coherent Σ3 boundary lengths, and it is clear that there is 
a narrower spread of length values, with microcrack boundaries falling closer to the upper tail of 
the distribution. 
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3.  Fast Fourier Transform (Spectral) Simulations 
 

3.1 Introduction 
 
Robust characterization techniques as used in LSHR reconstruction (see Chapter 2) provide 
extensive information about microstructures, presented through immense datasets.  Along with 
most of the materials properties, mechanical responses can also be simulated via various 
methods.  However, increase in data size leads to higher computational times, especially for 
standard crystal plasticity FEM simulations as complex meshing and large number of degrees of 
freedom are required by such calculations.  Fast Fourier Transform (FFT) method developed by 
Moulinec and Suquet (1998) computes the effective stress-strain responses and crystallographic 
texture of deformed microstructures of polycrystalline materials, by using the microstructural 
image with orientation information as direct input.  This eliminates the necessity of meshing, and 
decreases computational time as FFT converges on the order of Nlog[N] (Parakash and 
Lebensohn, 2009).  FFT algorithm, later adapted for viscoplastic and small strain elasto-
viscoplastic polycrystals by Lebensohn (2001, 2012), is now capable of calculating elastic and 
plastic responses by satisfying equilibrium and compatibility equations iteratively. It takes 
heterogeneity into account, but requirement of periodic boundary conditions is a limiting feature 
that can be handled by adding buffer layers around the sample (Lebensohn, 2012).  In literature 
there are studies about the global convergence of FFT iteration error and effective mechanical 
responses, yet a sensitivity study about local field dependence on domain size was not reported. 
The next two parts of the report will feature the elastic FFT (elFFT) formulation and the domain 
size sensitivity analysis performed on LSHR specimen using elFFT. 
 

3.2 Sensitivity Study 
 
In the formulation of elFFT by Moulinec and Suquet (1998) for elastically heterogeneous 
materials, a reference medium is prepared by defining an initial homogenous reference stiffness 
tensor C, and an initial total strain state ε, in a way to satisfy Hooke’s law 

 
σij = Cijkl εkl.                                                  (3.1) 
 
The local fluctuations in stress, τ (x) is calculated iteratively using this reference medium and the 
equilibrium condition, thus resulting in  

 
C◦

ijkl uk,lj (x) + τij,j (x) = 0                                    (3.2) 
 

uk is the displacement vector, that can be replaced using Green’s function method.  The 
symmetrized convolution integral of τ (x) and the periodic Green’s function G (x−x′) produces 
the local fluctuations in strain, ε�� (x) as 

 
ε��ij(x) = sym �∫Gik,jl (x − x′)τij,j (x′)dx′ �.                                   (3.3) 
 
Since this convolution integral can be computed in frequency space as simple multiplications, 
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Green’s function, stress and strain fluctuations are transferred into Fourier space, and upon 
convergence local stress σ(x) and strain ε(x) values are calculated (Moulinec and Suquet, 1998, 
Lebensohn, 2012, Ghosh, 2011).  A discretized grid must be created to apply FFT. This grid is 
directly overlaid on a 2D or 3D image.  The transformation from real space into Fourier space 
can either be done by the implementation of numerical recipes, allowing simulation over 2n grid 
points, or by using existing FFT libraries which can handle odd numbered domain sizes.  For the 
sensitivity analysis, the elFFT code using FFTW libraries is chosen.   
 
The near field HEDM reconstruction of the LSHR sample with surface MSFCs is used as direct 
input for this study.  Total of 61 layers were scanned using a beam height of 4 μm in z direction 
and grid spacing of 0.923 μm in x and y directions.  Figure 3.1 shows the full scanned volume.  
 

 

 
 
 
 

Figure 3.1. Full 
reconstructed volume of 
LSHR, with approximate 

dimensions 
600×800×240μm. 

 
The question is “How many neighbor grains are required for stress-strain fields to converge in a 
chosen grain?”  In effect, this is a variant of the question “how large of a RVE is required in 
order to study the behavior of a specific location, in this case the region around the microcrack, 
in a polycrystal?”  Positioning an identified crack in the center, six RVEs are trimmed out of the 
full volume, and the biggest one with the domain size of 512*512*64 is used as reference in the 
comparisons.  Since the resolution of HEDM is lower at the surfaces, an optimized cut plane is 
applied to discard bad surface voxels.  Figure 3.2 shows the structures used in simulations. 
 

 
Figure 3.2. RVEs with domain sizes of 512*512*64, 256*256*64, 128*128*64, 121*121*64, 
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81*81*64 and 64*64*64.  Identified cracked region is circled for each case. 
 
For each RVE, identical strain boundary conditions and elastic coefficients are used to simulate 
elastic tension.  Figure 3.3 shows the visual comparison of the maximum principal stress 
distributions for the grains around the microcrack. 
 
Visual comparison suggests convergence in stress fields, which is confirmed by quantitative 
analysis.  In table 3.1, Pearson correlation coefficients are presented for the voxel by voxel 
maximum principal stress comparison between reference and smaller RVEs. 
 
Quantiative voxel by voxel comparison indicates that for a correlation bigger than 99%, 356 or 
more grains should exist in the simulation domain.  For the LSHR specimen, the convergence 
trend is observed for 81*81*64 and bigger grids, as depicted in the correlation plots (Figure 3.4).  
This result of the sensitivity analysis remarks that at least for the elastic FFT calculation, stress-
strain distributions are not very sensitive to the shape of the domain.  It is not mandatory to use 
the entire sample in the simulations, and computation time can be decreased tremendously by 
trimming smaller volumes which host the region of interest. 
 

  
Figure 3.3. Max principal stress distributions for two neighbor grains around the identified 
microcrack.  Stress values are rescaled with respect to the biggest RVE for comparison. 
 
 
Table 3.1. Pearson Correlation Coefficients for max principal stress values within lower 
neighbor. 

 512 vs. 256 512 vs. 128 512 vs. 121 512 vs. 81 512 vs. 64 
Lower Grain 

(Spin: 118584) 
0.9995 0.9988 0.9981 0.9944 0.9666 
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Figure 3.4. Correlation plots between the biggest RVE and others, for lower grain max principal 
stress values. 
 
4.  Finite Element Simulations 
 

4.1 Introduction 
 

Annealing twins are often referred to as strengtheners in the microstructure as their high-angle, 
low-energy boundaries tend to prevent the transmission of dislocations (Lim, 1984).  Heavily 
twinned microstructures do not necessarily exhibit the classic Hall-Petch strengthening relation, 
and work has been done to quantify the twins’ influence on the grain-size effect.  Konopka and 
Wyrzykowski (1997) developed a relation for yield stress based on the frequency of twin 
boundaries that strongly or weakly oppose dislocation movement and those that act as 
dislocation sources.  Pande et al. (2004) modified the Hall-Petch relation by assuming all twin 
boundaries act as barriers to dislocation motion (in slight opposition to Li’s (1963) grain 
boundary strengthening arguments in which boundaries are assumed to emit dislocations) and 
incorporating an effective grain size term accounting for the presence of twin boundaries.  
Regardless of whether dislocations are prevented from transmitting across twin boundaries or are 
emitted from them, there is no question that dislocation pileup at twin boundaries poses severe 
consequences for the material’s ability to resist microcrack nucleation. 
 
It has been established that microcracks tend to nucleate at the twin boundaries of certain FCC 
materials such as nickel alloys (Miao et al., 2009; Stein et al., 2012) and copper (Boettner et al. 
1964; Thompson et al. 1956).  Why are twin boundaries favorable sites for fatigue crack 
formation?  Heinz and Neumann (Heinz and Neumann, 1990) argued that elastic anisotropy and 
coherency are decisive.  First, high stress concentrations develop at the twin boundaries due to 
elastic anisotropy.  These high stresses, in turn, which can be estimated using the closed-form 
solution of Neumann (1999), facilitate glide at the boundaries.  It is noteworthy that these high 
incompatibility stresses do not produce additional shear stress on the boundary plane.  Rather, a 
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logarithmic stress singularity develops where the free surface and twin boundary trace meet.  
Second, alignment of the twin boundary and a slip plane (as with a coherent twin boundary) 
allows for dislocations to travel relatively far distances unhindered, rendering high strains under 
such high incompatibility stresses.  Several studies have been conducted which support these 
claims.  Miao et al. (2009), for example, observing the nickel-based superalloy René88DT 
(Krueger et al., 1990) under high cycle fatigue loading, found that microcracks tended to initiate 
close to coherent twin boundaries in large, high-Schmid factor (soft) grains.  Stein et al. (2012), 
investigating the nickel-based superalloy LSHR (Gabb et al., 2005), also found that microcracks 
nucleated at coherent Σ3 boundaries with larger than average chord lengths at the surface. 
 
To account numerically for these physical mechanisms, a methodology is proposed wherein high 
fidelity finite element models are generated from 3D high-energy X-ray diffraction microscopy 
(HEDM) reconstructions and coupled with a grain-size sensitive crystal plasticity model.  The 
first part of this chapter will detail the formulation of the crystal plasticity model and explore its 
viability in accommodating relatively high amounts of slip on twin-parallel systems.  The second 
part will detail the LSHR characterization effort, the steps necessary to produce a three-
dimensional finite element model from a 3D HEDM dataset, and preliminary simulation efforts. 
 

4.2 Crystal Plasticity Modeling Considerations 
 
4.2.1 Crystal Plasticity Model Formulation 
 

The elasto-viscoplastic crystal plasticity model follows the formulation given by Matouš and 
Maniatty (2004).  It is implemented for FCC with twelve octahedral, {1 1 1}, and six cubic, {1 1 
0}, slip systems.  The resolved shear stress τ on slip system α is given by: 
 

 
 
where m is the slip plane normal, s the slip direction, Ce the Cauchy Green Tensor, and S the 2nd 
Piola-Kirchoff Stress.  The slip rate along the slip systems is given by 
 

 
 
where 𝛾𝛼̇ and 𝛾𝑜̇ are the shear and reference shear rates, respectively, m is a material rate 
sensitivity parameter, and g the hardness.  Hardness evolves according to a grain-size sensitivity 
term given by Beaudoin et al. (2000) and a Voce-Kocks (Kocks 1976; Voce 1955) relation, the 
first and second terms in Equation 4.3, respectively. 
 

 
 
Ho and Go in Equation 4.3 are rate coefficients, β = 1/3, b is the Burgers vector, and go and gs 
are initial and saturation resolved shear strengths, respectively.  The Δ variable in the first term 

τ𝛼 = 𝐬𝛼 𝐂e𝐒 𝐦𝛼   ,                                                                                                                                 (4.1) 

𝛾𝛼̇ = 𝛾𝑜̇
𝜏𝛼

𝑔𝛼
𝜏𝛼

𝑔𝛼

1
𝑚−1

   ,                                                                                                                            (4.2)

𝑔𝛼̇ = 𝐻𝑜
𝛽2𝜇2𝑏

2 𝑔𝛼 − 𝑔𝑜𝛼
� Δ𝑖𝐽𝑚𝑗Δ𝑘𝐿𝑚𝐿 𝛾𝜅̇

𝑁𝑠𝑠

𝜅=1
+  𝐺𝑜

𝑔𝑠𝛼 − 𝑔𝛼

𝑔𝑠𝛼 − 𝑔𝑜𝛼
� 𝛾𝜅̇

𝑁𝑠𝑠

𝜅=1
      ,                             (4.3)
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of the hardness evolution is a dislocation density term, a measure of lattice incompatibility, and 
is expressed as a function of the plastic deformation: 
 

 
 
This measure is appropriate for modeling annealing twins because high gradients of plastic 
deformation develop across their boundaries.  Consequently, geometrically-necessary 
dislocations localize close to the boundaries to accommodate these high gradients (Ashby 1970).  
The Δ term effectively accounts for this phenomenon by considering the gradient of the plastic 
deformation gradient, accommodating the evolution of slip close to twin boundaries.  It is 
noteworthy that the Voce-Kocks relation in Equation 4.3 is a slight departure from that given in 
the original formulation of the crystal plasticity model (Matouš and Maniatty, 2004).  Here, 
latent and self-hardening effects are not assumed equal; consequently, the slip systems do not 
harden at the same rate.  This is to allow the preference for slip on the twin-parallel systems 
discussed earlier. 
 
Optionally, to supplement the implicit hardening effects of the model, the critical resolved shear 
stress values assigned to twin-parallel systems are scaled to be lower than those of non-twin-
parallel systems.  The idea here is that for systems with relatively long slip line lengths (as with 
twin-parallel systems), the lower critical resolved shear stress facilitates the evolution of slip on 
those systems, thereby replicating physically observed phenomena.  To accomplish this, the four 
{111} slip planes are centered at the grain’s centroid.  For each slip plane, the shortest distance 
between the centroid and trace of grain surface on the slip plane is recorded.  The scaling, finally, 
is accomplished by considering the ratio of the longest slip line length to the shortest.  Twin 
lamellae exhibit the highest ratios (~6) while equi-axed grains show no preference, meaning that 
this scaling only effects grains with elongated morphologies. 
 

4.3 Exploratory Simulations 
 

4.3.1 The Baseline Model 
 

A relatively simple, idealized finite element model of a twin lamella and its containing grain was 
generated for the purposes of probing the sensitivity of slip localization to orientation, twin 
lamella length, and twin-containing grain size, offering a means to gauge the effectiveness of the 
crystal plasticity model at accommodating slip on twin-parallel systems.  The twin and its 
containing grain, surrounded by a cubical as-large-as (ALA) grain for load-transfer purposes, 
could be assigned orientations to yield coherent twin boundaries, Figure 4.1. 
 
A baseline model with coherent twin boundaries is considered here.  Figure 4.2(a) shows 
accumulated slip on the twin lamella without the scaling discussed earlier.  It is apparent that slip 
evolved from the lamella’s edges inward.  Moreover, approximately 80% of total slip on the 
twelve octahedral slip systems was on the twin-parallel systems.  A baseline model without the 
twin lamella is considered next to gauge the crystal plasticity model’s ability to accommodate 
slip on twin-parallel systems without long, slender twin morphologies.  Here, the twin lamella, 
labeled B in Figure 4.1, was merged into half of the twin-containing grain, region C, leaving a 
coherent Σ3 boundary between grains BC and A.  Figure 4.2(b) and Figure 4.2(c) show the 
evolution of slip in grain A without and with scaling of the twin parallel systems, respectively.  

Δ𝑖𝐽 = 𝝐𝐽𝐾𝐿𝐅𝑖𝐿,𝐾
𝑝                                                                                                                                            (4.4�
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Without scaling, approximately 75% of total slip on the octahedral slip systems was on the 
boundary-parallel systems.  With scaling, this percentage rose to 80%.  For all three of these 
simulations, it is noteworthy that the highest localizations of slip occurred at the coherent 
boundaries.  One could extend this observation to the idea of hotspots and the identification of 
potential microcrack nucleation sites (Rollett et al., 2010). 

 
Figure 4.1.  The baseline model showing alignment of the (111) slip planes of the twin lamella 
and twin-containing grain with the twin boundaries, rendering coherent twin boundaries. 

 
 
Figure 4.2.  Evolution of slip in baseline model on twin lamella without scaling (a), grain A 
without twin lamella and no scaling (b), and grain A without twin lamella and with scaling (c). 
 
Next, the evolution of slip around coherent and incoherent Σ3 boundaries in the baseline model 
is considered.  Here, once-coherent slip systems were incrementally rotated out-of-phase with the 
boundary to gauge the influence coherency has on the extent of the resulting hotspot, Figure 4.3.  
From the simulations, it is apparent that as once-coherent planes became increasingly misaligned 
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with the boundary, the extent of the hotspot lessened.  Consequently, it seems that coherency 
plays a decisive role in slip localization close to a Σ3 boundary. 
 

 
Figure 4.3.  Evolution of slip in Grain A of baseline model for coherent and incoherent Σ3 
boundaries at 0.60% applied strain. 
 
4.3.2 Heavily Twinned, Synthetic Polycrystal  
 

A statistically representative, synthetic polycrystal of the nickel-based superalloy René88DT was 
generated for the purposes of probing the crystal plasticity model’s ability to accommodate 
relatively high amounts of slip along annealing twin boundaries.  The polycrystal, Figure 4.4(a), 
contained thirty twin-parent grain instances, and all twin boundaries were coherent Σ3 
boundaries.  It was loaded in simple tension to 0.75% strain.  For the purposes of this study, a 
hotspot was deemed a significant localization of slip (both in extent and magnitude), Figure 
4.4(b).  27 of these localizations were identified, and of these 27, 17 (63%) participated in twin-
parent morphologies.  This result suggests that gradient plasticity allows for the preference for 
slip to accumulate along twin boundaries. 

 
Figure 4.4.  Synthetic polycrystal of René88DT with annealing twins (a) and hotspots in 
synthetic volume at 0.75% applied strain (b). 
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4.3.3 LSHR Reconstruction 
 

The reconstructed LSHR volume (see Chapter 2) was imported into the microstructure analysis 
and generation software DREAM.3D (Jackson and Groeber, 2013) as a .ph file.  The resolution 
was specified to yield an 82.0 x 235.5 x 256.0 μm volume, Figure 4.5.  A multiple-material 
marching cubes (M3C) (Wu and Sullivan, 2003) algorithm was specified in DREAM.3D to mesh 
each generated grain.  This procedure was preferred over the traditional marching-cubes 
algorithm as it rendered a surface mesh of the entire volume with conformal grain boundaries 
without voids or penetrations.  The surface mesh of each grain was output in binary 
stereolithography (STL) files. 
 
A volumetric meshing algorithm given by Cavalcante et al. (2001 and 2005) was then exposed 
for the purposes of discretizing the volume of each grain with tetrahedra.  The resulting 1,229-
grain mesh was composed of 10,700,578 quadratic tetrahedra.  This 45-million degree-of-
freedom (DOF) model necessitated the exploitation of a massively parallel finite element driver 
for use in a high performance computing environment.  One such driver used in this investigation 
was Finite Element All-Wheel Drive (FEAWD), a MPI-based code built on FemLib (a library of 
constitutive models and finite elements), Boost, the BLAS and LAPACK, PETSc, ParMETIS, 
and HDF5.  Stampede, Texas Advanced Computing Center’s Dell Linux cluster, was the primary 
computational resource used for the simulations discussed in this chapter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5.  Reconstructed 1,229-grain volume containing the microcrack close to the Σ3 
boundary discussed in Chapter 2. 
 
The model was loaded monotonically in simple tension.  The grains were assigned orientations 
from the aforementioned forward modeling reconstruction procedure.  Slip began to localize on 
the free surface at approximately 0.45% applied strain; however, these localizations were not 
near the coherent Σ3 boundary in question.  For increasing load, slip eventually did accumulate 
near this boundary, but this was after more significant localizations developed elsewhere on the 
free surface, Figure 4.6.  Work with this reconstruction is still ongoing. 
 

  

  

  

256.0μm, z 
Loading Direction 

 

82.0μm, x 235.5μm, y 

Σ3 Boundary  
Near Microcrack 
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Figure 4.6.  Evolution of slip in reconstruction model.  The Σ3 boundary discussed in Chapter 2 
is circled in black. 
 
 
5.  Summary 
• Investigation of cracks of the order of the grain size showed very clearly that crack initiation is 

strongly correlated with accumulated slip parallel to twin boundaries in large grains with 
high Schmid factors. 

• High Energy Diffraction Microscopy (HEDM) was successfully performed on both micro-
cracked LSHR and on two halves of a fully fractured fatigue sample of Rene 88DT.   

•  The LSHR HEDM dataset was used to instantiate simulation volumes of various sizes. 
•  Simulation of 3D microstructures representing the well-aligned grains against twin boundaries 

showed the same hot spots in accumulated slip as seen in experiment.   
•  Use of a constitutive relationship that includes the effect of gradients in plastic deformation 

was key to modeling the hot spots in crystallographic slip. 
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