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1.0 SUMMARY 

This three-pronged effort addresses the primary challenges to securing our national 
cyber space. Complementary initiatives in security engineering, critical infrastructure 
protection and cyber security training will focus research on technologies, tools and 
training to protect our most vital information systems and applications. This summary 
describes the respective contributions from each field and how they will be integrated to 
derive the maximum benefit from each. 

This report is broken out by the three tasks identified in the project: Security 
Engineering (Task 1), Critical Infrastructure Protection (Task 2), and Cyber Security 
Training (Task 3). 

 
Security Engineering – Task 1  

The activities in the Security Engineering task focused on the development of new 
technologies enhancing the security engineering process. These activities were broken 
into three categories; metrics, analytical tools and curriculum development. 

• Security Metrics: Development of a primitive, composable collection of metrics to 
support security engineering development and certification processes. 

• System Security Analysis, Testing and Validation: Application of new security 
metrics and system formalisms to facilitate hardware and software security validation 
and testing. 

• Curriculum Development and Enrichment: Educational content and instructional 
materials development for computer science, engineering and business 
undergraduate and graduate curricula to enhance core classes and to define new 
specialty offerings in the field of security engineering. 

 
Critical Infrastructure Protection – Task 2  

The Critical Infrastructure Protection (CIP) Laboratory initiative focused on conducting 
multidisciplinary research (computer science and electrical engineering) to provide 
security solutions for the electric power sector and developing smart components to 
support undergoing efforts to develop a smart grid. Researchers designed and 
implemented components for securing Process Control System (PCS) networks that 
have minimal impact on real-time electric power generation and transmission operations 
while adhering to standards, regulations and best practices. These goals were 
accomplished by concentrating efforts in the following four major activities: 

• Laboratory: A research lab was designed and built to be a close reflection of the 
most typical components of the power grid to include components that cover power 
generation, transmission and a control room center. 
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• Smart Sensor Initiative: Researchers leveraged their experience in providing cyber 
security solutions to the oil & gas industry to develop smart sensors that deliver 
power more efficiently by providing them with advanced logic components and 
communication facilities. 

• Cyber security in PCS networks: Communications between all components must be 
protected against cyber attacks. This initiative analyzed the communication protocols 
used by smart sensors to ensure that confidentiality, integrity and availability 
requirements are satisfied. In the case of legacy systems, protocols were analyzed 
for vulnerabilities and solutions developed to mitigate risks and strengthen the 
security posture. 

• Access Control and Authentication: Securing a highly distributed smart grid requires 
effective solutions for access control and authentication. Solving the issue of key 
distribution and revocation in an environment where computational power and 
communication bandwidth is limited demands the exploration and development of 
new and adaptation of existing Public Key Infrastructure (PKI) solutions. 

 
Cyber Security Training – Task 3 

The Cyber Security Training Center complements the security engineering and critical 
infrastructure protection initiatives with a strategic blend of curriculum design, 
development and conversion. This effort focused on next generation online training 
technologies and techniques to deliver timely, effective and relevant training across 
multiple audiences.  

• Curriculum Design, Development and Conversion: The scope of this task included 
developing new continuing education courses in digital forensics, critical 
infrastructure protection and enterprise security based on the Institute for Information 
Security (iSec) curriculum.  

• Content Delivery Methodologies: This part of the effort involved the delivery of 
instructor led workshops developed from existing iSec curriculum. Concomitant with 
this task was the identification, construction and customization of a Distance 
Learning System utilizing next generation e-learning solutions.  

• Online Learning Research and Development: The Cyber Security Training Center 
pursued the development of novel online learning technologies and instructional 
design techniques that allowed for the effective and efficient delivery of timely and 
relevant training anywhere in the world. This effort centered on the application of 
novel Human Computer Interaction (HCI) technologies to virtual learning 
environments and the development of new metrics that assessed the effectiveness 
of cyber security training programs and the technology used to identify and deliver 
content.  
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While each effort offers its own individual and distinct contributions to the field of 
information assurance, they supported and validated each other through targeted 
programmatic initiatives. These programmatic initiatives leveraged critical infrastructure 
information systems as an attractive application domain for the security engineering 
research efforts and exploited the technologies innovated from the cyber security 
training research to support security engineering education and instructional content 
development and delivery.  

 
2.0 INTRODUCTION 

This section presents the introduction and statement of work for three complementary 
information security initiatives in; (i) security engineering, (ii) critical infrastructure 
protection, and (iii) cyber security training. 

2.1 Security Engineering and Testing 
The top 20 software vulnerabilities reported by SANS Institute are populated by the 
same basic flaws and weaknesses that have plagued the software industry for decades. 
At the heart of this dilemma is a chronic and alarming gap in the appreciation, mastery 
and application of security engineering principles [1] and techniques by system 
designers, administrators and managers. 

Lack of security engineering training, tools and metrics is another major obstacle for 
developers, managers and executives. Software developers must be given practical 
software assurance tools and trained to use them within a standard framework. 
Decision-makers must be capable of translating information security intelligence into the 
lexicon of business. Building a culture of software assurance begins in universities by 
weaving security engineering principles and processes into mainstream Information 
Technology (IT) and Information Assurance (IA) computer science, engineering and 
business curricula. 

This project has addressed these challenges with a strategic blend of initiatives aimed 
at creating new security engineering tools and techniques for practitioners seamlessly 
integrated into established methodologies. An educational component brings these tools 
and methodologies into the classroom, exposing undergraduate and graduate students 
to the motivation and art of security design and testing. 

Security Metrics 

The scope of this task includes the development of a primitive, but composable 
collection of metrics to support security engineering development and certification 
processes.  This effort targeted quantitative measures for system vulnerability, based on 
foundational work in compound exposure analysis [2, 3, 4]. It explored the role of source 
code analysis tools [5, 6, 7, 8, 9] and correlated the results of compound exposure 
analysis into abstract threats impacting the operational characteristics of an enterprise.  
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The core activities in fulfilling this task include: 

– Development of primitive metrics with discrete and quantitative properties. 

– Construction of composite metrics driven by compound exposure analysis. 

– Metric validation via comparative analysis and empirical study. 

 
System Security Analysis, Validation and Testing 

iSec researchers investigated methods for system security validation and testing that 
span software, firmware and hardware boundaries. A mathematical foundation for 
modeling hybrid system behavior across cyber physical boundaries and capturing 
relevant security properties was developed. Corresponding analytical tools and 
techniques based on compound exposure analysis were developed. Strategies for 
effectively integrating these tools and techniques into a practical security engineering 
methodology have been pursued and embodied in a software framework. 

The targeted results for this research effort thus include: 

– Definition of a formal framework for system security analysis, testing and 
validation. 

– Analytical tool prototype for system security specification analysis. 

– Integration of tools in a comprehensive security engineering management 
framework.   

 
Curriculum Development and Enrichment  

The development of a model security engineering curriculum is a central element of this 
project. Weaving security engineering principles and concepts into core computer 
science and engineering classes will influence the development processes and 
practices of those responsible for the next generation of information systems and 
applications. Inserting focused content into information assurance classes, and 
deploying a class concentrated on the topic of security engineering, affords future 
security professionals the opportunity to build a specialized skillset in the discipline. The 
targeted results for this portion of the task accordingly include:  

– Instructional modules and laboratories for (i) secure programming and (ii) 
security engineering within core Computer Science (CS) and engineering 
courses.  

– Course outline, instructional content, labs and exercises for Information System 
Security Engineering and related IA courses.  
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2.2 Critical Infrastructure Protection Laboratory (CIPL)  
This initiative concentrated its efforts in establishing a state-of-the-art multipurpose 
Critical Infrastructure Protection Laboratory (CIPL) against cyber attacks in an academic 
setting. In 1998, Presidential Decision Directive 63 (PDD63) directly emphasized (for 
the first time) the issue of critical infrastructure protection and recognized that any 
solutions should address both physical and cyber security. In 2003, Homeland Security 
Presidential Directive (HSPD) 7 [10] identified 17 sectors that require actions to prepare 
for, protect against and mitigate the effects of possible attacks or malicious incidents. 
HSPD7 classifies the energy sector as including electric power and the oil & gas 
industry.  In addition to all the issues associated with cyber security in critical 
infrastructure protection, the recent rise in energy costs and the strategic importance of 
energy independence, has highlighted the importance of developing effective ways to 
deliver electric power to consumers. Studies ordered by the Department of Energy have 
shown that making the power grid more efficient could save between 46 and 117 billion 
dollars over the next 20 years [11]. The term used to describe a more efficient power 
grid is “smart grid.” The smart grid relies on digital technology to improve reliability, 
reduce cost and save energy. In fact, making our power grid 5% more efficient also 
helps eliminate the equivalent of greenhouse gas emissions from 53 million cars. 

Ongoing development of a “smart grid” will result in the addition of new communicating 
devices. In addition to the challenges associated with delivering energy efficiently, the 
introduction of new smart devices will also pose significant research challenges to 
address cyber security problems. 

It is important to note that the Process Control Systems (PCS) community has created 
standards that adapt information technology security solutions to mitigate risk in 
industrial control environments. The Instrumentation Systems and Automation’s (ISA) 
ISA-SP99 Committee on Manufacturing and Control Systems Security has produced 
two technical reports [12,13] and is currently developing an ANSI/ISA standard. The 
American Petroleum Institute has released a pipeline Supervisory Control and Data 
Acquisition (SCADA) security standard API-1164 [14], and the American Gas 
Association (AGA) has proposed the AGA-12 [15, 16] standard for cryptographic 
protection of SCADA communications. The United Kingdom’s National Infrastructure 
Security Co-ordination Centre (NISCC) has released a good practice guide on firewall 
deployment for SCADA systems and process control networks [17]. Meanwhile, 
National Institute for Standards and Technology (NIST) has produced two documents, a 
system protection profile for industrial control systems [18] and a guide for securing 
control systems [19]. The Department of Energy (DOE) developed a roadmap [20] to 
secure control systems in the energy sector. The document recognizes the need to 
produce effective metrics that can be used to measure and assess security postures, to 
develop and integrate protective measures, to detect intrusions and implement 
response strategies and the ability to sustain security improvements. The roadmap also 
describes near term (0-2 years), mid term (2-5) and long term (5-100) milestones and 
the desired end state for the energy sector for 2015. 
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In order to maximize the impact of this research thrust, CIPL centered its focus on the 
energy sector, and more specifically, on the electric power sector. Solutions developed 
by CIPL adhere to existing standards, regulations and best practices and enable 
stakeholders to achieve the goals defined by DOE for the electric power sector. In 
particular, CIPL has addressed these challenges by completing the following tasks: 

– Facilities: A research laboratory was designed to be a close reflection of the most 
typical components of the power grid (for power distribution and consumption). 
The lab has three major components: (i) a scaled-down electric substation (ring 
topology) using redundant Programmable Logic Controllers (PLCs), (ii) a state-
of-the-art control room center to monitor and visualize the power grid and (iii) a 
HAN (Home Area Network) facility that looks at the interaction between wireless 
home automation networks and smart meters used by utilities. 

– Smart Sensors: Researchers also leveraged their experience in providing cyber 
security solutions to the oil & gas industry and developed smart sensors using 
the Distributed Network Protocol (DNP3) protocol to help deliver power more 
efficiently. 

– Cyber security Solutions: Communications between all components developed 
by this initiative are also protected against cyber attacks. This achieved by 
analyzing the communication protocols used by smart sensors to make sure that 
confidentiality, integrity and availability requirements are satisfied. In the case of 
legacy systems (Modbus and DNP3), protocols were analyzed for vulnerabilities 
and solutions developed to mitigate existing risks and strengthen the security 
posture. 

– Access Control and Authentication: Securing a highly distributed smart grid will 
eventually require effective solutions for access control and authentication. This 
initiative also tested solutions dealing with access, authentication and key 
management. 

2.3 Cyber Security Training Center 
As technology becomes integrated into every aspect of the public and private sectors, 
the security of critical cyber assets is of paramount importance. Federal, state and local 
agencies, regulatory bodies and business organizations have all seen recent rules and 
regulations put in place that govern the levels of security compliance an entity must 
achieve. A key component of meeting these requirements is the training of the human 
resources within each organization in practical and current methodologies to ensure the 
security of these critical assets. A major challenge to both the public and private sectors 
is designing and implementing an effective cyber security training program that not only 
aligns with standards and regulations but also provides relevant training across all of 
their departments and employees. This project addressed these challenges with a 
strategic blend of cyber security curriculum design, development and conversion with 
targeted research initiatives aimed at creating next generation distance training 
technologies and techniques that will deliver timely, effective and relevant cyber security 
training across multiple audiences. 



APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED 
7 

 
Curriculum Design, Development and Conversion  

The scope of this task included using the latest instructional design techniques to 
identify and create cyber security training curriculum that map directly to industry and 
federal standards and certifications. This training curriculum was used to create security 
awareness programs and is centered on iSec’s core research areas of digital forensics, 
critical infrastructure protection and enterprise security. 

New curriculum design and development methodologies were developed to deliver 
short, focused training curriculum in interactive modules that are categorized by specific 
topics. This design methodology encouraged regular, even daily training sessions that 
can be integrated into a student or employee’s normal work flow process and help 
facilitate the comprehension, retention and application of training materials. 

In addition, the exploration of role-based training techniques took the concept of training 
modules to the next level by mapping individual topics not only to standards, regulations 
and certifications but also to the job roles and requirements of an employee. These 
techniques were evaluated on how to streamline and target specific training to both 
public and private sector employees. 

The core activities in fulfilling this task included: 

– Development of new continuing education courses based off of existing iSec 
curriculum.  

– Use of new instructional design methodologies to create modules of training 
content.  

– Exploring role-based training technique to map modules of content to standards, 
certifications and job requirements.   

 
Content Delivery Methodologies  

The Cyber Security Training Center used a variety of content delivery methodologies 
beginning with instructor led workshops and evolving into a robust distance training 
environment. With the identification and conversion of appropriate security content into 
effective distance learning formats and the application of new content delivery 
technologies, the Cyber Security Training Center was able to offer training services to a 
wider range of audiences.  The targeted results of this effort included:  

– Delivery of instructor led workshops developed from existing iSec curriculum.  

– Identification, creation and customization of a distance learning system.   
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Online Learning Research and Development  

An additional effort of the Cyber Training Center was the research and development of 
new online learning technologies and instructional design techniques that allowed for 
the effective and efficient delivery of timely and relevant training anywhere at any time. 
For example, iSec researchers explored areas ranging from new ways to deliver training 
to sailors on an aircraft carrier in the Mediterranean to researching new Human 
Computer Interfaces (HCI). 

Another research aspect that was explored is the development of a primitive, but 
composable collection of metrics that measured the effectiveness of cyber security 
training programs and the technology used to identify and deliver content. 

The targeted results for this research effort included: 

– Analysis of instructional design techniques and new technologies that delivered 
content through new HCIs. 

– Development of primitive metrics with discrete and quantitative properties that 
were applied to a pilot institution. 

 

3.0 METHODS, ASSUMPTIONS AND PROCEDURES 

This section presents the technical rationale, assumptions and procedures for the 
project tasks in security engineering, critical infrastructure protection, and cyber security 
training.   

3.1 Security Engineering – Task 1 
The research activities of the proposed effort were designed to improve the state of the 
art in security engineering technology, while complementing university computer 
science and information assurance curricula. Research results in the areas of security 
metrics and system security analysis, testing and validation have yielded new 
techniques and tools to help developers and engineers build high assurance information 
systems. Selected tools have been integrated into the curricular enhancements, 
exposing students to important concepts and practices in security engineering. 

3.1.1 Technical Rationale and Assumptions.   

The definition of security metrics embedded within practical tools for evaluating 
software, information system vulnerabilities and security countermeasures is 
fundamental to the field of security engineering. Scientists and engineers must be able 
to objectively measure artifacts and phenomena in their respective disciplines to 
understand systemic behavior and to exploit or cope with it. Unfortunately, security 
metrics for information technology are relatively shallow and incongruous, only 
considering surface-level exposures and not easily adaptable to different application 
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domains. The development of new security metrics that yield a context-sensitive view of 
vulnerability and exposure is a linchpin effort that impacts the educational activities and 
the other research activities in this project. 

Distributed and embedded systems, such as those managing critical infrastructures, 
often have extreme performance and security requirements. Large enterprise 
information systems operate in their own kind of demanding environments. While the 
specific needs and requirements may differ, both classes of systems entail rigorous 
engineering methodologies to ensure their security. Moreover, vulnerabilities can reside 
at any level of a system, from bugs hiding in software to subtle errors in digital logic or 
mechanical behavior. Thus, any approach to fully validate the security properties of an 
information system must account for discrete and continuous behavior, along with 
potential interactions. 

Compound exposure analysis offers an opportunity to understand the potential impact 
and likelihood of exploit for given vulnerabilities within an environmental and operational 
context.  The core activity of compound exposure analysis is attack chaining, which 
iteratively evaluates vulnerabilities to determine if preconditions are satisfied for a given 
network state (step 1 of Fig. 1). If preconditions hold, an exposure is created for each 
vulnerability (step 2). Step 3 applies vulnerability postcondition functions to create a new 
network or system state (step 4). The process is repeated for each new state. 

 

Figure 1. Compound exposure analysis 

 

To date, compound exposure analysis and attack graphs primarily have been used in 
the domain of network security operations. However, the underlying idea is well-suited 
to supporting security engineering processes. In such an application, the compound 
exposure analysis at each layer is combined to yield a more comprehensive view of 
system vulnerability. In addition, this effort explored the development of a tool that 
encapsulates these measures and accordingly facilitates system security visualization. 
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Security engineering employs a range of techniques to generate confidence in the 
security properties of an information system. At one end of the spectrum, design and 
implementation review processes help analysts and programmers understand the 
consequences of decisions made in the system development process. At the other end, 
formal verification techniques offer the potential to guarantee the behavior of system 
components. In between, security testing and vulnerability scanning techniques help 
identify and eliminate flaws in systems. Each method plays a vital role in the security 
engineering process.  The analytical techniques and tools developed from this project 
can be seamlessly integrated within an established security engineering methodology. 

Ensuring the uptake and practice of security engineering methods mandates that they 
be captured and reflected in university computer science classes. Transforming 
university curricula to comprehensively integrate security engineering education is a 
formidable challenge. Instructors must create new instructional content and innovative 
educational experiences for students. They must change the way students are taught to 
program and design software solutions. Future information assurance professionals 
must be given a roadmap for applying security engineering processes and 
methodologies within their areas of specialization. 

3.1.2 Methods and Procedures. 

Primitive metrics relating likelihood and impact scores were developed to support the 
construction of more sophisticated measures that appreciate the context of system 
operation.  Their composition under a common scheme permits the development of 
complex quantitative metrics that speak more directly to the core security properties of 
confidentiality, integrity and availability for a given information system. 

At the software layer, quantitative measures for system vulnerability were investigated 
to leverage popular source code analysis tools [5, 6, 7, 8, 9]. The approach to bridge the 
gap between the hardware and software layers and to reveal latent system attack 
patterns relied on extending compound exposure analysis to incorporate system models 
and continuous behavior at the hardware level. 

The approach adopted by this project has been to support the analytical framework and 
corresponding toolset development effort with a mathematical foundation capable of 
modeling the hybrid behavior of cyber physical systems.  Identification of a suitable 
formalism with operational semantics creates an opportunity for both the designer and 
certifier to better understand the security properties of complex systems that drive 
critical infrastructures. 

An additional benefit to embracing such a formalism as an analytical foundation is that it 
defines a pathway for system verification.  A systematic translation of operational 
semantics into an axiomatic system permits verifiers to use special logics to prove 
specific model properties.  Accordingly, the selection of an appropriate formalism has 
been shaped by the availability and capabilities of corresponding interactive theorem 
proving environments.  
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As the foundational formalism was identified, it has been welded into a compound 
exposure analysis framework.  This entails the definition of a hybrid attack graph theory 
for generation and analysis.  The resulting scheme permits the modeling and inspection 
of the attack space of cyber physical systems.  

The hybrid attack graph theory is the basis for the development of tools to explore 
blended attack vectors that combine physical and cyber exploits.  Tools developed 
incorporate features for cyber physical system specification, attack graph generation, 
and simple analysis.  To support interaction, a rich interface and visualization substrate 
has been pursued. 

Computer science and information technology courses equivalent to Introduction to 
Programming, Data Structures, Operating Systems, Database Systems, Computer 
Networks and Software Engineering (as titled and taught at the University of Tulsa) 
were identified by the curriculum enrichment efforts as targets for integration of secure 
software development instructional content. The curriculum development efforts are 
accompanied by exercises that expose students to practical tools and resources for 
security engineering processes.  

 

Secure Programming 

Tool construction in the discipline of secure programming is geared toward encouraging 
novice programmers to integrate analytical tools into their development process. A 
range of tools exist for static analysis on weakly typed languages such as C and Perl 
[21, 22, 23, 24], but student programmers do not embrace them. The efforts in this area 
have placed a premium on encouraging the adoption of practical tools with relatively 
simple analytical features, but high pedagogical value. 

 

Information Assurance Courses 

Curriculum development has occurred for existing information assurance course 
offerings. In Enterprise Security Management, students apply security engineering 
concepts and techniques to design, implement and protect an enterprise information 
network from the ground up. Modules that can be integrated within Information System 
Assurance embed metrics and methods of their application in the certification and 
accreditation phase of the course. Students in Network Security can use developed 
metrics and related analytical techniques to understand the consequences of competing 
network architectures and security solutions. 
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Information System Security Engineering 

The curriculum development effort has profoundly influenced one class in particular, 
Information System Security Engineering (CS 5183). This class is offered on an annual 
basis and is designed to be a capstone course in the IA curriculum at the University of 
Tulsa (TU). In it, students validate the design and implementation of a secure system 
developed for a semester-long course project. The course emphasizes security 
engineering principles and processes in all phases of the System Development Life 
Cycle. 

 

3.2 Critical Infrastructure Protection – Task 2 
This initiative concentrated its efforts in establishing a state-of-the-art multipurpose 
laboratory for the protection of the critical infrastructure (CIPL) against cyber attacks in 
an academic setting.  

3.2.1 Technical Rationale and Assumptions.   

Process Control Systems (PCS) are widely used in electric power, manufacturing 
processes, chemical plant and refinery operations [25]. In a typical PCS implementation, 
sensors acquire data pertaining to process behavior; this data is then passed to control 
algorithms implemented in the PCS system. Depending on the sensor data and control 
objectives, output signals are sent to actuators that adjust controlled process to the 
desired state. In many industrial environments, sensors, actuators and control software 
are deployed in different locations, which requires the implementation of a 
communication infrastructure and the use of industrial protocols such as Modbus [26, 
27, 28, 29] and DNP3 [30, 31, 32]. The use of Transmission Control Protocol / 
Internet Protocol (TCP/IP) as a carrier of industrial protocols has also allowed 
interconnections with corporate intranets and the Internet, exposing industrial systems 
to exploits and vulnerabilities that were not considered on the original design of these 
isolated systems. This task has focused on industrial protocols that have produced 
specs to carry control messages over TCP/IP. The implemented electric substation for 
instance is using DNP3, and more recently, as part of our no-cost extension efforts, this 
task has looked at an international effort lead by International Electrotechnical 
Commission (IEC)  called IEC-61850. This new approach, popular in Europe and under 
evaluation in the US has been designed (from the ground up) to use Ethernet as the 
data-link layer of its network infrastructure. 

It is important to recognize that while the Information Technology (IT) environment has 
already produced mature security solutions, they cannot be used directly in the PCS 
environment and new solutions will have to be specifically developed for this 
environment. We have designed components that interact well with the Critical 
Infrastructure by using the same industrial protocols found in the smart grid. 
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IT and PCS Environments 

In developing effective solutions to secure the PCS networks used in the electric power 
sector, it was recognized that they differ from IT networks in several aspects. In terms of 
security principles, availability is the primary concern in PCS networks, followed by 
integrity and confidentiality while IT networks often emphasize confidentiality. PCS 
protocols, even those that employ a TCP/IP carrier, are not used in IT networks but the 
opposite does not apply; i.e., PCS networks are vulnerable to attacks originating from or 
targeting IT networks. 

In addition, while many PCS protocols are based on open standards, vendors often 
augment protocols or use proprietary out-of-band mechanisms, such as web-based 
utilities for remote configuration, to provide additional functionality. In other words, 
unlike IT networks, protocol variations are quite common. There are also significant 
differences in terms of network traffic uniformity and volume. IT networks transport 
human-generated traffic that result in communication patterns that are difficult to predict. 
On the other hand, PCS network traffic is predictable. In terms of volume, traffic volume 
in PCS networks is very light compared to the massive amounts observed in IT 
networks. In fact, PCS protocol messages are quite short in length, e.g., Modbus 
messages never exceed 260 bytes when transported as the payload of a TCP packet. 

3.2.2 Methods and Procedures.   

This research thrust has addressed the significant need for PCS tools for critical 
infrastructure protection, and more specifically, for the electric power sector. We 
followed a systematic strategy to produce a comprehensive PCS security framework to 
mitigate risk in critical infrastructures. The resulting framework can be easily adapted to 
incorporate other protocols and its distributed nature should scale well. 

 
The specific objectives (hardware and software) that were addressed were the 
following: 

– Laboratory: Lab facilities designed not only to reflect, as accurately as possible, a 
typical electric power grid but also with the ability to incorporate and test new 
sensors and solutions.  

– Cyber security Solutions: strategies for providing communication security to 
process control networks by using primitive technical controls. 

– Training and Education: It is also important to note that training and education in 
CIP is important in helping to bridge the existing gap between IT security 
personnel and control engineers. To that effect a Critical Infrastructure Protection 
course was created at the graduate level. The course was open to Computer 
Science and Engineering students and it was designed to expose them to the 
challenges of process control networks, the history of critical infrastructure 
protection, regulations (mostly for the electric power sector) and programming 
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and use of embedded controllers. A second course on Mobile Application 
Development concentrated its efforts in the use of mobile platforms to develop 
HMIs (Human-Machine Interfaces) 

Critical Infrastructure Laboratory 

The laboratory was designed in accordance to a reference architecture that is 
representative of the main process control system components found in the electric 
power grid. In terms of functionality, a PCS system can be seen as a black box running 
control software and attached via inputs and outputs to the industrial process. Inputs of 
the control system, provided by sensors and transducers, are used to obtain state 
information of the industrial process. Control system outputs are mapped to switches 
and actuators to modify the state of the process as directed by the control software. 
Note that input, output and computing elements may not reside in the same location.   

 A PCS system, at an abstract level, consists of three major elements (Fig. 2): a control 
center, Remote Terminal Units (RTUs) and a communications infrastructure. 

 

 

Figure 2. Fundamental components of process control systems 

 

The following subsections describe the main three components designed and 
implemented throughout the laboratory: (i) electric power substation, (ii) Home Area 
network (HAN) facility and (iii) control room center. 

Electric power substation 

This laboratory houses a scaled-down electric power substation (Fig.3) that was used to 
validate our cyber-security framework for the Critical Infrastructure. The design of the 
substation closely reflects the topology of a ring-type substation with redundant lines as 
well as inductive and resistive loads. Input power levels are limited to voltage availability 
in the lab building. The substation uses three-phase 208V input voltage (dual inputs) 
and was designed for an estimated power consumption of 3KVA. The substation uses 
two controllers, also known as programmable logic controllers that communicate over 
an Ethernet network using the DNP3 protocol. This facility has all the elements needed 
to validate our approach on this cyber-physical system: physical (power input, switching 
relays), hardware interface (current and voltage transducers), software and control 
(programmable logic controllers) and communications (DNP3 over Ethernet). 
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Figure 3. Scaled-down electric power substation 
 

Control Room Center 

The control room center is the central location where control and supervisory 
commands are issued. Human operators in the control center use Human Machine 
Interfaces (HMIs) that provide a convenient graphical environment to interact and 
supervise the system. 

During the second half of the project, and after the electric power substation had been 
designed, we proceeded to design and implement a control center that would allow 
supervision and control of the smart grid. This included the design of suitable HMIs for 
the electric power substation. The prototype we built is centered on Rockwell-
Automation solutions and uses a Jupiter server to drive two large screen displays. The 
Jupiter box is connected to the controllers using DNP3 over Ethernet. The Jupiter server 
is dual-homed. One interface is exposed to the control network using a private IP range 
and the other is exposed to the Internet to allow for remote access (Fig 4). 
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Figure 4. Control room center 
 

 

Home Area Network (HAN) 

The Home Area Network (HAN) includes a smart-meter and a home-automation setup 
that uses ZigBee. The goal was to implement, as accurately as possible, most of the 
planned features of the Smart Grid on the consumer side. We conducted a security 
analysis of the Institute of Electrical and Electronics Engineers (IEEE) 802.15.4 
standard (ZigBee runs on top of IEEE 802.15.4) to help drive our security solutions. 
Using a toolkit called KillerBee (based on the Python scripting language) we 
implemented a monitoring systems capable of logging observed traffic.  The data, 
viewable in Wireshark, can be extracted in a number of different formats, including plain 
text. In addition, we have incorporated the capability to store network data in a 
database. This will allow searching and development of query-based tools capable of 
producing relevant information based on a number of different characteristics such as 
transmitting device, timeline, frequency, etc.  An outline describing our approach and 
architecture was accepted for inclusion as a chapter in the book “Securing Critical 
Infrastructures and Industrial Control Systems:  Approaches for Threat Protection. 
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Situational Awareness and the Smart Grid 

A framework to develop and cyber-security solutions was developed throughout the 
project. Our solution centered on the notion of situational awareness. Situational 
awareness is critical in any cyber-security solution. Inability to observe what happens in 
the control network effectively renders any solution blind. Packet filters and intrusion 
detection systems must be able to observe communication patterns and devices in the 
network. Our challenge was the development of a solution that was designed with 
industrial protocols in mind, which was distributed and scalable. A distributed monitoring 
solution, tested in our lab, was developed. 

 

Our solution consists of four major components: (i) SCADA gateway, (ii) database, (iii) 
command center and (iv) network sensors (Fig. 5). 
 

 

Figure 5. Distributed monitoring system 
 

The network sensors operate in promiscuous mode to capture network traffic of interest. 
As a result, the sensors receive information about network topology, unit configuration, 
functionality and state of the devices, requested operations, function codes and other 
important pieces of information. The sensors timestamp the collected traffic, analyze it 
and forward relevant information to the SCADA gateway. In addition they may also help 
in locating attack signatures to identify malicious traffic. Therefore, these sensors can 
detect simple attacks where the intent is to interfere with the state of a single field 
device. Additionally, the sensors receive commands from the command center through 
the SCADA gateway. Upon receiving a specific command, a sensor may configure its 
network interface, start and stop scanning activities or generate a traffic analysis report. 
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The SCADA gateway collects the data gathered by sensors, translates them from 
different protocols into a canonical format and then forwards them to the database. 
Communication may also flow in the opposite direction to forward commands 
concerning configuration settings, scanning and generating reports from the command 
center to the sensors. 

The database is the heart of the system. It provides a buffering interface between the 
SCADA gateway and the command center. The traffic stored in the database is used by 
the command center to provide state based traffic analysis. The database scheme 
includes information about system configuration, historical data, critical states, the 
network reference model and the network dynamic model.  

Finally, the command center is a collection of applications that provide facilities for alert 
reporting, event correlation, integrity checking, trending and generating commands to be 
executed by the network sensors. State based traffic analysis is achieved by event 
correlation and prior knowledge of the critical system states. The command center 
verifies whether the system may enter into a critical state, as defined by the associated 
table in the database, and raises an alert. This approach will allow security practitioners 
to detect complex and coordinated attacks on industrial control system that may have a 
negative impact on overall availability and integrity. Time stamps are key elements in 
supporting the development of an accurate incident timeline from stored transactions. 
This will help operators in the command center to better recognize adversary intents, 
capabilities and trends, understand system vulnerabilities and identify new threats. 

Work done under Task 2 has resulted in three M.S. Theses and eleven publications. 
Portions of this work were also included in a Patent Application for a compliance 
method for cyber-physical systems. 

 

3.3 Cyber Security Training – Task 3 
The training and research activities of this task were designed to improve the state of 
the art in cyber security training, while maintaining and updating university computer 
science and information assurance curricula. 

The Cyber Security Training Center used and created new distance learning 
technologies and techniques to train government, military, law enforcement, and the 
private sector in digital forensics, information security, critical infrastructure protection, 
and cyber crime investigations. The center also sponsored seats in the facility for 
visiting military, government, law enforcement agents and private sector partners to 
provide hands-on training in laboratories while enabling them to interact with iSec 
researchers and student interns.  Two visiting U.S. Army research scholars piloted this 
new capability in 2012. 

The Cyber Security Training Center also focused on programs targeted across multiple 
audiences to raise awareness, drive interest and deliver niche training in the realm of 
information security. In particular, outreach programs where held to increase INFOSEC 
literacy and conscience of the community, in K-12 education (heightening interest as a 
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potential career path), and for small businesses. One arm of this effort created and 
delivered specialized technology training for government agencies and the private 
sector. 

An additional branch of the Cyber Security Training Center focused on the research and 
development of new online learning technologies and instructional design techniques 
that allow for the effective and efficient delivery of timely and relevant training anywhere 
in the world. For example, iSec researchers explored areas ranging from new ways to 
deliver effective training to individual soldiers in other countries around the world to 
researching new collaborative Human Computer Interfaces (HCI) that were used for 
STEM education. 

3.3.1 Technical Rationale and Assumptions.   

The U.S. Department of Defense (DoD) established Directive 8570.1: Information 
Assurance Training, Certification and Workforce Management. This directive requires 
that all DoD Information Assurance technicians and managers are trained and certified 
to effectively defend DoD information, information systems and information 
infrastructures. 

In today’s environment of emerging security threats, the government has recognized the 
critical need for highly qualified, experienced information assurance personnel. To 
ensure a knowledgeable and skilled workforce the DoD has taken the necessary steps 
to develop requirements that involve the credentialing and continuing education of all 
DoD employees with privileged access to DoD information systems. 

Specifically, the U.S. Department of Defense now requires every full- and part-time 
military service member, defense contractor, civilian and foreign employee with 
privileged access to a DoD system, regardless of job series or occupational specialty, to 
obtain a commercial certification credential that has been accredited by the American 
National Standards Institute (ANSI). 

The Cyber Security Training Center currently offers instructor led and distance enabled 
security workshops centered on the Committee on National Security Systems (CNSS) 
4011-4016 certifications and is scheduled to conduct multiple distance training courses 
with the U.S. Navy.  In addition the Center also offers industry standard courses like the 
Certified Information Systems Security Professional (CISSP) certification that is 
accredited by the ANSI as well as additional cyber security continuing education 
opportunities for the government. 

 

Enterprise Security Training 

The need for useful and relevant cyber security training for the private sector has 
become more apparent and is a critical component of a successful security posture. For 
example, the University of Tulsa was recently approached by one of its industry 
partners requesting customized cyber security courses that could be delivered on-site. 
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In response, iSec developed continuing education courses in Best Practices in Secure 
Coding, Information Assurance and Security for Software Systems, Compliance and 
Legal Issues with IT Security and Privacy, Quality Assurance for Software Security, and 
Software Security Threat Modeling.  

 

Critical Infrastructure Protection Training 

As technology has become fully integrated into every aspect of the nation’s critical 
infrastructure and, the security of these assets has become of paramount importance. 
Federal, state and local agencies, regulatory bodies and business organizations have 
all seen recent rules and regulations put in place that govern the levels of security 
compliance an entity must achieve. A key component of meeting these requirements is 
the training of the human resources within each organization in practical and current 
methodologies to ensure the security of these critical assets. 

In 2006, the North American Electric Reliability Council implemented sweeping 
regulations that governed security of the critical infrastructure for the entire electrical 
power industry. A key component of these regulations is the training of human 
resources in the identification of risks and threats, and using best practices for securing 
assets and detection of compromised assets. Unfortunately, many organizations do not 
have a sufficient level of expertise in security to properly train their human resources. 
Indeed, several organizations do not have enough internal staff to deliver the training, 
even if the appropriate level of knowledge exists. The need for regular, relevant, and 
easy-to-use training ranging from security awareness to advanced SCADA security is 
essential for the protection of our nation’s critical infrastructure assets. 

 

Law Enforcement Training 

Digital forensics and cyber crime investigations are rapidly changing fields, requiring law 
enforcement agencies to meet rigorous training requirements. New opportunities for 
committing criminal activity against individuals, organizations, or property are presented 
every day with the proliferation of personal digital devices, computer networks, 
automated data systems, and the Internet. Whether the crime involves attacks against 
computer systems, electronic information, or implicates digital devices in more 
traditional crimes such as murder, money laundering or fraud, electronic evidence is 
becoming more prevalent. It is no surprise that law enforcement and criminal justice 
officials are being overwhelmed by the volume of investigations and prosecutions that 
involve electronic evidence. 

Fortunately, processes and procedures, as well as a variety of software and hardware 
tools have been developed to speed up and standardize the recovery of evidence from 
suspect media. Training on the proper use of these tools is crucial for recovering 
forensically sound evidence in a manner that will withstand legal scrutiny. In an attempt 
to remedy this lack of familiarity with digital evidence and to provide investigators with 
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an additional crime-fighting tool in their arsenal, training is made available by the 
National White Collar Crime Center. However, many smaller law enforcement agencies 
are unaware of this training or are unable to make use of it. 

This has prompted iSec to development the Fundamentals of Cyber Crime Investigation 
and the Introduction to Digital Forensic Tools law enforcement Instructor Led 
workshops. These workshops were evaluated for conversion into online training 
modules that can be easily and quickly delivered to various personnel over a large 
geographic area in a format that allows them to work in conjunction with their schedules 
and capabilities. The success of future criminal investigations depends on the law 
enforcement community’s access to timely, inexpensive, and readily available digital 
forensics and cyber crime investigations training material. 

3.3.2 Methods and Procedures.   

At the heart of the Cyber Security Training Center is iSec’s dedication to the curriculum 
design, development and conversion of our high-end security curricula. iSec utilized its 
security faculty and external Subject Matter Experts (SME) to identify existing iSec 
security courses and curriculum that were converted into continuing education offerings 
and has developed new training courses for the public and private sectors. Throughout 
this process instructional design specialist evaluated the learning style that is the most 
appropriate for each offering. It is important to note that not all security courses and 
curriculum is suited for online training. In this case instructor led courses or workshops 
were developed and delivered through the University of Tulsa’s Continuing Engineering 
and Science Education department. Finally, internal and external online curriculum 
development specialists were used to create the high end, immersive training 
environments. 

The Cyber Security Training Center also used a variety of content delivery 
methodologies beginning with instructor led workshops and evolving into a robust 
distance training system. While instructor led workshops are an important aspect of 
continuing education, the identification and conversion of appropriate security content 
into an effective online format is critical. With the use of topic level modules and role-
based training techniques, the Cyber Security Training Center is positioned to offer 
cyber security training opportunities to a wider audience in the future. 

An additional branch of the Cyber Security Training Center is the research and 
development of new online learning technologies and instructional design techniques 
that allow for the effective and efficient delivery of timely and relevant training anywhere 
at any time. Following are areas the Cyber Security Training Center focused on through 
this life of the project. 

– E-Learning Technologies: Throughout the course of this project, new e-learning 
technologies were evaluated and gaps become apparent. The Cyber Security 
Training Center worked towards advancing the state-of-the-art in e-learning by 
not only identifying these gap, but creating solutions that will help fill them. The 
Cyber Security Training Center also worked towards creating next generation 
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online training environments that blend instructor led, e-learning, distance 
learning, and even mobile computing technologies and techniques.  

– Human Computer Interaction: The Cyber Security Training Center developed a 
robust research program and curriculum in Human Computer Interaction (HCI) 
centered around innovative, unobtrusive, and intuitive user interfaces for 
traditional desktop computers, small handheld devices and large-scale multi-user 
systems. These interfaces enabled and encouraged collaboration between users, 
and strived to produce interfaces that allowed the user to focus on interacting 
with the information being presented rather than how to interact with the 
information. Studies performed during this project have shown that these 
collaborative interfaces have many promising applications in group learning and 
training.  

– Cyber Security Training Evaluation Metrics: An additional research aspect 
explored throughout this project is the development of a primitive, but 
composable collection of metrics to measure the effectiveness of cyber security 
training programs and the technology used to identify and deliver the training 
content. A study was performed on the impact of instructor led versus online 
training for retention, as well as on the effectiveness of the instructional design 
methodologies used to create the training content and the technology used to 
deliver it. 

 

4.0 RESULTS AND DISCUSSION 

This section presents the results for the project efforts in security engineering, critical 
infrastructure protection, and cyber security training. 

4.1 Security Engineering – Task 1 
Research, education and outreach initiatives of the security engineering group built on 
existing competencies in formal methods, engineering methodology and pedagogies to 
yield tangible results and accomplishments that translate to the field. The driving 
themes that profoundly influenced the direction of the work were: cyber physical 
systems, practical analytics and “big data.” 

Research initiatives in the tools and metrics groups pursued overlapping lines of inquiry 
in the construction and evaluation of security analysis tools. Foundational work was 
performed to understand blended attack vectors spanning cyber and physical domains. 
This yielded the Hybrid Attack Graph (HAG) and a web-based HAG generation tool 
called RAVEN:Wing. A composite metric based on likelihood and impact measures was 
developed for attack graphs to support deeper insights into the risk associated with 
multi-stage attacks. 

A network security analysis tool chain composed of open source software was 
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developed and evaluated as part of an applied research and outreach effort in 
collaboration with a major oil and gas company headquartered in Tulsa, Oklahoma. The 
tool chain and accompanying methodology confronts serious challenges posed by large 
heterogeneous networks (e.g., SCADA and corporate systems) from which massive 
volumes of security data are collected. 

Curriculum development and enrichment focused energies on the construction of new 
modules for integration within graduate-level university courses in information 
assurance and within specialty short courses offered to industry. In addition to a suite of 
lectures, labs and exercises covering topics such as security engineering 

methodologies, information assurance principles, security audit and analytics, a special 
track in secure coding was developed and deployed both in short course form and in a 
graduate level offering at The University of Tulsa. 

In terms of scholarly output, the Security Engineering group has produced 23 
publications - - 16 articles (defined as peer-reviewed conference or journal papers and 
abstracts), five MS theses, 1 technical report and 1 patent application. Six graduate 
students supported by the Defense Advanced Research Projects Agency (DARPA) 
project have completed their Masters degrees and four are pursuing PhD degrees in 
Computer Science. 

 

4.2 Critical Infrastructure Protection – Task 2 
In line with the stated objectives, a laboratory was designed and built to support 
research and educational activities. The laboratory is representative of major 
components found in the power grid and its components are fully networked to support 
development of cyber-security tools appropriate for this delicate domain. In addition to 
the tools and accomplishments listed below, a simulation framework was designed to 
study and analyze cyber-physical systems. The electric grid is a good example of a 
cyber-physical system and this type of tools, that bring together analog and discrete 
components, can be extended for use in other domain such as in process control 
systems (also known as SCADA systems). 

The Critical Infrastructure Lab at the University of Tulsa designed and constructed a 
scaled-down power substation. Power substations, which are an important component 
of Smart Grids, contain a number of critical assets such as transformers, circuit 
breakers, PLCs and safety devices. The PLCs used to control the function of the 
substation communicate over DNP3 TCP/IP. The substation follows a ring-type design 
with redundant lines. There are two three-phase inputs at 240 Voltage Alternating 
Current (VAC) that are subsequently transformed to 208 VAC (three phase), that means 
120 VAC (one phase) for the end consumer. A control room center was also designed 
to visualize and understand the type of protocols and equipment used by system 
operators. 

A Situational Awareness (SA) framework was designed to provide support for cyber- 
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security tools. The framework required the use of network sensors deployed at strategic 
points in the control network and were linked back to a SCADA gateway. The gateway 
then communicates with a database and the control center to provide SCADA operators 
with a better understanding of the entire system. This large-scale data collection system 
would ideally provide a complete view of the components, behavior, and performance of 
SCADA devices and enable further intelligent analysis of their communications in order 
to anticipate problems before disruptions arise. 

To further support our goals, a Modular Framework For Auditing SCADA Applications 
(MoFASA) was also developed. The framework uses fuzzing as the testing mechanism 
for the embedded devices (such as PLCs) that form the core of most critical networks. 
This framework is intended for use by end-users who, while technically savvy, may not 
have experience in security research or vulnerability testing. It is hoped that this 
framework will assist device manufacturers and facility operators in assessing and 
improving the security of their devices. It will also serve as an important research tool. 

On the user side of the Smart Grid, there are also security issues associated with the 
use of smart meters that communicate with home automation devices (such as a 
thermostat or a switch) using a wireless protocol called ZigBee. Information transmitted 
over this network also needs protection. A distributed monitoring system for ZigBee 
wireless networks was implemented and also tested in the CIP laboratory. 

Efforts in the area of simulation of smart grid components and protocols have resulted in 
the implementation of a simulation framework for cyber-physical systems. This effort 
was built on top of a discrete-even simulator called OMNET++ that offers good 
modularity as well as strong support for messaging. Even though OMNET++ is a 
discrete event simulator, physical systems can be simulated by using the notion of self-
messages (to simulate passage of time) and common numerical integration techniques. 

Two courses were created and taught as a result of work done in Task 2. The first 
course, “Critical Infrastructure Protection,’’ was a graduate level course offered to CS 
and Engineering students to instruct them on the history and challenges associated with 
protecting critical infrastructure. The course also had a lab component were students 
learned how to program and network the PLCs (programmable logic controllers) that are 
typically used to control these systems. The second course, “Mobile Application 
Development’’, concentrated efforts in the implementation of HMIs (Human Machine 
Interfaces) using mobile devices and touch screens. 

Scholarly activity by the Task 2 group has produced 11 peer-reviewed papers, three MS 
theses and one patent application. Four graduate students supported by this DARPA 
project completed their Master degrees and two are pursuing PhD degrees. 
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4.3 Cyber Security Training – Task 3 
 
The Cyber Security Training Center created and delivered multiple workshops over the 
life of the grant.  This includes the design, development and delivery of a suite of five 
cyber security evening and distance enabled classes that are mapped to the CNSS 
4011-4012 federal certifications and grant 15 hours of college credit; delivery of one-day 
security workshops targeted to information security auditors that included topics in: 
Internet security, information security policy development, information privacy, social 
networking safety, mobile device security, and trends in digital commerce; delivery of 
multiple three-day secure coding workshops;  design and development of a new digital 
forensics workshop; and the creation of various cyber security modules and short 
courses.   

The Cyber Security Training Center’s content development team also performed 
community outreach that included free to the public cyber security workshops, as well 
as elementary school Science Technology Engineering and Mathematics (STEM) 
education program support (Fig. 6).  Team members designed a collaborative STEM 
education game centered on mathematics.  Using a multi-touch table to deliver the 
content, elementary school students worked through traditional math problems in 
groups of four where no one student could solve the problem.  This resulting in students 
interactive socially, to think critically and ultimately solve math problems logically. 

 

 

Figure 6. Collaborative STEM education multi-touch devices 

 

The Cyber Security Training Center’s content delivery team completed the design and 
construction of a distance learning enabled Cyber Security Applied Classroom. This 
applied classroom includes video conferencing capabilities, a bridge that enables 20 
multi-point connections, live and archived streaming encoding and delivery, content 
organization/sharing, and a mobile videoconferencing cart to be used throughout iSec’s 
research facility to broadcast applied laboratory assignments that utilize the unique 
equipment in each of iSec’s research laboratories. This applied classroom was used to 
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deliver multiple workshops over the last three years and will be extensively used to 
deliver cyber security training to our government and private sector partners after the 
life of the grant. 

 

The Cyber Security Training Center’s research and development team completed 
construction of the Collaborative Analytical Visualization Environment (CAVE) multi-
touch research platform and the spatially aware Human Computer Interface (HCI) 
research laboratory (Fig. 7).  Through the HCI laboratory, the research and 
development team also completed research that generated working prototypes in 
spatial access control, gesture oriented data sharing, mobile redaction bubbles and new 
multi-user collaborative interfaces.  In addition, the research and development team 
completed phase one work with our psychology partners on the evaluation and creation 
of a security metrics model to assess the security posture of an organization and 
explore how cyber security training can influence that posture.  The team completed the 
integration of live and historic filtered data from TU’s network into the model based on 
recent permission from TU’s IT department.  A white paper on the phase one results 
was generated and work will continue through phase two efforts after the end of the 
grant period. 

 

  

Figure 7. Human Computer Interaction Laboratory 

 

In terms of scholarly output, the Cyber Security Training group has produced eight 
publications, two MS theses, and one technical report. Three graduate students 
supported by the DARPA project have completed their Masters degrees and two are 
pursuing PhD degrees in Computer Science. 
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5.0 CONCLUSION 

The Security Engineering and Educational Initiatives for Critical Information 
Infrastructures project has enabled the Institute for Information Security to significantly 
enhance its research infrastructure, as well as discover new multi-disciplinary research 
lines previously unexplored.  The project has supported thirteen MS and eight PhD 
graduate student researchers.  It has also produced 40 publications and one patent 
application over the 3-year project.  The list below highlights the project 
accomplishments and deliverables broken out by task.   

 

Project Accomplishments 

Security Engineering - Task 1 

• Security analytics tool chain and methodology for SCADA systems 

• Hybrid attack graph formalism and tool (HAG and RAVEN:Wing) 

• Security engineering curriculum (modules, labs and exercises for security audit, 
analytics and secure coding) 

 

Critical Infrastructure Protection - Task 2 

• Design and construction of scaled-down electric power substation using 
redundant networked controllers 

• Home Area Network (HAN) setup to interface with smart meters using ZigBee 

• Situational awareness tools for electric power substation and HANs  

• Intelligent testing framework for embedded devices (MoFASA)  

• Simulation framework for cyber-physical systems (using OMNET++)  

• Design and construction of a control room network   

• Curriculum development 

 

Cyber Security Training - Task 3 

• Completion of the Cyber Security Applied Classroom 
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• Creation and delivery of multiple cyber security workshops and courses 

• Completed construction of the Collaborative Analytical Visualization Environment 
(CAVE) research platform 

• Completed phase one study of security metrics model 

• Performed community outreach that included public cyber security workshops 
and elementary school STEM education program support 

 

Project Deliverables 

Security Engineering - Task 1 
A. Security analytics tool chain, methodology and hardware architecture 

B. RAVEN multi-touch prototype 

C. RAVEN:WING web interface to hybrid attack graph generator prototype, v1.1  

D. Three Attack scenarios (Conficker, Substation, and Automotive) 

E. “Secure Coding“ Instructional Module: Slides and project 

F. ISSEP exercise and instructional modules: Slides and project  

G. “The New Age of Cyber (In)Security“ Instructional Module: Slides  

H. “Threat Modeling“ Instructional Modules: Slides and Labs  

I. “Applied Cryptography” Instructional Modules: Slides and Labs  

J. “Security Analytics“ Instructional Modules: Slides and Labs  

K. Cyber Security for Electric Cooperatives instruction modules.  

L. Security Audit curriculum (13 modules). 

M. Secure Coding curriculum (10 modules). 

 

Critical Infrastructure Protection - Task 2 

A. Control room center for the electric power sector   

B. Home Area Network set-up with ZigBee and Smart Meters  



APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED 
29 

C. Cyber-physical system simulation framework 

D. Home Area Networks monitoring systems 

E. Situational awareness tools for the smart grid 

F. Testing framework for embedded devices using fuzzing (MoFASA)  

G. Critical Infrastructure Protection course (full semester, 3 credit-hour)  

H. Various papers and theses 

 

Cyber Security Training - Task 3 

A. Fully functional online learning enabled cyber security applied classroom 

B. Suite of five cyber security evening and distance enabled classes that are 
mapped to the CNSS 4011-4012 federal certifications and grant 15 hours of 
college credit  

C. Three-day Secure Coding workshop 

D. One-day Information Security workshop 

E. Three-day Digital Forensics workshop 

F. Various cyber security short courses 

G. Security Metrics study and white paper 

H. Collaborative user interface prototypes 

I. Spatial access control prototype 

J. Gesture oriented data sharing prototype 

K. Mobile redaction bubble prototype 

L. Various papers and theses 
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LIST OF SYMBOLS, ABBREVIATIONS AND ACRONYMS 

 

American Gas Association (AGA) 

American National Standards Institute (ANSI) 

Certified Information Systems Security Professional (CISSP) 

Collaborative Analytical Visualization Environment (CAVE) 

Committee on National Security Systems (CNSS) 

Computer Science (CS) 

Critical Infrastructure Protection (CIP) 

Critical Infrastructure Protection Laboratory (CIPL) 

Defense Advanced Research Projects Agency (DARPA) 

Department of Defense (DoD) 

Department of Energy (DOE) 

Distributed Network Protocol (DNP3) 

Doctor of Philosophy (PhD) 

Home Area network (HAN) 

Homeland Security Presidential Directive (HSPD) 

Human Computer Interaction (HCI) 

Human Machine Interfaces (HMIs) 

Hybrid Attack Graph (HAG) 

Information Assurance (IA) 

Information Technology (IT) 

Institute for Information Security (iSec) 

Institute of Electrical and Electronics Engineers (IEEE) 

Instrumentation Systems and Automation (ISA) 
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International Electrotechnical Commission (IEC) 

Master of Science (MS) 

Modular Framework For Auditing SCADA Applications (MoFASA) 

National Infrastructure Security Co-ordination Centre (NISCC) 

National Institute for Standards and Technology (NIST) 

Presidential Decision Directive 63 (PDD63) 

Process Control Systems (PCS) 

Programmable Logic Controllers (PLCs) 

Public Key Infrastructure (PKI) 

Remote Terminal Units (RTUs) 

Science Technology Engineering and Mathematics (STEM) 

Situational Awareness (SA) 

Subject Matter Experts (SME) 

Supervisory Control and Data Acquisition (SCADA) 

Transmission Control Protocol / Internet Protocol (TCP/IP) 

United States (U.S.) 

University of Tulsa (TU) 

Voltage Alternating Current (VAC) 
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