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The purpose of this research project is to develop new approaches that can impact early diagnosis of breast cancer, post-biopsy analysis, lymph node examinations, and drug delivery studies. The scope of this training involves optimizing Raman instrumentation and methods for efficient illumination and collection of Raman scattered light originating from deep within breast tissue. Experiments encompass designing tissue phantoms using Intralipid®, dyes/pigments, inclusions, and agarose gel to quantitatively characterize the instruments' capabilities and performance. Additionally, we conduct spectroscopy on tissue biopsies to correlate spectral bands with healthy and diseased breast tissue. Observed spectral changes are compared to infrared images and H&E/HIS-stained images to relate observed biochemical changes to histology. The Raman data will be used to generate and train classification algorithms for automated histopathology as a starting point for in vivo work at the culmination of this training program. This report outlines progress for year 1 of the 3 year training program. In the approved statement of work 5 tasks were stated. All 5 tasks were successfully completed. We now have a working relationship with local clinicians. We have built-up a comprehensive database consisting of micrographs and IR spectral images for identifying breast tissue histology and tissue chemistry. We have acquired Raman measurements on biopsied tissue. We have identified Raman spectral bands that can be used for distinguishing between different tissue types and have applied those Raman spectral bands to achieve cell-level contrast in Raman spectral images. Additionally, we have used clinical observations and interaction with clinicians to develop a conceptual design for a Raman Tomography instrument aimed at breast cancer screening. Finally for Raman tomographic reconstruction, we have evaluated existing diffuse optical tomography algorithms specifically for Raman measurements and have adapted a Monte Carlo framework for our Raman tomographic reconstruction. Through modeling and experimentation we characterized different instrument configurations and have implemented the transmission fan style configuration into our prototype instrument design which uses fiber-optics in-contact with tissue to give the maximum collection efficiency.
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INTRODUCTION: The subject of this research is to develop non-invasive optical instrumentation and methods for obtaining chemical contrast from deep within breast tissue. The overarching goal of this training program is to become steeped in breast cancer clinical practice and research to independently develop a new technology from a concept. My learning objectives include the following: first, fill in the gaps in my basic knowledge of breast cancer and pathology. Second, build a knowledge base as to the chemical changes that are occurring within breast tissue and how those changes are reflected in the vibrational spectra. Third, to understand the optics of breast tissue to gain most efficient illumination and collection schemes for instrumental design. The purpose of this research project is to develop new approaches that can impact early diagnosis of breast cancer, post-biopsy analysis, lymph node examinations, and drug delivery studies. Additionally, this technology could be used to study animal models for tissue engineering, 3D tissue scaffolds and has a variety of other basic research as well as clinical applications. The scope of this training involves optimizing Raman instrumentation and methods for efficient illumination and collection of Raman scattered light originating from deep within breast tissue. Experiments encompass designing tissue phantoms using Intralipid®, dyes/pigments, inclusions, and agarose gel to quantitatively characterize the instruments’ capabilities and performance. Additionally, we conduct spectroscopy on tissue biopsies to correlate spectral bands with healthy and diseased breast tissue. Observed spectral changes are compared to infrared images and H&E/HIS-stained images to relate observed biochemical changes to histology. The Raman data will be used to generate and train classification algorithms for automated histopathology as a starting point for in vivo work at the culmination of this training program.

Personnel receiving pay from this research effort: Matthew Schulmerich
**BODY:** The approved statement of work is illustrated in figure 1. The work conducted for this fellowship ended after year 2 (an early termination of the fellowship was requested as a result of the PI accepting a new position of employment). For year one, five tasks were outlined and for year two, four tasks were outlined. Details of the work conducted in year one and two as well as future directions are presented on the following pages.

![Task 1.1 Obtain tissue biopsy slides and put together a measurement plan (month 1-2)](checkmark)

**Figure 1:** Summary figure and timeline for approved statement of work

**Task 1.1 Obtain tissue biopsy slides and put together a measurement plan (month 1-2):** This task was successfully completed. Tissue samples were obtained from Provena covenant medical center and US Biomax, Inc (IRB approved sources). 101 breast tissue biopsies cores (1mm) were obtained. Diagnosis were hyperplasia (n=20), Dysplasia (n=20), Melignant Tumor (n=40), Normal (n=11). Serial sections of these biopsies were stained and imaged to establish a database of micrographs that could be used to identify cell types and regions of interest in the tissue. The stains used for identifying tissue histology were carefully chosen upon consultation with two pathologists. The histological stains used were as follows:

<table>
<thead>
<tr>
<th>Stain</th>
<th>Serial Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Stain For Raman</td>
<td>261</td>
</tr>
<tr>
<td>P53</td>
<td>262</td>
</tr>
<tr>
<td>Ki67</td>
<td>263</td>
</tr>
<tr>
<td>CD31</td>
<td>264</td>
</tr>
<tr>
<td>P63</td>
<td>265</td>
</tr>
<tr>
<td>No Stain For IR</td>
<td>266</td>
</tr>
<tr>
<td>Masson’s Trichrome</td>
<td>269</td>
</tr>
<tr>
<td>Vimentin</td>
<td>270</td>
</tr>
<tr>
<td>Smooth Muscle Actin</td>
<td>271</td>
</tr>
<tr>
<td>HMW Cytokeratin</td>
<td>272</td>
</tr>
<tr>
<td>No Stain For IR</td>
<td>273</td>
</tr>
<tr>
<td>Her2/neu</td>
<td>274</td>
</tr>
</tbody>
</table>
For each biopsy we built a database of micrographs that can be zoomed to a 20x magnification. A set low magnification serial sections are depicted in figure 2 showing the different staining results.

Figure 2) Serial sections and staining obtained for each breast tissue biopsy

In addition to stained serial sections we also acquired mid-infrared images from each of these biopsies. Some of our mid infrared results is reported in the publication 'High Definition Spectroscopic Imaging' attached in the appendix of this report. An example of an infrared spectral image is depicted in figure 3. These images are useful in working with pathologists in order to evaluate histology and pathology. We used this electronic database of infrared and white light micrographs to identified regions of interest for Raman measurements. Regions of interest were selected by correlating the tissues chemistry with the observed tissue staining to select different tissue types i.e.) distinguishing epithelial cells from myoepithelial cells.

Figure 3) a) Infrared image of using the Amide A band for contrast b) representative mid IR spectrum illustrating the information available for contrast at each pixel in this image.
Task 1.2 Raman measurements (month 3-10): We have successfully completed this task. Raman spectra were acquired on a Horiba LabRam microscope using a video reference to mark the position of each measurement. Spectra were obtained using 785nm excitation with a 100x 0.90NA microscope objective. Acquisitions range from 15 to 60 seconds per measurement point depending on signal to noise. Spectra were acquired at a spectral resolution between 5 and 10 cm\(^{-1}\).

![Image of Raman spectra](image)

Figure 4) Raman spectra were collected from select regions within each biopsy core and compared based on tissue type. We acquired Raman spectra from strategic locations on all biopsy cores that were available on serial section 261 (see page 5). We also acquired Raman measurements from surgical resections that were provided through Provena medical center. The primary focus of our measurements was in distinguishing different tissue types in anticipation of developing an algorithm classifier. Figure 4 illustrates an example of point measurements collected on regions of interest within a biopsy section. A representative example of the data collected for each biopsy core is depicted in figure 4. All spectra in figure 4 were baselined and normalized to the phenylalanine band at 1003 cm\(^{-1}\).

<table>
<thead>
<tr>
<th>Raman Band (cm(^{-1}))</th>
<th>Major Assignments</th>
<th>Weighted towards</th>
</tr>
</thead>
<tbody>
<tr>
<td>622</td>
<td>C-C twisting mode phenylalanine</td>
<td>Epithelium</td>
</tr>
<tr>
<td>643</td>
<td>C-C twisting mode tyrosine</td>
<td>Epithelium</td>
</tr>
<tr>
<td>781</td>
<td>Gyratase/Uracil ring breathing</td>
<td>Epithelium</td>
</tr>
<tr>
<td>828</td>
<td>Ring breathing tyrosine/O-P-O stretch</td>
<td>Epithelium</td>
</tr>
<tr>
<td>854</td>
<td>Tyrosine ring breathing</td>
<td>Stroma</td>
</tr>
<tr>
<td>936</td>
<td>C-C stretch Proline, Velline, and protein backbone (a-helix)</td>
<td>Epithelium</td>
</tr>
<tr>
<td>1003</td>
<td>Symmetric ring breathing mode phenylalanine</td>
<td>Epithelium</td>
</tr>
<tr>
<td>1105</td>
<td>C-H in plane bending mode phenylalanine</td>
<td>Epithelium</td>
</tr>
<tr>
<td>1085</td>
<td>C-N stretch</td>
<td>Epithelium</td>
</tr>
<tr>
<td>1126</td>
<td>C-N stretch</td>
<td>Epithelium</td>
</tr>
<tr>
<td>1205</td>
<td>Tryptophan &amp; Phenylalanine n(C-C(_6)H(_5))</td>
<td>Epithelium</td>
</tr>
<tr>
<td>1240-1265</td>
<td>Amide III</td>
<td>Stroma</td>
</tr>
<tr>
<td>1310</td>
<td>CH(_2)(_2) twisting mode</td>
<td>Epithelium</td>
</tr>
<tr>
<td>1333</td>
<td>CH(_2)(_2) wagging mode</td>
<td>Epithelium</td>
</tr>
<tr>
<td>1350</td>
<td>CH(_2) bending mode</td>
<td>Stroma</td>
</tr>
</tbody>
</table>

Figure 4 illustrates very clearly that different tissue types can be identified by observing the differences in Raman bands. For example, the black spectrum, collected over stromal tissue, has a much larger amide III Raman band (1244 cm\(^{-1}\) and 1274 cm\(^{-1}\)) than epithelial or myoepithelial tissue. This band is correlated with a C-N and N-H vibrational modes and can be used for contrast to distinguish epithelial tissue from stromal tissue. Additionally the band at 1045 cm\(^{-1}\) also has a
larger relative contribution in the stromal and myoepithelium tissue over epithelium. Some specific spectral band weightings are listed in the table below figure 4. Validating the exact position of a measurement was difficult as the tissue structure changed slightly in sequential serial sections and as a result this contrast is somewhat difficult to visualize by point measurements.

To overcome this difficulty, we acquired Raman spectral images that allow us to more reliably identify where a Raman spectrum originates from relative to the surrounding tissue. Using the Raman spectrum for contrast and having the positional correspondence of many Raman spectra, we are able to visualize the tissue structure and pull out average differences in tissue types.

An example of a Raman spectral image is illustrated in figure 5. The top right image illustrates a Raman spectral image overlaid on an unstained biopsy micrograph. The primary contrast in this image is achieved using the band at 1045 cm$^{-1}$. By correlating the position of the image with stained biopsy serial sections in our database, it is clear that we can distinguish epithelium, stroma, and myoepithelial cells without dyes or label. This is a significant finding because myoepithelial cells makeup the basal layer of normal mammary epithelial tissue. Their identification has particular diagnostic value as they are lost in malignancy but retained in most benign lesions. Quantification of these cells in vivo could play a key role in identifying invasive carcinomas.

Figure 5) Raman spectral image compared to stained biopsy sections

Task 1.3 Raman data processing (month 11-12): Spectral processing involved calibrating the wavelength axis against a neon atomic emission lamp and using a NIST traceable white light source to correct for the instruments wavelength response. The Raman spectra were then imported into Matlab® and examined for cosmic rays (spikes). If spikes were found they were removed by using a median filter on adjacent points to determine an interpolating reference. The spike were then deleted and replaced by interpolating data points from both sides of the spike to fill in the gap. Baseline points on the data were identified and used for all spectra analyzed. Using these same baseline points a multi-linear baseline was then fit to the data and subtracted to provide baselined Raman spectra. The spectra were then normalized either by overall area or to specific band areas. Several algorithms and visualization approaches were developed for this work and have been
reported in the publication 'Real-time interactive data mining for chemical imaging information: application to automated histopathology" which is attached in the appendix of this report.

**Task 2.1 Instrument conceptual design based on clinical observation (month 1-2):**

Dr. Krishna Tangella M.D. who is Teaching Faculty at the University of Illinois at Urbana-Champaign College of Medicine has spent the first year of this fellowship with me in a one-on-one course in Breast Cancer pathology. Over this year I have built-up my fundamental understanding of breast cancer. I’ve worked closely with the pathology team at Provena Covenant medical Center in Urbana, IL. In working with this team I’ve been fortunate to observe many aspects of clinical practice associated with breast cancer. I’ve observed screening with MRI and mammography as well as ultrasound guided biopsies. I’ve seen the processing that occurs when a biopsy is section and prepared for histological staining. Additionally, I’ve observed grossing procedure conducted on tissue from mastectomies. I was also fortunate to attend a week long intensive Breast Imaging course covering clinical breast imaging that was provided by the International Institute of Continuing Medical education (iiCME). This course was extremely useful in understanding current radiology practices and was very motivating as spectroscopy was brought-up as a future technology of interest!

Based on these observations and experiences, we developed conceptual design for a Raman based screening instrument as depicted in figure 6.

![Figure 6] a) Photo taken at Provena Covenant Medical Center of a mammogram instrument b) Conceptual Design and AutoCAD files for a Breast Cancer Screening Raman Instrument

The instrument design is comprised of a stand that couples two breast paddles to an optical table. The stand has vertical and rotational motion to adjust to patient height and allow for multiple projections through the breast tissue. Both breast paddles are removable and can be made compatible with existing mammogram instruments. The bottom breast paddle has a transparent glass plate that is used to compress the breast tissue and will allow the Raman excitation source to
illuminate the bottom of the breast. The light transmitted through the breast is collected by fiber optics on the top paddle and is then relayed to an imaging Raman spectrometer. This data is then used to reconstruct the size, shape, and position of features using the innate chemical contrast in the breast tissue. Details on the construction of the instrument follow in the tasked outline for year 2 work.

**Task 2.2 Instrument optical design (month 3-12):**

A transmission approach to illumination and collection has proven to be the most robust approach to diffuse optical tomography where as other methods, a back scattered configuration for example, are known to have reconstruction artifacts like higher surface weightings of reconstructed targets. To explore and understand the use of transmission Raman measurements in tomographic reconstructions we conducted a series of experiments and modeling to aid in instrument design. We compared two forward-modeling methods, radiative transport calculation (via Nirfast, an open-source diffuse optical tomography modeling package) and Monte Carlo simulation (written in-house), for the modeling of light fluence in the phantom. Reconstruction of the size and position of buried targets was attempted via an iterative modified-Tikhonov minimization algorithm without the use of spatial priors. The results are validated against computed tomography (CT) images of the same samples.

**Phantom Specimens and Fabrication**

Tissue phantoms were fabricated by dissolving 1 gram of agar (Sigma-Aldrich) in 50 ml of water at 95°C. Different volumes of 20% Intralipid (Sigma), an oil emulsion that is commonly used to mimic the scattering properties of fatty tissue, were added to increase the scattering potential. 0.25ml or 1.25ml per 50ml of water were added to produce phantoms of total Intralipid concentration 0.1% or 0.5% by volume. A 0.1% concentration of Intralipid represents the lower limit of what is opaque to the naked eye, while a 0.5% solution close to the scattering level exhibited by epithelial tissue. The solution was poured the wells of a cell culture plate. One PTFE sphere of 1/8” diameter or two spheres of 1/16” diameter were suspended in each well by thin histology needles, and the plate was allowed to cool in a refrigerator for approximately one hour. The resulting phantoms were cylindrical, 1 cm in diameter and approximately 2 cm tall. Each sphere was positioned such that its middle sat approximately 1.2 cm above the base of the phantom. The radial position of the spheres, as well as the distance between two spheres embedded in the same phantom, were experiment-dependent.

**Raman Instrumentation**

The instrument comprised of a 785 nm excitation laser (barrowed for these experiments) and CCD-coupled spectrometer with a pre-stage notch filter, a fiber-optic bundle detector and a motorized rotation stage, as shown in Figure 7. In all cases, the laser and detector were held at a constant height at the level of the PTFE target while the cylindrical phantom was rotated about its vertical (symmetrical) axis. This allowed for a single source/detector combination to sample the phantom from multiple angles, a requirement of optical tomography.

The 400mW CW laser at 785nm (Invictus, Kaiser) was fiber-launched and passed through a collimator to produce a 1.25 mm diameter beam. In all cases, this beam was centered on the waist of the phantom at the height of the target. Collection was performed via two achromatic doublets which focused the photons exiting from the phantom onto a 50-fiber bundle (100 um diameter
each, in an approximately 5x10 array) (Fibertech Optica, Kitchener, Ontario, Canada). The focal lengths of these achromats were 60mm (focusing) and either 75mm or 200mm (collection) depending on the experiment. The output of the fiber bundle was imaged onto a spectral CCD (iDUS, Andor Technology, Belfast, Northern Ireland). The motorized rotation stage (NR360S, ThorLabs, Newton, New Jersey), controlled by LabView (National Instruments, Austin, Texas), was stepped clockwise in 4.5 degree increments in all experiments for a total of 80 discrete sampling angles.

Figure 7) a.) and b.) Photos and c.) schematic of Raman tomography instrumentation. Both the illumination and collection fibers are centered on the phantom at the height of the PTFE sphere target.

Experiments
For phantoms containing a single target, three separate instrumentation configurations (as shown in Figure 7 were considered. In the first, shown in Figure 8a, the source and detector were kept at a 180° angle while the phantom was rotated through 80 positions to demonstrate the insufficiency of using a single source-detector angle. Acquisition time was three minutes per step (two frames of 90 seconds each to aid in data processing). The second experiment involved varying the angle between the source and detector, shown in Figure 8b. In addition to 180 degrees, the source was moved relative to the detector to form angles of 135, 90, and 45 degrees. This setup mimics the “circular fan-beam” geometry which is commonly used in diffuse optical tomography experiments. For each source position, the stage was rotated through the full 80 steps and two spectra of 30 seconds each (as opposed to 90 seconds) were acquired at each step. In the final configuration, the source/detector angle was returned to 180 degrees, but the achromatic collection lens nearest to the phantom was replaced with one of focal length 200mm as shown in Figure 8c. The entire
detector setup was moved an appropriate distance away from the phantom to keep the fibers in focus. This expanded the collection region from an area of approximately 0.97 mm x 1.3 mm to 2.9 mm x 3.8 mm with the intent of being able to collect spatial information from each individual fiber. This fan-like geometry was chosen to mimic the cone-beam transmission computed tomography (CT) source-detector configuration.\(^8\)

A series of experiments involving phantoms with two PTFE spheres were also performed. Using the instrument setup with the longer focal length collection (experiment seen in figure 8c) and an additional 30 mm focal length lens to focus the collimated illumination beam in an approximation of a point source (see later discussion), the response from two spheres was investigated. Additionally, a third series of experiments in which the Intralipid content of the two-sphere phantoms was increased to 0.5%, was performed in the same manner with two spheres and a longer focal length. The quality of the reconstructions was evaluated by comparison to micro-CT images showing absolute sphere positions.

**Data Processing**

Figure 8) Three instrumentation configurations corresponding to the three experiments performed. a) Illumination and collection are fixed at a 180 degree angle. Measurements are taken as the phantom is rotated in 80 steps of 4.5° each. The fiber bundle is treated as a point detector for 80 total measurements. b) Multiple scans are taken with the source forming four positions with the detector (180°, 135°, 90° and 45°). The total number of measurements taken is 320 (4 x 80). c) Illumination and collection are fixed at a 180° angle as in setup a), but the focal length of the collection has been increased from 75 mm to 200 mm. As a result, the total area of collection is larger and the fiber bundle can no longer be treated as a point detector – the signals from (ten) individual fibers were evaluated for 800 total data points.
Zemax was used to model some of the optical configurations, while Matlab was found to be more useful in the tomographic reconstructions. All data processing was done in Matlab R2009b (The MathWorks, Nantucket MA). A median filter was applied to all collected data to correct for the cosmic ray ‘spikes’ which appear on the CCD. The two Raman bands of interest are PTFE (732 cm\(^{-1}\)) and Intralipid (~800-820 cm\(^{-1}\)). As with the biopsy Raman measurements, a multilinear “rubber band” baselining procedure was used to remove the background, and the area under each band was calculated. During reconstructions, both the absolute intensity of the PTFE signal and that of the Intralipid signal are utilized. The intensity of the Intralipid band is directly proportional to the number of photons reaching the detector for that measurement, and can be considered an internal standard which accounts for any discrepancies in the distance between source and detector or in the amount of light collected. In high-scattering samples where the Intralipid band is obscured by noise, the band’s value is approximated as being proportional to the average intensity of the entire CCD chip.

**Computerized Tomography Reconstruction**

Nirfast

[www.dartmouth.edu/~nir/nirfast], is an open-source software package for simulation of DOT experiments and for DOT reconstructions from real or simulated data. Based on a finite-element method for calculating photon fluence through specified geometries, the two processes that can be modeled (NIR absorbance and fluorescence emission) can be seen as analogous to Raman scattering events (conversion of Rayleigh scattered to Stokes scattered light). While the physical processes behind these two are not the same, they are similar enough to warrant the use of Nirfast as a first approximation for 2D reconstructions from experimental Raman data. For reconstructing experimental data, a circular finite element

Figure 9  a) Schematic of 180° setup, including the direction of rotation and the approximate starting position of the PTFE target relative to the source and detector. b) PTFE to Intralipid Raman photon ratio as a function of phantom rotation, average of all fibers. Distinct increases in signal occur when the target passes the source or the detector. c) Center of gravity measurements for each fiber-optic in the detector bundle. Due to the small spacing of fibers, little variation is seen in the position of the second peak as seen by each individual fiber. d) Reconstruction from Nirfast. Data predicts two targets at opposite ends of the phantom.
mesh was generated within the program. Source and detector locations were added to match each experimental setup, and the experimental data were ordered and normalized to match the range of the signal from a forward simulation of a 'blank' mesh with no absorbing target.

Also evaluated was a Monte Carlo simulation written in-house for modeling photon fluence. Using a 2D pixel mesh, the reconstruction mathematics and assumptions conserved between the two methods. Although more computationally intensive, Monte Carlo simulations allow the user to overcome certain assumptions made by the radiative transport equation (including the use of a non-idealized point source, implementation of geometrically-accurate detectors, and photon migration that does not follow the diffusion regime) which may not be appropriate for certain Raman experiments. Monte Carlo studies which simulate the generation and propagation of Raman photons through turbid media have been performed recently.\textsuperscript{10-12} In a similar manner, we compare the results of Monte Carlo simulations to those of Nirfast to show that the physical processes that govern Raman tomography experiments differ significantly from DOT experiments and that these two modalities need to be treated as separate entities.

Results from these experiments

A: Radiative transport calculations (NIRFAST)

Figure 9a illustrates the simplest configuration and the recorded Raman signal of a PTFE sphere relative to Intralipid as a function of rotation (Figure 9b). Two maxima are observed: one when the target passes the source and another when the target passes the detector. These two maxima are spaced by approximately 180°, which is explained by uniform rotation of the target through 360°. In-between the two maxima, no
Raman signal is observed; the collected photon count at these points is below the spectrograph’s limit of detection.

Each of the 50 fibers from the detector is mapped onto a different region of the CCD camera, and the response from each fiber can be individually determined. The behavior of individual fibers (detectors) set along the waist of the phantom would be similar to the results seen in Figure 9b: the PTFE target will pass by each fiber and the source during rotation, resulting in two maxima with slight position shifts as a result of fiber position. If the fibers are all packed closely together, we expect this difference to be minimal; if the fibers are spaced at larger intervals, this difference will be much more pronounced. Figure 9c plots each fiber’s (48 total) center of gravity for the second maximum (when the target is closest to the detector) as a function of phantom rotation. The fibers show a standard deviation of 3.1 degrees, indicating that the majority of the fibers ‘see’ the target pass by within six degrees of rotation. This small variation is to be expected because the assembly’s collection area spans one square millimeter, contributing a very small angular response of less than three degrees. The two maxima (target near source and target near detector) are similar in height, width, and shape. Without angular information it is not obvious how to distinguish one from the other. Performing a 2D reconstruction on the data with Nirfast, as shown in Figure 9d, confirms this observation: the program predicts two targets separated by 180 degrees. This result reinforces the well-accepted notion that multiple collection angles are needed to accurately determine the position of targets buried in scattering analyte.¹

Figure 10 displays Raman signal versus rotation angle for multiple source locations (“circular fan-beam” geometry). The data have been normalized to the second maxima (when the phantom is nearest to the detector). As in the previous example, each full rotation shows two maxima corresponding to when the target passes the source and the detector. While the 180° configuration shows a separation of roughly 180°, the other angles show corresponding separations close to 135°, 90° and 45°. It is clear that the maxima corresponding to the target passing the detector do not change in position. The Nirfast reconstruction in Figure 10c supports the observation that multiple illumination/collection angles gives greater insight as to the location of the target.
Although one target is predicted, ‘shadowing’ occurs in regions not occupied by the target. The primary cause of this stems from a discrepancy between how illumination is modeled and how the phantom is actually illuminated by our instrument. The radiative transport equation is forced to assume a perfect point source for illumination – for measurements over long distances with samples with high scattering coefficients and fiber-launched illumination in contact with the sample, the effective angle of illumination is very large and, after travel, many scattering events will occur, making a point-source illumination approximation very appropriate. In this experiment, a collimated beam is used as the source, meaning that the illumination is highly directionalized within the sample. The difference between these two models is illustrated in Figure 11a, which compares the photon fluence at four points on a homogeneous phantom as simulated in Nirfast and measured using the experimental setup. It is immediately apparent that these two models are not equivalent. With a point source illumination, photon density at any position in the phantom is directly proportional to the distance from the source. Collection at 45° relative to the source is more intense than 90°, etc. In the experimental setup, fluence is greatest at a collection point 180° relative to the source, which is the exact opposite of the simulation. In this particular experimental setup, the source directionality, scattering level, and measurement distance are such that the assumption of photon diffusion behavior does not hold.

Figure 11) a) Illumination fluence at the phantom border at four different angles relative to the point of illumination. Solid line: calculated fluence from the radiative transport equation. Dashed line: measured fluence using a tissue phantom (0.1% Intralipid, no targets). b) Illumination structure for an idealized point source. c) Ray tracing simulation showing the illumination structure for a directionalized laser source.
This presents an interesting problem when working with measurements where the source and detectors are positioned at multiple sets of angles. The structure of illumination within the specimen is fundamentally different between simulation and experiment to the point where the radiative transport equation fails to describe the system when a wide range of source-detector angles are utilized. Figure 11b shows the illumination structure for a point source as determined by the radiative transport equation and Figure 11c shows an example of a collimated laser source as determined by a ray tracing simulation. While the fluence in regions between the source and detectors at angles smaller than 180° is highly dependent on the choice of model, the fluence at detector positions with angles very close to 180° are very similar to one another in both models. As such, it can be argued that, for detector positions close to and centered around 180° relative to the source, a point source approximation may be suitable for the experimental setup’s collimated beam illumination.

In order to collect at a number of angles near to 180° from the source, the fiber pattern was focused with a lens of length 200 mm, significantly increasing the size of the fiber pattern as projected onto the phantom (as illustrated in Figure 12a) to nearly 4 mm across. In this manner, the angles formed between the source and detectors ranged from 0-10.4 degrees. Upon measuring the phantom with this setup and summing the responses of all 48 active fibers, the resulting response shown in Figure 12b is significantly different from that in Figure 9a. While two peaks separated by approximately 180° are observed, one peak (corresponding to the target passing the detector array) is significantly shorter and wider, resulting from the increased spacing of the detectors. This reasoning is confirmed in Figure 12c, in which the standard deviation of the peak

Figure 12  a) Schematic indicating a longer detector focal length and, in turn, a larger collection area by the detector. b) PTFE to Intralipid Raman signal ratio averaged over all fibers. Due to the larger area of collection, the peak corresponding to the target passing the detector is broader than the peak corresponding to the target passing the source. c) Fiber optic center of gravity is much more varied when the area of collection is increased, possibly leading to more angular information during collection. d) Nirfast reconstruction using 10 individual fibers spanning the length of the fiber pattern per rotation angle. One target is predicted with no shadowing.
position for all fibers is increased to 23.9. The wider spacing of the fibers implies that more angular information is collected. Upon performing a Nirfast reconstruction using 10 individual fibers spaced across the width of the fiber pattern (and, as a result, tenfold the number of data points as compared to a single detector at 180° from the source), the image in Figure 12d is generated. A single target is predicted with minimal ‘shadowing’ artifacts seen from collecting at angles smaller than 180° from the source, indicating that errors resulting from an incorrectly predicted illumination structure are reduced when source-detector angles are large and span a small range.

While it has been demonstrated that the correct number of targets (and an approximation of target position) can be recovered using this large fiber pattern setup, the validity of this technique cannot be determined unless a) the separation of two closely-spaced targets and b) the accurate determination of the positions of these targets can be demonstrated. In order to do this, three changes were made to the experiment summarized in Figures 8c and 12a: two 1/16” diameter spheres (instead of one 1/8” diameter sphere) were embedded in the phantom with close spacing (<= sphere diameter), ‘fluorescence’ Nirfast reconstructions were used (as to separate PTFE and Intralipid responses and normalize each to a simulated blank), and micro-CT was performed on each phantom in order to determine the exact target positions.

Figure 13) a) Micro-CT reconstruction of the phantom with two PTFE spheres. b) Nirfast reconstruction. c) Micro-CT and Nirfast reconstruction overlay.

Figure 13a shows the micro-CT reconstruction of a phantom with two small embedded PTFE spheres, illustrating their small separation relative to target size. Figure 13b shows the Nirfast reconstruction using data from the Raman tomography experiment. Two closely-spaced targets are predicted with some shadowing seen in the center of the reconstruction. In order to determine how accurate the positions and spacing of these predicted targets are, Figure 13c shows an overlay of the micro-CT reconstruction atop the Nirfast reconstruction. We see that the error in the position of each target is less than 1mm.
The 0.1% Intralipid phantoms are opaque to the eye, but have only about 1/5 the scattering power of some epithelial tissues. The next step towards translating this method to tissue measurements is to increase the scattering level of the phantoms fivefold to 0.5% Intralipid. The same experiment as shown in Figure 13 was performed on a phantom consisting of 0.5% Intralipid. Figure 14a shows the micro-CT reconstruction of the phantom, Figure 14b shows the Nirfast reconstruction, and Figure 14c shows the overlay of the two. It is immediately noticeable that the positions of the targets are not correct. Although the angular spacing between the targets is correctly reconstructed, their positions are ‘projected’ onto the edge of the phantom. While the width of these projections are similar to the widths of the PTFE spheres, the 'depths' of these targets cannot be resolved at this level of scattering using the current instrumentation and reconstruction methods.

B: Monte Carlo simulations

Thus far it has been shown that Raman tomography reconstructions with Nirfast can provide reasonable size and position information for buried spheres. As experimental parameters become more ‘extreme,’ such as a fivefold increase in the scattering power of the medium, reconstruction accuracy is rapidly degraded. Consideration on the improvement of reconstruction accuracy begins with an exploration of factors which limit reconstruction quality. Three general causes for poor reconstructions that will be discussed here include not acquiring enough total data (absolute undersampling), not acquiring enough unique data (spatial undersampling), and misinterpreting acquired data (incorrect modeling of system response).

Iterative image reconstruction of this sort often falls under the regime of ill-posed inverse problems, meaning that the number of unknown variables to be solved (the number of pixels in the resulting mesh) is larger than the number of known variables (data points collected). When the number of measurements performed meets or exceeds the number of pixels in the resulting mesh, a direct solution is theoretically possible. In any case, increasing the number of measurements increases the maximum potential reconstruction quality. At the same time, care must be taken to ensure that each of these measurements contributes an amount of unique or orthogonal information to the resulting data set. An increase in the absolute number of measurements cannot improve reconstruction quality if these new data points do not add new information to the resulting data set. With the end goal of determining accurate spatial distributions, the combination of source and detector sizes and positions needs to be intelligently chosen such that no region of the specimen is poorly probed or under-sampled as compared to the specimen as a whole.
These first two issues, both related to under-sampling, can be addressed to a certain degree without the use of computer modeling or an exact knowledge of the system response. The total number of measurements to acquire can be chosen based on the desired number of pixels in the reconstruction mesh (or vice-versa), whereas choosing a wide range of different source-detector configurations lends itself to probing a number of different regions of the specimen. Neither of these approaches is sufficient. Without a strong knowledge of both which regions of a specimen are probed in a given source-detector configuration and the collection efficiency of each configuration, it is not possible to determine the effectiveness of a given instrument setup. With such knowledge, an ideal instrument configuration can be determined and the maximum reconstruction quality can be predicted.

Knowledge of source-detector responses with regards to a given specimen (system-analyte response) can be determined through the computer modeling of photon fluence. This is precisely what happens during a reconstruction using Nirfast: photon fluence from each source and the spatial collection efficiency of each detector is determined through radiative transport calculations in order to quantify the sampled region of each source-detector pairing. As mentioned previously, the use of radiative transport equations in the diffusion regime requires several assumptions about both the instrument and the specimen. One such assumption is that all sources are perfect point sources and all detectors have a numerical aperture of one (equal collection efficiency over all angles, the detector equivalent of a point source). Additionally, specimens are assumed to be heavily isotropically light scattering to the point that the movement of photons is governed by the diffusion regime.

While these assumptions sufficiently describe DOT instrumentation, instruments that are simply similar to DOT will deviate from these assumptions by some amount, and this is exemplified by the instrument described in this report. The illumination is not a point source directly in contact with the specimen, but is instead a collimated beam. Detectors are also not in contact with the specimen such that each detector’s response changes as a function of the angle it makes with the specimen surface. Because of the strong directionalization of the incoming light, the scattering power of the analyte, and the small distances over which measurements are taken, the diffusion approximation does not hold (as shown in Figure 11).

Significant deviations from the idealized diffusion regime have two main impacts on Raman tomography imaging and instrument design: optimal instrumentation configuration and measurement parameters cannot be determined if accurate specimen illumination and light collection cannot be modeled, and correct reconstructions cannot be obtained if reconstruction algorithms are misinterpreting the experimental data due to the inability to accurately determine the specimen region probed for each source-detector pairing. Correcting for these differences requires abandoning the diffusion regime and its required assumptions in favor of a modeling technique that allows for more accurate descriptions of instrument sources, detectors, and light-specimen interactions.

Ray tracing through an iterative Monte Carlo script represents a solution for light modeling that accommodates a full description of an instrument’s sources, detectors, and specimens without operating under the previously discussed assumptions of diffusion-regime radiative transport calculations. Such a simulation models the travel of individual photons as they are generated at a
source, enter a specimen, travel through the specimen, and eventually exit the specimen or become absorbed. The path traveled is a ‘random walk’ governed by statistical distributions determined by user-input properties of the instrument and specimen (source placement, width, and angular distribution; specimen refractive index, mean scattering length, and mean absorbance length; detector placement, width, and numerical aperture). By simulating and recording the paths of thousands of such photons, a detailed description of how the specimen is illuminated and the distribution of collected photons is generated. The power of this approach is that it is relatively simple and straightforward to ray trace individual photons and predict their behaviors during interaction with the specimen via Beer’s Law, Snell’s Law, Fresnel Principle, etc. Modeling thousands of these photons does not require additional mathematics, only additional computing power. As there is no analytical solution for the radiative transport equation outside of the diffusion regime, such a photon modeling approach represents a reasonable solution to more accurate modeling of a range of instruments and specimens.

Monte Carlo approaches are not without drawbacks. Modeling a single photon is a mildly computationally intensive iterative process; modeling thousands of photons for each source and detector can increase this computational burden by several orders of magnitude. While there have been solutions in the literature to increase computational efficiency, including modeling ‘big’ photons which undergo multiple absorbance events and the use of graphics processing units (GPUs) for code speedup at the present time Monte Carlo methods take strictly more computing power than radiative transport calculations. Additionally, simulations driven by underlying random processes do not converge on an exact solution. Just as the measurement of a signal containing white noise approaches the true value as acquisition time is increased, Monte Carlo simulations approach an ideal solution as more photons are modeled, but there will always be variability in the result. Reducing this variability to an acceptable level through increased runtimes is another consideration when employing these methods. If these computational difficulties can be handled, these methods can provide a straightforward and fully customizable means of modeling specimen illumination and performing reconstructions from experimental data.

### Table 1. Comparison of the three main differences between radiative transport (Nirfast) and Monte Carlo simulations.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Radiative Transport + Diffusion</th>
<th>Monte Carlo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photon migration</td>
<td>Diffusion behavior</td>
<td>No diffusion assumption</td>
</tr>
<tr>
<td>Source</td>
<td>Point sources</td>
<td>Directionalized (laser) illumination</td>
</tr>
<tr>
<td>Detectors</td>
<td>NA of 1</td>
<td>NA &lt; 1</td>
</tr>
</tbody>
</table>

To demonstrate some of these advantages, a Monte Carlo photon ray tracing code was written in-house with Matlab. The cylindrical specimen was represented by a circular mesh (similar to that used in the Nirfast reconstructions) comprised of 709 square pixels (as compared to ~1750 triangular elements in the Nirfast reconstructions), each with a defined mean scattering length,
mean absorbance length, refractive index, etc. For the following discussion, fluence modeling was performed on a simulated homogeneous circular tissue phantom with 16 equally-spaced sources and detectors spread equally over the surface. This is often referred to as a standard ‘fan’ geometry in DOT literature.\textsuperscript{[1]} For the Nirfast simulations, all sources were treated as point sources, all detectors had an effective numerical aperture of one, and photon migration occurred under the assumption of the diffusion regime. These three characteristics are required for Nirfast simulations and diffusion-regime radiative transport calculations in general. In contrast, the Monte Carlo simulations utilized directionized laser sources, small numerical aperture detectors, and a Poissonian distribution to model scattering such that diffusion behavior was not assumed. While the assumptions required by radiative transport calculations have worked well in the DOT field, the small specimen size and directionized laser illumination utilized in these Raman tomography experiments are not well described by these assumptions. These differences are summarized in Table 1. The images from the Monte Carlo simulation shown below look significantly more ‘pixelated’ than their Nirfast counterparts because the data are not heavily interpolated before being presented to the user.

Figure 14. Simulated sampling regions of a homogeneous tissue phantom for two detectors separated by 157.5 degrees. a) Nirfast simulation with a point source, idealized detector, and diffusion-regime photon migration. b) Monte Carlo simulation modeling a directionized laser source, a small numerical aperture detector, and non-diffusion photon migration.

Visualizing the sampling region of a single source-detector pair using the adjoint source approximation illustrates the differences between point and directionized sources and detectors. The adjoint source approximation, employed by both Nirfast and the Monte Carlo simulation, states that if a source and a detector switch positions the detected power will remain the same as the detected photons must travel through the same region. Simulating the fluence from a source and the fluence from a detector (as though it were a source) and multiplying these two regions together shows the mutual ‘sampling’ region of the two. This approximation holds true as long as scattering is assumed to be isotropic or if the optical process bridging the two regions (spontaneous Raman scattering) is isotropic. Figure 14 depicts a homogeneous circular mesh with a source-detector pair at an angle of 157.5°. Using the adjoint source approximation, the effective sampling region for both a point source with a ‘point’ detector and a directionized laser source with a less-than-unity numerical aperture detector are shown. The Monte Carlo simulation shows that the majority of the collected signal originates from the bulk, while in the diffusion regime the most intense signal originates from the phantom’s surface. Quantitatively, the sampling power distribution of these two regions differs by approximately 23%. These differences in sampling region are more
pronounced when all source-detector combinations are taken into account, representing the sampling region for

Figure 15) Simulated sampling regions from all 240 source-detector pairs for a homogeneous circular tissue phantom. A) In the diffusion regime (very high scattering, large sampling distances), the majority of the collected signal originates from near the phantom’s surface. B) In a lower-scattering regime with directionalized illumination, there is a strong preference for signal originating from the bulk. An X-shaped artifact is present due to the coarse pixel mesh.

an entire experiment. The results from summing the sampling regions for all 240 source-detector combinations are shown in Figure 15. For the Monte Carlo simulation representing our Raman tomography setup, the majority of the collected signal originates from the phantom’s bulk, while a diffusion regime behavior results in a collection preference for the phantom’s surface. A strong preference for bulk signal agrees with previous Monte Carlo simulations regarding to transmission Raman measurements.¹¹

Figure 16) Monte Carlo simulations can be used for the fluence-modeling ‘forward’ step in an attenuation-based reconstruction. a) A homogeneous mesh with an anomalous region of absorbance that is 10x higher than the bulk. b) After five iterations, a Monte Carlo-based reconstruction algorithm can identify the region of the anomaly, albeit with artifacts.

Fluence modeling simulations through Monte Carlo methods can also be used for reconstruction purposes. Using the same mesh, a region of anomalous absorbance was added (Figure 16), simulated experimental data was generated by Monte Carlo fluence modeling, and the data was supplied to a reconstruction algorithm utilizing the same Monte Carlo method and homogeneous absorbance properties for a starting guess. It should be noted that this reconstruction type is fundamentally different from those discussed in the rest of this report, as Raman/fluorescence reconstructions investigate a photon generation process and require measured values for both the
Raman signal and the fundamental frequency, while an 'absorbance' reconstruction is attenuation based and only utilizes one data point per source-detector pair. Even so, this demonstrates that Monte Carlo fluence simulations have sufficient repeatability to be useful in reconstruction algorithms. In order to maximize this utility, processing times need to be decreased significantly through the use of graphics processing units (GPUs).

These simulation comparisons suggest that while diffuse optical tomography and Raman tomography are similar in form and function, they can differ drastically in analyte response. Radiative transport calculations have been an invaluable tool in the DOT field, as the results are highly reproducible and accurately model those experiments. Upon moving to lower scattering levels, smaller sample sizes, and the use of laser sources and small-NA detectors, the diffusion-regime radiative transport equation becomes a less accurate model. In order to develop the field of transmission Raman tomography, elegant fluence modeling simulations allowing for the accurate modeling of arbitrary sources, detectors, and sample geometries will need to be realized. Monte Carlo simulations bolstered by the processing speed of graphics processing units represent one possible means to this development.

An additional point worth adding to this report is in our collection scheme. Through the research conducted in the above experiments and through modeling we determined a fiber placed in contact with the tissue surface should provide the highest collection efficiency. The maximum collection efficiency occurs with the fiber in contact with the breast tissue. The collection efficiency of a fiber optic probe (the absolute number of photons that reach the CCD camera) increases when the fiber is in direct contact with the tissue as opposed to collection through a distance of air via a focusing lens. The two phenomena that govern this effect, Fresnel reflection and numerical aperture, are primarily functions of the refractive indices of tissue \( n \approx 1.3-1.5 \), silica glass \( n \approx 1.5-1.6 \), and air \( n = 1 \). The magnitude of Fresnel reflections at the boundary of two materials decreases as the difference between the materials' refractive indices \( \Delta n \) approaches zero. First, eliminating a 'layer' of air between tissue and the fiber probe reduces the number of interfaces at which reflections occur. Furthermore, the difference in refractive index for a tissue-fiber boundary \( \Delta n \approx 0 \) to 0.3) is smaller than either a tissue-air boundary \( \Delta n \approx 0.3-0.5 \) or an air-fiber boundary \( \Delta n \approx 0.6 \). In addition, the effective numerical aperture (or collection angle) of a fiber optic or lens increases as the refractive index interfacing with the specimen increases. Just as an oil-immersion microscope objective has a larger numerical aperture than a standard objective that operates in air \(^{15}\), 'immersing' the tissue in a refractive index \( n \approx 1.5-1.6 \) medium by directly interfacing the fiber and the tissue increases both the collection angle and the total number of photons coupled into the fiber. Therefore in our instrument's design we have included breast paddles with slots for positioning fibers so that we are able place individual fiberoptics in direct contact with the skin's surface.
Task 1.4 Justification of correlations (month 13-18):
This task was successfully completed. Data from year 1 was analyzed and additional Raman images were acquired to further understand the complex Raman signal observed from the different cell types that make up breast tissue. Through Raman imaging the chemical contrast achieved through various spectral bands is apparent. The Raman image displayed in figure 17 is comprised of a red, green, and blue pixels corresponding to the intensities of 3 Raman bands (781 cm$^{-1}$ shift in blue, 936 cm$^{-1}$ shift in green, and 1450 cm$^{-1}$ shift in red.) The contrast observed in an H&E serial section is mirrored in the Raman image. The challenge lies in identifying the different tissue types and then comparing the different Raman signals to determine the spectral source of the contrast. While a first pass at identifying this contrast was completed in year 1, here the additional imaging experiments are in support of these results.

By acquiring a Raman image and then observing histological stains of serial sections we can choose pixels that are over the desired cell-types. As a simple example, we are able to distinguish epithelium from stromal tissue by masking-out only the tissue type of interest and then looking at the Raman spectrum of only that tissue type. This approach is illustrated in figure 18. We first collect a Raman image and then compare it to a serial section stained with H&E. The serial section allows us to identify which tissue structures are present in the Raman image. We then identify and mark the pixels that correspond to epithelium and to stromal tissue. We are able to then categorize all the spectra that are associated with stromal tissue and all the spectra that are associated with epithelial tissue and thus compare the differences in the spectra and compare that to the literature.$^{17,18}$

While the spatial distribution of epithelium and stromal tissue is of diagnostics importance, the clinical utility of imaging these two components alone is not significant. A significant tissue with diagnostic utility is myoepithelium.$^{19,20}$ As depicted in figure 19, myoepithelium is comprised of a mesh-like network that surrounds lobules and ducts. These cells have the ability to contract in order to secrete milk from the lobule into the duct.
They are present in healthy breast tissue even if a woman is not lactating. Myoepithelial cells are on the order of 1-2 micrometers thick and are not visualized with H&E staining. These cells are a main diagnostic marker for determining whether suspect tissue is benign or malignant. A pathologist will use the immunohistochemical stain P63 to specifically visualize these cell types. A P63 stain of normal vs malignant lesion is illustrated in figure 19. Myoepithelial cells are stained a dark brown color. The normal tissue has a continuous layer of myoepithelial tissue surrounding the lobules. In the malignant case, the myoepithelial layer is discontinuous and this would be diagnosed as an invasive carcinoma.

Using the same masking approach described in figure 18, we collected high resolution images of a biopsy section to determine if Raman spectroscopy has the chemical contrast to be able to discern myoepithelial tissue from epithelium and stromal tissue. From the comparison of Raman spectra between masked regions several bands of contrast are evident. In figure 20, the masked regions were determined by looking at H&E, P63, and SMA stained serial sections. The Raman spectra were then averaged between the marked sections to identify differences in the spectra. To visualize the chemical distribution within the tissue, three bands were chosen and those pixels were marked as red, green, and blue pixels. The resulting Raman image shows the contrast achieved by these 3 spectral bands. The resulting image is segmented well into the three components highlighted by the stained tissue. This
figure demonstrates the ability to obtain label free contrast of myoepithelial cells using Raman spectroscopy. This is an exciting prospect because Raman is conducive to in vivo measurements and the identification/quantification of myoepithelium is an extremely important diagnostic marker. We have sufficient data with spontaneous Raman to put together a manuscript; however we aim to increase our statistical power by increasing our image data-set using a higher speed complimentary technique.

To explore myoepithelial band assignments further, as future work, we are interested in collecting large images of multiple biopsy sections using stimulated Raman spectroscopy (SRS)\(^{22,23}\). The information gained from the spontaneous Raman imaging give us insight into which spectral bands are worth pursuing in order to gain cellular/tissue type contrast. With SRS imaging we are able to collect large image areas on the order of 1mm squared in about one hour per band. This same size would take days to weeks with spontaneous Raman approaches severely limiting the practical statistical power we can achieve. However before one is able to do SRS it is important to know which spectral bands will give chemical contrast. The spontaneous Raman images presented above along with some others we have collected give us a good starting point to conduct an SRS study. As a first step towards this effort we have built and are currently optimizing an SRS microscope for the evaluation of Breast tissue. A photo of this instrument and some preliminary data are depicted in figure 21.

**Task 1.5 Classification Algorithm (month 19-30):**

To complement the Raman data that was acquired, Mid-IR Spectroscopy was used to develop classification algorithms\(^{24}\). Similar to the Raman approach, stains were employed to identify regions of pathological significance. A modified Bayesian classification algorithm was used with spectral metrics to calibrate a transfer function on identifying epithelial cells, fibroblast rich stroma, collagen rich stroma, myofibroblast rich stroma, blood, necrosis, lymphocytes, and mucin pixels. Multiple students and postdocs worked on developing this classification algorithm and to-date we have trained on ca.250 breast tissue biopsy specimen and validated on an additional ca.250 breast tissue biopsy specimen. Early results from the validation set are presented in figure 22. Training was performed by taking a 5µm tissue section for FT-IR imaging and then taking serial sections which were stained using multiple special and IHC stains. IR pixels corresponding to deduced cell types were identified (>500,000 pixels) for training. This was further validated on an entirely separate cohort of over 200 patients. An average Area Under the Curve (AUC) for cell type classification of 0.93 using 33 spectral-metrics was achieved in the training array and 0.91 AUC for the validation array. Figure 22, demonstrates the potential of FT-IR imaging coupled with this Bayesian classifier to reduce the burden on the pathologist with the ability to accurately classify the cell types in the example.
core from a single unstained IR classified tissue section. To otherwise identify the cell types within this example core would have involved a panel of 5 stains to be performed with the pathologist then deducing cell types based on the pattern of positive and negative staining.

With this imaging technology, one aim is to improve or classification accuracy. However we are limited by the spatial resolution of our instrumentation. Some of my effort was spent improving the optics and alignment of our FTIR imaging instrumentation. The results from this work successfully improve our classification accuracy as we are able to obtain proper sampling of the specimen in the microscopes field of view. Figure 23 illustrates the improved classification as highlighted by the red arrows. In this figure the green pixels have been classified as epithelium and the pink pixels have been classified as stromal tissue. By improving the spatial resolution the structure of the tissue-type distribution becomes clearer and will lead to more accurate diagnosis. For example in figure 8, the standard IR approach leads to the appearance of masses of epithelium. A mass of epithelium tissue generally warrants a closer look, such as additional staining to look for the presence or absence of myoepithelial cells. However, on inspection of the HDIR image the tissue looks normal and there would be no need for further investigation as the epithelial cells are simply part of a
terminal ductal lobular unit that are a normal part of breast anatomy.

![Dark field Raman Instrument](image)

**Figure 24**) Dark field Raman schematic and characterization for large spot Raman spectroscopy of tissue biopsies

This tissue type classification algorithm that we have developed and validated is extremely useful for Raman experiments to look into the classification accuracy of Raman spectroscopy which is something we will need to understand as we progress into *in vivo* work with Raman. Towards the development of a Raman classification model we have built an instrument to collect a single Raman spectrum from a millimeter or smaller sectioned biopsy specimen. The IR classification model described above is used as a reference to determine the number of cell types that are present for a given core specimen. We can then use that information to train an algorithm to quantify the number of cell types that exist under the Raman field of view. In addition to training for cell types that are present we are also able to train for disease states, i.e., hyperplasia, dysplasia, malignant, benign.

The instrumentation has been built and characterized using archived tissue that was present in the lab from completed experiments. A schematic of the instrument is depicted in figure 24. The Raman excitation is incident at angles oblique to the collection optics. The leads to only collecting Raman signal from the scattered light and as a result rejects the subsurface signal. In the configuration presented here we adjusted the collection aperture to collect light from a spot size of 600 micrometers. We have also optimized the system for collection from a 1mm biopsy specimen. The data in figure 24 shows the illumination profile, which we would want to be as top-hat shaped as possible, along with the Raman spectrum of a biopsy section placed in this profile.

![Raman images](image)

**Figure 25**) (top) Raman images of biopsy specimens with varying ratios of epithelium and stromal tissue (middle) classified IR images illustrating the distribution of epithelium and stromal tissue. (bottom) the ratio of epithelium and stromal tissue quantified by the IR classification
The information we anticipate to obtain from this single Raman spectrum is illustrated in figure 25. While one approach is to collect images and understand the distribution of tissue in order to diagnose disease, perhaps simply obtaining the representative chemical information is enough as this would be the type of information obtained with Raman tomography as the technique has low spatial resolution, but high chemical specificity. Therefore, by using the IR images and classification algorithm described in figure 22, we can quantify the percentage of epithelium as compared to total area of the image giving us an epithelium to stromal tissue ratio. With this ratio as a reference value we are able to develop a transfer function that will take an input a Raman spectrum and calculate the percentage of epithelium in the core it was collected from. Some preliminary results for this technique are presented in figure 26. A leave-one-out cross-validation model was employed to evaluate the technique’s ability to quantify multiple cores for epithelium. In this example we are able classify a biopsy core for the % epithelium with an error of about 13%. Work is currently underway with a larger sample size to quantify biopsy cores for the 8 tissue types described in the classifier above (figure 22). In addition evaluating tissue types we are also using this approach to classify disease diagnosis. This work is currently underway and will continue in future efforts.

Figure 27) a) Photo taken at Provena Covenant Medical Center of a mammogram instrument b) Conceptual design and AutoCAD files for a breast cancer screening Raman instrument c) a photograph of the prototype instrument d) 0-90 degree hinge and adjustable paddles e) View looking up from the bottom plate e) collection fibers
Task 2.3 Construction of Instrumentation and calibration standards (month 13-18): All major instrumentation and components have been purchased and are assembled. The Raman tomography instrument design is depicted in figure 27a and 27b (this is the same figure reported in the year 1 updated). Photographs of the constructed instrument are now included in figures 27c-27f. The Raman excitation light enters into the sample at the bottom plate (figure 27e). After the excitation light travels through the sample it is collected by the optical fibers that can be freely arranged for mapping purposes. The illumination arm is also freely adjustable and is combined with automated translation stages for control in the x and y dimension. The depicted instrument configuration illuminates all 50 fibers independently resulting in 2500 spectra all with known coordinates for illumination and collection. The light from the collection fiber travels to a Raman spectrograph as depicted in figure 28.

At the spectrograph the fibers are transposed into a line and the collected light travels through a pre-stage notch filter. The collected light is then focused through a 100x100 micrometer slit and is then collimated. Finally, the signal is dispersed onto a CCD. The spectrograph depicted in figure 28 was modified to include a home-built internal illumination source. This is a white-light LED with a pull lever that allows us to illuminate through the fibers to see where the collection regions will be on the sample. This is useful in sample alignment. For each fiber
we have mapped the positional correspondence of where the fiber is on the top paddle grid and where the fiber enters the spectrograph. The entire instrument is controlled by LabView and is now completely automated. A screen shot of the current LabView front panel and a CCD frame of all the fibers is illustrated in figure 29. A sample can be put into the instrument and the illumination point will be translated according to the specified stage coordinates. The completed positions are then marked as yellow, the current position is marked as orange, and the future positions are marked in blue.

To aid in aligning the tomography instrument and processing the resulting data, simple Intralipid and agar phantoms were fabricated. As an example the phantom in figure 30 was an agar phantom with 0.1% Intralipid dispersed through the agar. The target for this phantom was two Teflon sphere place 3 mm apart. We verified the location of the spheres using computed tomography. The center image of figure 30 depicts a photograph of the Intralipid phantom and it is clear that the two spheres are not visible. We then put the phantom on the tomography instrument and mapped-out the fiber signals. It is clear from figure 30 that the location of the spheres has been determined by the Raman instrument. A manuscript is preparation for this work and we are currently optimizing our reconstruction methods for the new instrument design.

Task 2.4 Collect data using more realistic tissue phantoms (month 19-24):

Tissue phantoms with a reasonable shelf life (1-2 weeks) and more geometrical accuracy are important steps to developing and characterizing the tomography instrument. This has proved challenging. As depicted in figure 31, we observe two
significant problems. The first is that the phantoms evaporate quickly resulting in a change in their dimensions and optical properties. Second, any liquid inclusions, such as dyes, pigments, or nanoparticles, tend to diffuse and spread-out throughout the phantom thus blurring any structure intentionally introduced into the phantom. Several experiments are currently underway to investigate approaches to mitigating these two experimental challenges. To-date we have been able to make the evaporation no-long an issue. We simply vacuum seal the phantom in a thin polyethylene film. This preserves the phantom’s structure and does not interfere with the Raman signal. The diffusion of liquid inclusions is still an on-going challenge. We have considered including 3-D printed sugar structures as inclusions to avoid the use of liquids.

More accurate tissue phantoms also were constructed. Using a model based on breast CT-scans we constructed a scalable 3-D model of a breast in IDL. We were able to highlight isolate the various structural components including ducts and lobules. The shape of these structures can therefore be either independently molded or printed with a 3-D printer. For our early work here we started-off by molding the outer shape of the breast with plans to include internal structure in future work. An image of the IDL in silico model and isolated ductal system is depicted in figure 32 and 33. This model is scalable so that we can change the size of the molded phantoms and the correlated structure will scale proportionally.
The size and shape of the breast structure was then exported from IDL into matlab to image in 2-D slices. This allowed us to generate a RAW file format that was readable by Amira as a 5x5x10cm array which was necessary to create a surface stereolithography file format (stl). The stl file was then simplified using MeshLabs, followed by Solid works. The solid works file was then 3-D printed to create the Breast phantom mold. The resulting breast phantom mold is depicted in figure 34. We have successfully molded agar Intralipid tissue phantoms using this mold. Raman tomography measurements of these phantoms along with the creation of inclusions representing internal structures are currently underway and will continue with future graduate students.

Future Work:

The work present here has developed a nice foundation and platform for a wide variety of Raman tomography studies. The Raman breast paddles are entirely modular and can be configured in systematic configurations to study light propagation and resulting Raman spectra. Our breast phantoms and inclusions are becoming more sophisticated in structure and we are studying the potential Raman contrast agents to include in these tissue phantoms. The work currently being continued by a first year graduate student includes 1) studying the pigment diffusion in the gel phantoms to characterize diffusion rates with efforts towards preserving the phantoms shelf-life. 2) Work is being carried-out to develop a 3D tissue phantom printer to construct geometry's that cannot be molded. 3) Soybeans are being considered as an inclusion because they have very similar spectral properties to tissue and it is possible to obtain soybeans with varying amino acid levels. The use of soybeans as a targeted inclusion would allow for the characterization of spectral sensitivity as a function of light scattering (ie. Can we discern to spectrally similar targets positioned next to each other and to what degree must these target be spectrally different in order to tell them apart). 4) The addition of physiologically relevant absorption and fluorescent pigments will be studied to determine what effect they have on our spectral and spatial resolution. 5) Stimulated Raman images are being acquired on breast tissue containing myoepithelial cells. This is in an effort to increase the statistical power from the work detailed in figure 20.
KEY RESEARCH ACCOMPLISHMENTS:

- Became familiar with clinical practices associated with breast cancer screening, breast cancer histology, how breast tissue is sampled and biopsied for diagnosis, and breast cancer pathology.
- Built-up a comprehensive database consisting of micrographs and IR spectral images for identifying breast tissue histology and tissue chemistry. This database contains tissue cases diagnosed as hyperplasia, dysplasia, malignant carcinomas, and normal tissue.
- Using this database we identified several locations on each biopsy to acquire Raman measurements.
- Acquired Raman measurements on all biopsy sections as well as several surgical resections.
- Identified Raman spectral bands that can be used for distinguishing between different tissue types.
- Used the information obtained from the point Raman measurements to achieve cell-level contrast in Raman spectral images.
- Used clinical observations and interaction with clinicians to develop a conceptual design for a Raman Tomography instrument aimed at breast cancer screening.
- Put together AutoCad files and have begun construction on the instrument.
- Evaluated existing diffuse optical tomography algorithms for Raman tomography and have adapted a Monte Carlo framework for Raman tomographic reconstruction.
- Investigated through modeling and experimentation different instrument configurations and have implemented the transmission fan style configuration into our instrument design.
- Determined that a fiber in-contact with tissue should give us the maximum collection efficiency.
- Through Raman imaging we identified spectral markers correlated with epithelial tissue and stromal tissue.
- Through Raman imaging we demonstrated chemical contrast capable of resolving myoepithelial tissue which is an important diagnostic marker for malignant cancer.
- Contributed effort to build a stimulated Raman microscope for faster Raman imaging towards imaging larger data sets with myoepithelial tissue.
- Worked with an infrared classification model to classify 8 different tissue types present in breast tissue. This information will be used for calibrating and validating large-spot Raman acquisitions from biopsy sections.
- Improved spatial resolution achieved in Raman imaging of biopsy sections for improved tissue classification.
- Built a large-spot dark field Raman instrument for acquiring a single spectrum from a breast tissue biopsy and have collected a data set with ~80 biopsy cores.
- Built a Raman tomography instrument.
- Modified an existing Raman spectrograph to include white light illumination.
- Wrote Labview software to control and automate the Raman tomography instrument.
- Collected Raman tomography data from tissue phantoms with Teflon inclusions.
- Developed methods for tissue phantom fabrication and storage.
- Developed a molding approach for geometrically accurate tissue phantoms.
REPORTABLE OUTCOMES:

- **6 publications (See appendices for bibliography and reprints)**
  
  - **Discrete Frequency Infrared Microspectroscopy and Imaging with a Tunable Quantum Cascade Laser** - This work investigates the use of a tunable infrared laser for imaging and is the result of efforts to improve speed and spatial resolution in the infrared imaging of breast tissue biopsies.
  
  - **High-definition infrared spectroscopic imaging** - This manuscript is indirectly a result of this work in that we were trying to obtain high resolution IR images for identifying the tissue chemistry of biopsies. This information was employed in determining regions for Raman point measurements.
  
  - **Off-resonance surface-enhance Raman Spectroscopy from gold nanorods suspensions as a function of aspect ratio: not what we thought** - This work investigates the optimal plasmon resonance for a colloidal suspension of surfaced enhanced Raman spectroscopy nanoparticles. This is significant for our tomography work as these nanoparticles could be potential contrast agents for inclusion in phantoms or potentially as contrast agents in vivo.
  
  - **Competition Between Extinction and Enhancement in Surface Enhanced Raman Spectroscopy** - This paper investigates the counterintuitive insight that the Raman signal vanishes when nanoparticles are excited at their plasmon resonance, while increasing nanoparticle concentrations at off-resonance excitation sometimes leads to decreased signal. This is significant for our tomography work as these nanoparticles could be potential contrast agents for inclusion in phantoms or potentially as contrast agents in vivo.
  
  - **Surface-Enhanced Raman Spectroscopy of Polyelectrolyte-Wrapped Gold Nanoparticles in Colloidal Suspension** - This work investigates shape dependent response of colloidal suspensions in surfaced enhanced Raman spectroscopy. This is significant for our tomography work as these nanoparticles could be potential contrast agents for inclusion in phantoms or potentially as contrast agents in vivo.
  
  - **Real-time interactive data mining for chemical imaging information: application to automated histopathology** - This manuscript was the result of looking for spectral correlations in different tissue types and reports an approach for efficient visualization of such a data set.

- **Two manuscripts are in preparation (See appendices for drafts)**
  
  - **Large infrared absorbance of biomaterial microcantilevers based on silicon high contrast gratings** - This manuscript investigates the use of a using an atomic force microscopy cantilever to obtain both structural and spectroscopic contrast from a sample. The work is being extended to gain topology and chemical information from tissue. The cantilever itself could be used as a next generation infrared detector that does not need to be cooled and is conducive to an array configuration which has potential in clinically relevant instrumentation for imaging diagnostics.
  
  - **Discrete-frequency infrared spectroscopic microscopy with narrow-bandwidth high-contrast guided resonance photonic crystal slab filters** - This manuscript employs optical filters for doing infrared spectroscopy. These filters are intended to replace and interferometer in compressed sensing instrumentation.
designed for looking at tissue biopsies and classifying tissue types for automated histopathology.

- **5 Presentations (see appendices for abstracts)**
  - Oct. 2011 - **Poster Presentation** 46th Midwest Regional ACS Meeting, Saint Louis MO
  - Feb. 2012 - **Oral Presentation** at the University of Michigan, Ann Arbor
  - March 2012 – **Poster presentation** at the University of Illinois Chicago Cancer Center Forum
  - October 2012 - **Oral Presentation** at SciX (Formally called FACSS – Federation of Analytical Chemistry and Spectroscopy Societies)
  - May 2013 – **Oral Presentation** at The American Chemical Societie's Central Michigan Regional Meeting

**CONCLUSION:**

The work presented here has developed a nice foundation and platform for a wide variety of Raman tomography studies. The Raman breast paddles are entirely modular and can be configured in systematic configurations to study light propagation and resulting Raman spectra.

We have made good progress towards the research described in the approved statement of work for years 1 and 2 of this research program. We now have a working relationship with local clinicians and have become familiar with clinical practices associated with breast cancer screening, breast cancer histology, how breast tissue is sampled and biopsied for diagnosis, and breast cancer pathology. We have built-up a comprehensive database consisting of micrographs and IR spectral images with identified breast tissue histology and tissue chemistry. This database has tissue showing cases diagnosed as hyperplasia, dysplasia, malignant carcinomas, and normal tissue. Using this database we have identify several locations on each biopsy to acquire Raman measurements and have acquired Raman measurements on biopsy sections as well as several surgical resections. Through careful analysis we have identified Raman spectral bands that can be used for distinguishing between different tissue types and have applied those Raman spectral bands to achieve cell-level contrast in Raman spectral images.

We now have a working knowledge of some important Raman spectral bands to achieve chemical contrast between tissue types including epithelium, stroma and myoepithelium. We have a plan to collect larger data-sets with stimulated Raman imaging. We can validate the tissue-types that are present in our biopsy samples with infrared imaging through classification algorithms developed for breast tissue. Our infrared imaging capabilities now include higher spatial resolution imaging which should lead to better classification.

Additionally, we have used clinical observations and interaction with clinicians to develop a conceptual design for a Raman Tomography instrument aimed at breast cancer screening. From this conceptual design we put together autoCad files and have begun construction on a prototype instrument for conducting Raman tomography on breast tissue. We have built a Raman tomography instrument and have collected data on light scattering tissue phantoms and polymer inclusion. The tomography instrument is automated and controlled by labview code. For Raman tomographic
reconstruction, we have evaluated existing diffuse optical tomography algorithms for specifically for Raman measurements and have adapted a Monte Carlo framework for our Raman tomographic reconstruction. Through modeling and experimentation we characterized different instrument configurations and have implemented the transmission fan style configuration into our prototype instrument design which uses fiber-optics in-contact with tissue to give the maximum collection efficiency. With these accomplishments we are closer to achieving prototype instrument capable of Raman tomography in breast tissue. We are excited to continue this work in year 2.

Finally we have made good progress towards developing geometrically accurate tissue phantoms and plan to include accurate internal structures. With these accomplishments we are closer to realizing the capabilities of Raman tomography in breast tissue.
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Discrete Frequency Infrared Microscopy and Imaging with a Tunable Quantum Cascade Laser
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ABSTRACT: Fourier-transform infrared (FT-IR) imaging is a well-established modality but requires the acquisition of a spectrum over a large bandwidth, even in cases where only a few spectral features may be of interest. Discrete frequency infrared (DF-IR) methods are now emerging in which a small number of measurements may provide all the analytical information needed. The DF-IR approach is enabled by the development of new sources integrating frequency selection, in particular of tunable, narrow-bandwidth sources with enough power at each wavelength to successfully make absorption measurements. Here, we describe a DF-IR imaging microscope that uses an external cavity quantum cascade laser (QCL) as a source. We present two configurations, one with an uncooled bolometer as a detector and another with a liquid nitrogen cooled mercury cadmium telluride (MCT) detector and compare their performance to a commercial FT-IR imaging instrument. We examine the consequences of the coherent properties of the beam with respect to imaging and compare these observations to simulations. Additionally, we demonstrate that the use of a tunable laser source represents a distinct advantage over broadband sources when using a small aperture (narrower than the wavelength of light) to perform high-quality point mapping. The two advances highlight the potential application areas for these emerging sources in IR microscopy and imaging.
Recently, narrow-bandwidth quantum cascade lasers (QCLs) have become available. In their most common implementation, QCLs are tunable, external-cavity mid-infrared lasers with outputs on the order of hundreds of milliwatts and grating-assisted spectral selection. First developed in the 90’s, these devices have been previously used in the detection of trace particles in gases, wavelength-modulation absorption measurements, and in photoacoustic spectroscopy. Early QCLs featured too limited a spectral range to be useful for general spectroscopic analyses. While the tunable range of individual QCLs still covers only a small region of the mid-IR spectrum (for example, here we use a QCL over the range 980–1204 cm\(^{-1}\)), these devices represent emerging sources with broad tunable ranges, high power, and narrow bandwidths which are suitable for mid-IR spectroscopy. Additionally, these characteristics may render these new lasers suitable as sources for discrete frequency infrared spectroscopy or microscopy. The use of QCLs for IR imaging has been proposed and demonstrated but not in a microscopy format. It is presently unclear whether QCLs offer a microscopy advantage over FT-IR imaging and what specific advances may be enabled by the higher flux. In this manuscript, we describe the use of a QCL as a source in microscopic imaging and point-mapping. By taking advantage of the laser’s high power to perform imaging in a DF mode and compare the results to FT-IR imaging. We also examine whether a low-cost bolometer can be used as a widefield detector alternative to the current standard of expensive liquid nitrogen-cooled detectors. Further extending attainable data quality, we examine the possibility for high-resolution point mapping based on recent theory using a micrometer-sized aperture. As QCLs are a coherent source, finally, we describe the implications of spatial coherence with regards to imaging.

**EXPERIMENTAL SECTION**

**Instrumentation.** The instrumentation, set up in-house, consists of three main components: a narrow bandwidth (<1 cm\(^{-1}\) spectral bandwidth over the tunable range of 980–1204 cm\(^{-1}\)) quantum cascade laser (Daylight Solutions, San Diego, CA, prototype of model UT-9), an infrared microscope (Varian Inc., Palo Alto, CA), and detectors. Two detectors were used: a microbolometer camera with a 324 × 256 pixel detector (Photon series, FLIR, Boston, MA) and a liquid nitrogen-cooled single element mercury cadmium telluride (MCT) detector (InfraRed Associates, Stuart, FL), and in a second widefield imaging configuration, we employed a cooled focal plane array (FPA) in place of the bolometer (Santa Barbara Focal Plane, Santa Barbara, CA). For widefield imaging, the output beam from the QCL was expanded 10:1 (from a 6 mm beam diameter to approximately 60 mm) via two gold-coated parabolic mirrors. The expanded beam was passed through an iris and entered the side port of the infrared microscope. In transmission mode, the beam was condensed through a 0.5 NA Schwarzschild objective lens before passing through the sample stage. The beam exiting the sample stage was collected using a matched 15× Schwarzschild reflecting objective. The image was then passed through the microscope’s open aperture and imaged onto the bolometer. For point-mapping measurements, the same configuration was used, but apertures of variable openings were placed in the beam path after the sample to restrict light to be from a defined spatial region of the sample. Beam expansion optics were removed, and the single element detector was also used in place of the array detector.

A rotating diffuser plate consisting of a one inch diameter, scratched calcium fluoride plate, and a small motor was employed in certain portions of the experiment to reduce coherence effects. When in use, it was placed between the second parabolic mirror and the iris, after beam expansion but before the microscope entrance. With the rotating diffuser in place, 64 sequential frames were acquired for each wavelength. These were averaged in order to correct for the changing position of the plate. Acquiring a series of individual frames was necessary because the limited dynamic range of the bolometer prevented integration times from being equal to one period of the diffuser rotation. Single frames were acquired for images without the diffuser. While obviously affecting the signal-to-noise ratio of the data, we do not consider this aspect here as our aim was to obtain imaging contrast.

A commercial FT-IR imaging spectrometer (Spotlight 400, Perkin-Elmer, Waltham, MA) was also used as a performance standard to compare with the instrument described above. The spectrometer was operated in rapid scan mode at a mirror speed of 1 cm/s. Data were acquired and truncated to the 4000–720 cm\(^{-1}\) range of interest. N–B medium apodization
QCLs. For this preliminary study, we chose to image a USAF 1951 optical resolution bar target, which has historically been used as a standard for measuring the performance of imaging instrumentation. The target features a motif of three equally spaced rectangles which is patterned many times in decreasing sizes. The particular target used in this manuscript consisted of an approximately 10 μm thick layer of an SU-8 polymer (which has a distinctive IR absorption spectrum) on a barium fluoride substrate (which is transparent to mid-infrared light). In all examples, we examined one region of the target: cycle 3, elements 5 and 6, which contain “bars” of widths approximately 39 and 35 μm, respectively. This particular structure was chosen because it approaches the size limit for targets which are well-resolved by commercial FT-IR imaging instruments.

We first acquired images of the standard USAF sample using a bolometer array detector, shown in Figure 2a. Uncooled detectors have also been proposed for use in IR spectroscopic-imaging measurements, but coupling a bolometer to a globar source produced exceptionally low signal-to-noise data.30 The higher flux of the QCL (hundreds of milliwatts with a spectral width <1 cm⁻¹ versus tens of microwatts from wavelength 5–10 μm for a typical globar source31) makes imaging with a microbolometer feasible. The lower cost of the microbolometer, as well as its larger format compared to the majority of cooled array detectors available, makes this a very attractive technology. With a more even illumination, such an imaging system could compete against the established FT-IR imaging systems that usually employ a thermal source (globar) and a cooled array detector. The data acquired using a QCL were compared to those acquired from a commercial FT-IR imaging spectrometer in Figure 2c. It is notable that the QCL-based system used a low-performance bolometer, while the FT-IR imaging system is the best available today in terms of signal-to-noise ratio (SNR). The data demonstrate that the coupling of a QCL to an imaging system can be achieved and presents an opportunity to compare with FT-IR imaging systems, even though the two sources are significantly different in nature.

A fine structure overlain with the target was apparent in the QCL-based data and was the most striking difference from the

![Figure 2. USAF 1951 optical resolution target absorption images (cycle 3, elements 5 and 6) as acquired by three different instruments. (a) QCL + bolometer system without diffuser plate. (b) QCL + bolometer system with rotating diffuser plate. (c) Commercial FT-IR instrument. Please note the differences in the color bars between the three sets of images. The scale bar in the images denotes 100 μm.](Image 112x530 to 512x749]
FT-IR imaging data. We hypothesized that this effect arose from multiple reflections and scattering from the sample as well as etaloning, both of which were exacerbated by the spatial coherence of the laser. To alleviate this problem, we placed a diffusing element in the beam path. With the use of this diffuser (Figure 2b), the fringes and interference were not entirely eliminated but image quality was substantially improved. Such a diffuser has been used in at least one other study, but its effect was not presented, and the effects of laser coherence on images were not shown. The diffuser employed was a transparent salt plate that was heavily scratched on one face to induce random phase shifts in the beam. Simply placing the plate in the path of the beam had little effect, as a structure to the spatial correlation in the beam was still transmitted (images not shown). As a result, the diffuser plate was rotated. Rotating the plate allows energy to be evenly distributed over the specimen, but a drawback is that multiple images have to be acquired in order to average out rotation artifacts. Images acquired by the QCL/bolometer instrument with the diffuser plate can be seen in Figure 2b. Compared to Figure 2a, the fine structure is markedly reduced. A slight shadowing effect can be seen in both sets of images, partly the result of an imperfectly aligned system and the presence of a central obscuration in all Schwarzschild objectives. Even with rotation, the collected image is a function of the exact rotational position of the plate at the time of acquisition. Scratching the plate cannot yield completely randomized scattered light in general; consequently, regions of pronounced scratches or less scratching retain some coherence and are projected through the sample and onto the bolometer. A series of 64 sequential images was captured and averaged to “smooth out” this enduring structure. As it is not a perfect solution, the “swirling” pattern caused by the rotating diffuser plate is evident in the images, but this degrades the images far less than without the diffuser in place. In addition to reducing the coherence of light, the scratched diffuser plate also causes additional scattering. This is ordinarily undesirable, as light scattered (or absorbed) by the plate cannot be used for imaging, but in this setup the losses were small compared to the available flux.

The effects of the beam’s spatial coherence are clearly an issue of concern if QCLs are to be used for IR imaging. A theoretical framework to explain image formation including the light coherence is desirable. Using coherent light, every detector element (P) has electric field contribution, not only from the corresponding point (P) on the sample being imaged but also from every other point around P within a radius determined by the coherence area. If the source is coherent, photons incident at different spatial locations of the sample are in phase with one another. The electric field associated with light scattered at any point from the sample can interfere with light transmitted from other points. The amplitude of the interfered electric fields are added and quadratically encoded in the resulting intensity, which is measured by the detector. Hence, the detector image is the result of the spatial coherence of the sample which would be observed using an incoherent source as well as the effects of spatial interference. A complete description of the recorded absorbance is possible using recently developed electromagnetic theory-based models of image formation in IR microscopes and specific sample shapes. Here, we extend a more recent formulation that is especially useful for examining the effects on recorded data of periodic structures in the samples. For the purposes of simulation in this study, we modified the previously reported framework to include beam coherence, and the resulting scattered and transmitted fields were added. To improve image quality and more accurately document the effects of coherence, the bolometer was temporarily replaced with a cooled FPA. The results are shown in Figure 3.

Figure 3. (a) Commercial (globar source) infrared absorbance image of a USAF 1951 optical resolution target (cycle 3, elements 4 through 6) at 1180 cm⁻¹. (b) A profile of three bars of element 5, indicated by the red line in (a). (c) QCL + FPA absorbance image of the same target at 1180 cm⁻¹. Note that there is no longer a diffuser plate in the beam path such that full coherent effects are present. (d) A profile of three bars of element 5, indicated by the red line in (c). (e) Simulated absorbance image of the same region at 1180 cm⁻¹ assuming a coherent source. (f) A profile of three simulated bars of element 5, indicated by the red line in (e).

The simulations indicate that the effects of coherence are to impart a fine structure in the recorded absorbance. The most striking feature of the source can be seen in the extracted absorbance profiles at an edge. While data from the globar-equipped system showed an apparent absorbance increase at the edge due to scattering, the fine structure of the beam extends considerably beyond the edge in the QCL-based system. Although this observation and modeling of the fine structure serves as a caution to the use of QCLs and interpretation of recorded data, it also presents new opportunities in modeling and, perhaps, extracting additional information about the structure of the sample. At this time, however, the expectation that the only outcome of a simple coupling of QCLs to existing microscopy systems would be to obtain an equivalent system but with higher SNR is unfounded. The fringes in the recorded images contain information about sample structure which can be extracted via careful theory, modeling, and signal processing. While the formulation of these reconstructions is beyond the scope of this manuscript, a
practical concern is that the signal-to-noise ratio needs to be high for the reconstruction to be reliable. Comparison of theoretical and experimental data demonstrate that further optimization of the optical setup and experimental parameters is required.

In comparing bolometer measurements to those acquired by a commercial FT-IR system, "image quality" can be described by several different factors, including spatial resolution, spectral quality, and signal-to-noise ratio. The spatial resolution of a system is defined completely by wavelength, numerical aperture, and effective detector pixel size. While the QCL instrument utilizes a smaller numerical aperture objective, it can be observed from the measured profiles that resolution does not appear to differ wildly between the two, as is expected. Figure 4a shows the bar motif profiles for target S, cycle 3 for both the commercial FT-IR instrument and the QCL + bolometer system as indicated by the black and red line segments. Because the two detectors contain a different number of pixels, the scale of the measured bolometer profile was adjusted to match that of the commercial instrument. (b) Overlaid absorption spectra of the SU-8 polymer for both the commercial FT-IR system and the QCL + bolometer system. The commercial system recovers the spectrum using an inverse Fourier transform recorded by an interferometer with a 0.25 cm maximum retardation (~4 cm⁻¹ resolution). The discrete absorbance measurements were taken every 4 cm⁻¹ for the bolometer system by tuning the QCL sequentially.

![Figure 4](image-url)  
(a) Bar-target profile for a commercial FT-IR instrument and the QCL + bolometer system as indicated by the black and red line segments. Because the two detectors contain a different number of pixels, the scale of the measured bolometer profile was adjusted to match that of the commercial instrument. (b) Overlaid absorption spectra of the SU-8 polymer for both the commercial FT-IR system and the QCL + bolometer system. The commercial system recovers the spectrum using an inverse Fourier transform recorded by an interferometer with a 0.25 cm maximum retardation (~4 cm⁻¹ resolution). The discrete absorbance measurements were taken every 4 cm⁻¹ for the bolometer system by tuning the QCL sequentially.

Given the multichannel detection advantage and the emergence of IR imaging systems with exceptional quality, it is apparent that the two are on the same order. As there are more pixels representing the same area for the bolometer images, this system has the potential to achieve higher quality images. The relative equivalence of images is not surprising as the optical setup is similar; however, the relative equivalence in the presence of coherence effects is encouraging. This may indicate that QCL-based systems could be effective for qualitative imaging and will reasonably correlate with FT-IR imaging data, provided that absorbance is high and scattering is not especially strong. For weak absorbance and domain sizes on the order of the wavelength, results between the two would deviate significantly.

Arguably more important than the resolution in chemical imaging is the quality of the recorded spectra. When sequential images across a range of evenly spaced wavelengths are acquired, an absorption spectrum at each pixel is generated. Figure 4b shows the spectrum of SU-8 as acquired by the bolometer instrument with a diffuser plate and as acquired by the commercial FT-IR system. It is clear from the similarity of the band shapes that the bolometer instrument is capable of collecting a representative spectrum. While the band intensities are not identical to those determined by the commercial instrument, this is to be expected. Bolometers are inherently noisier than cooled focal plane arrays and are generally not considered capable of quantitative measurements. While not explicitly observed, it is probable that these power fluctuations can be exacerbated at the far limits of the laser’s tunable range. The differences may also be due to optical effects, as reported previously for other configurations, but need to be examined in detail using available theory and simulations. The SNR of acquired data is another important aspect of image quality which should be evaluated. Due to uneven illumination in this unoptimized setup, we have measured the signal-to-noise ratio as varying from less than 1 to as large as 32. These values are for images whose acquisition time is on the order of milliseconds and signal averaging may well-improve the SNR if the noise is detector dominated. It can be argued that the QCL system has a higher capacity for signal-to-noise ratio than does the FT-IR instrument: not only is the source power much higher at each individual wavelength measured (between 200 mW and 400 mW at most wavelengths), but the entire dynamic range of the detector is used for a single wavelength at a time rather than evaluating all wavelengths simultaneously. Finally, the QCL-bolometer system underperforms the commercial FT-IR imaging system, indicating the need for further improvement. When these challenges are addressed, the QCL-bolometer system will offer advantages over FT-IR imaging for certain applications. The higher flux makes measurement in aqueous environments possible. Only a handful of bands are required for certain biological analyses, making acquisition of the entire spectrum redundant. Discrete frequency methods could offer a distinct speed advantage in cases where only some bands are required for measurement. Additionally, due to the direct acquisition of data without the need for performing a Fourier transform, the possibility for real-time infrared microscopy and monitoring becomes available.

Given the multichannel detection advantage and the emergence of IR imaging systems with exceptional quality, we focused on widefield microscopy applications of the QCL source. Interferometric instrumentation is not appropriate for point-mapping applications due to the very low throughput of a broadband source through a small aperture. In comparison, a potential use for QCLs as IR spectroscopy sources may lie in high-throughput point-mapping measurements. The large flux, focused into a single channel, may offset some of the speed advantages of multichannel detection and the need to diffuse the beam over a large area. The use of point illumination may
also be used to circumvent the fine structure seen in images, as there would not be a scattered and transmitted wave at two different points to interfere. As a final instrumentation setup, we examined the use of QCL for point mapping. For point mapping, the expansion optics (gold-coated parabolic mirrors, iris) and diffuser plate were removed from the DF-IR setup. This kept the unaltered beam tightly focused (less than 2 mm diameter) upon entering the microscope. The bolometer camera was replaced with a cooled single-element MCT detector, allowing for enhanced sensitivity. For simple point measurements by rastering large areas, a QCL system will not be able to best an FT-IR imaging system with a globar source. The speed of these conventional widefield systems would far outperform QCL point mapping; the advantage of a QCL source lies in the ability to create truly diffraction-limited spot sizes with large NA objectives and small apertures. We replaced our objective with a 74× Schwarzchild objective of 0.65 NA. The high magnification of the objective meant that the microscope’s built-in adjustable square aperture could be used to create a very small effective aperture (0.72 μm) for point-imaging. This aperture size is significantly smaller than the range of illumination wavelengths for imaging and smaller than any objective reported for a globar or synchrotron-based system. Even with this small aperture in place, a large SNR was observed, and by rastering the stage in increments of 1 or 0.5 μm, spectral data were obtained over larger areas. To date, this is the smallest far-field aperture and smallest point spacing reported. While we caution that diffraction still limits the spot size and therefore the resolution that can be achieved, the image improvement over the use of ~10 μm apertures is obvious in the recorded data. Figure 5 demonstrates data acquired from two polystyrene spheres that are approximately 10 μm in diameter. The pixel density is over 100 times that of a synchrotron and nearly 1000 times more than that of a globar. For localizing samples in a microscopy configuration, QCL-based point-mapping systems present a new opportunity to image small regions and generate images that are of high pixel density for small feature recognition. The reproduction of structure is quite faithful. At ~10 μm of imaging wavelength, the 10 μm diameter spheres can be clearly seen and easily separated.

This point-mapping method also allows for the investigation of scattering effects with enhanced clarity. Scattering by the edges of structural features in infrared imaging is extensive but difficult to quantify in a widefield regime. The corner of one of the bars in the USAF 1951 optical resolution target from the first set of experiments was imaged with both a commercial FT-IR instrument and the point-mapping setup to compare the clarity of scattering effects. As imaged by the commercial system in Figure 6a, the feature shows an increased loss of transmission at the edges (misinterpreted by the instrument as increased absorbance). The image shows no well-defined structure to the increased scattering. This is evidenced by Figure 6b which shows an absorbance profile of one row of pixels in the image. When imaged by the point-mapping QCL system in 0.5 μm steps, it becomes apparent that there is a well-defined structure to the scattering that was not discernible in the global image. Figure 6c shows the multiple spatial maxima and minima that occur with edge scattering, and Figure 6d shows one row of pixels in greater detail. The richness of information from the edge deserves increased examination and is likely to spur further interest in understanding image formation in the IR.

### CONCLUSION

The latest developments in tunable QCL technology have large tuning ranges, narrow spectral linewidths, and high fluxes to the point where these become feasible sources for discrete-frequency infrared imaging. We have demonstrated an application of a QCL for use as a source in infrared microscopy. When coherence is reduced and the beam is expanded, images of an optical resolution target can be acquired on a bolometer-type camera. These images are comparable to commercial FT-IR measurements in spatial resolution but lack in spectral clarity and signal-to-noise ratio. When used for point mapping, the QCL provides a throughput advantage unmatched by incoherent broadband sources and allows for high-resolution...
infrared imaging through a small aperture. These properties of QCLs as an infrared source allow for additional advantages, including rapid widefield imaging at single wavelengths, enhanced localization of signal, and the possibility for real-time infrared monitoring.

**AUTHOR INFORMATION**

**Corresponding Author**
*E-mail: xb@illinois.edu. Address: 4265 Beckman Institute, University of Illinois at Urbana—Champaign, 405 N. Mathews Avenue, Urbana, IL 61801. Tel: (217) 265-6596.*

**Notes**
The authors declare no competing financial interest.

**ACKNOWLEDGMENTS**
The described work was supported by the National Science Foundation (CHE 0957849) and the National Institutes of Health (R01EB009745). M.V.S. would like to acknowledge support through the Congressionally Directed Medical Research Program Postdoctoral Fellowship (BC101112).

**REFERENCES**

The quality of images from an infrared (IR) microscope has traditionally been limited by considerations of throughput and signal-to-noise ratio (SNR). An understanding of the achievable quality as a function of instrument parameters, from first principals is needed for improved instrument design. Here, we first present a model for light propagation through an IR spectroscopic imaging system based on scalar wave theory. The model analytically describes the propagation of light along the entire beam path from the source to the detector. The effect of various optical elements and the sample microscope is understood in terms of the accessible spatial frequencies by using a Fourier optics approach and simulations are conducted to gain insights into spectroscopic image formation. The optimal pixel size at the sample plane is calculated and shown much smaller that in that in current mid-IR microscopy systems. A commercial imaging system is modified, and experimental data are presented to demonstrate the validity of the developed model. Building on this validated theoretical foundation, an optimal sampling configuration is set up. Acquired data were of high spatial quality but, as expected of poorer SNR. Signal processing approaches were implemented to improve the spectral SNR. The resulting data demonstrated the ability to perform high-definition IR imaging in the laboratory by using minimally-modified commercial instruments.

Index Headings: Mid-infrared; Fourier transform infrared; Spectroscopic imaging; FT-IR imaging; Resolution; Image quality; Modeling; Theory; Scalar wave theory; Microscopy.

INTRODUCTION

Instrumentation for Fourier transform infrared (FT-IR) microspectroscopic imaging typically consists of an interferometer for multiplexed spectral scanning, microscope optics for condensing light and image formation, as well as a focal plane array (FPA) for multichannel data recording. The instrumentation has benefited from nearly 60 years of development, with its genesis in point-by-point mapping and FT-IR microscopy instrumentation that was developed in the 1980s. The first instruments contained a single-element detector that collected all light transmitted by the microscope, while apertures were used to define the spatial resolution. The use of far-field apertures to localize the region illuminated at the focal plane of the microscope implied that the smallest spot size attained was primarily determined by the wavelength of light. Most studies, however, involved larger spot sizes to achieve higher throughput and, consequently, higher signal-to-noise ratio (SNR) in acquired data. Two dogmatic ideas then emerged to dominate IR imaging technology. The first was that the throughput and, consequently, higher signal-to-light. Most studies, however, involved larger spot sizes to size attained was primarily determined by the wavelength of light. For example, aperture sizes as small as 3μm × 3μm provided excellent data when using a synchrotron source at wavelengths much longer than 3μm. Spectral quality was retained in this study and maps were sharper. More recent studies showed improved image quality by combining subpixel images. However, the data themselves have not been collected at the optimal pixel sizes. Coupling an FPA to synchrotron-based microscope systems has recently provided stunning improvements in image quality. Spectra of reasonable quality could be acquired in minutes by using multiple beams, and the multichannel advantages of FPAs allowed for large area coverage. In these advances, the brightness of a synchrotron has been a key factor, and it is unclear if the same benefits are achievable in conventional instruments when using a globar source. While the above are considerable advances in instrumentation, few theoretical analyses and validation of resolution and imaging properties have been undertaken. These analyses, however, did not provide for a rigorous model of the IR microscope and did not examine the case of pixel sampling beyond the conventional wavelength-limited designs. The lack of an appropriate theory to optimize image quality thus remains as a gap in our understanding. This gap is also a barrier to design of tabletop...
The fields in different planes are also indicated. Please consult Table II for a detailed description of the symbols used in the geometry of acquisition; and microscopy optics on both properties of the sample; size and shape of domains; approaches dealing comprehensively with the effects of optical resolution; we focus instead on criteria for obtaining images only then can an examination of the attainable resolution be undertaken. Hence, this is not a detailed discussion of the parameters of the optical setup, might not be determined by the same rules. Once the optimal image quality is determined, then can an examination of the attainable resolution be undertaken. Hence, this is not a detailed discussion of resolution; we focus instead on criteria for obtaining images of the highest possible quality. By using the developed theory, we first determine the pixel size for highest image quality permitted by the optical components. While we focus here only on the capabilities of the microscope, there are other theoretical approaches dealing comprehensively with the effects of optical properties of the sample; size and shape of domains;16 geometry of acquisition; and microscopy optics on both spectral distortions17,18 and image formation. The approach here, therefore, is a more general model that neglects sample detail in the interests of understanding microscope performance. Second, we implement the theoretical recommendations by modifying a commercial system. Finally, we present the integration with previously described noise-reduction strategies to provide improved data quality.

A Model for FT-IR Spectroscopic Imaging. A theoretical analysis is presented here for the system shown in Fig. 1. Models based on ray (geometric) optics have been especially popular for IR microscopy, but are inadequate for analysis of wavelength-associated effects. Full-scale electromagnetic models, at the other extreme, not only capture all of the physics of image formation including polarization effects, but also involve increased complexity. It is prudent to choose the simplest model that incorporates all the phenomena of interest. Hence, we forgo the full electromagnetic treatment in favor of using the simpler scalar wave theory framework.

Our analysis is based on explicitly calculating the electric field at every plane in the microscope system. To simplify the analysis, we consider a monochromatic component of the field with a wavenumber \( \bar{v} \) and complex amplitude \( U \). Dependence on \( \bar{v} \) is implied throughout unless otherwise stated. The field can be expressed as a superposition of plane waves described by functions of the form \( U(f) \exp \{ i2\pi(f \cdot r + j_2(f \cdot z)) \} \), where \( f \) is a two-dimensional vector, for instance in Cartesian coordinates, \( f = (f_x, f_y) \). The function \( j_2(f) \) is defined so that \( |f|^2 + j_2(f) = \bar{v}^2 \), that is, the plane waves satisfy the Helmholtz equation. For each plane wave constituting the field, its relative contribution, determined by its amplitude, and its relative position, determined by its phase, are both necessary for a complete description of the field. The field and all linear transformations of the field can be represented as a linear combination of these plane waves, which travel at various angles. The term “angular spectrum” is often used to describe such decomposition. We emphasize that the use of the word “spectrum” in this context should not be confused with the absorption spectrum that is commonly encountered in spectroscopy, and that “spectrum” without the modifier “angular” is meant to be the usual absorption spectrum. Similarly, the term “spatial frequency” refers to the vector \( f \) used above and should not be confused with spectral “frequency.” For the convenience of the reader, we have summarized the notation used in the Appendix.

**OPTICAL SYSTEM**

The system shown in Fig. 1 can be analyzed by using a modular approach. To that end, we describe each component in the optical system with an operator. This approach provides a convenient means of modifying the analysis to accommodate changes in the instrument. As the system is linear, it is convenient to work in a notation designed for linear algebra, namely the Dirac notation.22 Vectors describing the field in a plane at constant axial coordinate \( z \) are written \( |U(z)\rangle \) with Hermitian adjoint \( \langle U_j \rangle \). The two-dimensional Fourier component of the field at spatial frequency \( f \) is written \( U(f) = \langle f | U(z) \rangle \), and the value of the field at a point \( r \) is given by \( U(r) = \langle r | U(z) \rangle \). The sample is assumed to be thin, as described by a vector, \( |S\rangle \). The detector plane is taken to be at \( z_0 \). Thus the goal of the analysis is to produce an equation of the form

\[ |U_{z_0}\rangle = A|S\rangle \tag{1} \]

where \( A \) describes the optical system.

We first address the operator for propagation through free space between two parallel planes separated by a distance \( d \), denoted \( K_d \). We assume unidirectional propagation along the axis normal to the planes so that propagation is simply the accumulation of phase. The matrix elements of \( K_d \) are given by:

\[ (f_1 | K_d | f_2) = \delta(f_2 - f_1) \exp(i2\pi f_1 d) \]

where \( \delta \) is the Dirac delta function, and \( f_1 \) and \( f_2 \) denote spatial frequencies. Alternatively, the operator can be constructed as:

\[ K_d = \int d^2 f |f\rangle e^{i2\pi f_1 d} \langle f| \]

It is useful to note that \( K_{d'} K_d = K_{d+d'} \).

An interferometer can be thought of as a beam splitter, followed by propagation of two different axial distances. Given arms of length \( d_{A_1} \) and \( d_{A_2} \), measured from the beam splitter to each of the mirrors, the interferometer is represented by an operator

\[ L_{d_{A_1} d_{A_2}} = \frac{1}{2} (K_{2d_{A_1}} + K_{2d_{A_2}}) \]

Next, we consider the effect of a Schwarzschild interferometer coupled to a microscope system. Schwarzschild C1, C2, and C3 transmit light from the sample to the detector D. Dependence on \( \bar{v} \) is implied throughout. When propagating through the Schwarzschild system, the state of the field changes in the instrument. As the system is linear, it is convenient to work in a notation designed for linear algebra, namely the Dirac notation. Vectors describing the field in a plane at constant axial coordinate \( z \) are written \( |U(z)\rangle \) with Hermitian adjoint \( \langle U_j \rangle \). The two-dimensional Fourier component of the field at spatial frequency \( f \) is written \( U(f) = \langle f | U(z) \rangle \), and the value of the field at a point \( r \) is given by \( U(r) = \langle r | U(z) \rangle \). The sample is assumed to be thin, as described by a vector, \( |S\rangle \). The detector plane is taken to be at \( z_0 \). Thus the goal of the analysis is to produce an equation of the form

\[ |U_{z_0}\rangle = A|S\rangle \tag{1} \]

where \( A \) describes the optical system.
as a Cassegrain in the literature). Much like a Fresnel lens, the Schwarzschild can be considered to impart onto the field a quadratic phase factor. We represent the Schwarzschild $C$ with an operator $G_C$:

$$G_C = \int d^2r |r\rangle Q_C(r) \exp \left[-i\frac{\pi^2}{L_f^2}r^2\right] \langle r|$$

(5)

where $L_f$ is the focal length of the Schwarzschild. The quadratic phase factor converts each plane wave incident on the Schwarzschild into a spherical wave converging on its focal plane. The phase relation between plane waves incident on the Schwarzschild is determined by the magnification factor $M_C = d_2/d_1$. Thus, it is convenient to define

$$H_C = K_{d_2}G_C K_{d_1} = \int d^2f |f\rangle Q_C(f) \langle -M_Cf|$$

(6)

Clearly, $H_C$ is not uniquely defined unless $d_1$ and $d_2$ are specified, and care should be taken in observing the context in which it is placed. When the image plane is out-of-focus by a distance $d_0$, for example, the propagation operator $K_{d_0}$ can be used to obtain the out-of-focus image using the operator $K_{d_0+d_2}G_C K_{d_2} = K_{d_2}H_C$.

Given a field produced at the source $|U_0\rangle$, at $z = z_0$ then propagated to the interferometer at $z = z_f$, acted on by the interferometer, then propagated to the first Schwarzschild $C_1$, at $z = z_{C_1}$ and then from the Schwarzschild to its focal plane, $z = z_f$, the resultant field is

$$|U_{z_i+}\rangle = K_{z_f-z_i} G_{z_{C_1}-z_{C_1}} K_{d_{A_1}} d_{A_1} K_{z_{C_1}-z_0}|U_0\rangle$$

(7)

The sample is modeled as a thin screen. That is, the field on the far side of the sample is assumed to be the product of the sample structure function and the field incident on the sample in the coordinate domain. We formally construct an operator that effects this multiplication. Given a field $|U\rangle$, the operator $U$ is defined:

$$U = \int d^2r |r\rangle \langle r| = \int d^2f d^2f' |f\rangle - f' \langle f'\rangle |U\rangle \langle f'|$$

(8)

The sample, $|S\rangle$, then interacts with the incident field, $|U_{z_i+}\rangle$, to produce a transmitted field at a plane $z = z_f + z_i$ just past the sample:

$$|U_{z_i+}\rangle = U_{z_i}|S\rangle = \int d^2f d^2f' |f\rangle - f' \langle f'\rangle |U_{z_i+}\rangle \langle f'|$$

(9)

Substituting from Eq. 7 we find that:

$$|U_{z_i+}\rangle = \int d^2f d^2f' |f\rangle - f' |K_{z_{C_1}-z_{C_1}} G_{z_{C_1}-z_{C_1}} K_{d_{A_1}} d_{A_1} K_{z_{C_1}-z_0}|U_0\rangle \langle f'|$$

$$\times \langle f'|$$

(10)

Note that $I_{d_{A_1}}d_{A_2} = K_{2d_{A_1}} I_{0,d_{A_2}} - d_A$. Assuming no misalignment, i.e., when the system is in focus, the propagation operators can be absorbed into the magnification factor of $H_C$. Thus,

$$|U_{z_i+}\rangle = \int d^2f d^2f' |f\rangle - f' |H_C I_{0,d_{A_2}} - d_A|U_0\rangle \langle f'|$$

(11)

where $H_C = K_{z_{C_1}-z_{C_1}} G_{z_{C_1}-z_{C_1}} K_{z_{C_1}-z_0}+2d_A$. Evaluating Eq. 11 explicitly, we find that the field just past the sample is given by:

$$|U_{z_i+}\rangle = \frac{1}{\pi} \int d^2f d^2f' |f\rangle Q_C(f') |f'/M_C\rangle$$

$$\times \{1 + 1/2\pi d_A f'(2d_A - 2d_A')\}$$

$$\times \langle f'|$$

(12)

where it can be noted that $\langle f'|$ is the Fourier component of the sample at spatial frequency $f$. In the case that the source consists of a point source far from the first Schwarzschild, $|f'| U_0 = A_0$, where $A_0$ is a constant and inclination factors of the form $1/f_z$ have been neglected. Then the field is given by:

$$|U_{z_i+}\rangle = \frac{A_0}{\pi} \int d^2f d^2f' |f\rangle Q_C(f'/M_C\rangle$$

$$\times \{1 + 1/2\pi d_A f'(2d_A - 2d_A')\} \langle f'|$$

(13)

Light propagation from the Schwarzschild $C_1$ to the sample and to the Schwarzschild $C_2$ are illustrated in Fig. 2.

The propagation of the field after the sample, $|U_{z_i+}\rangle$, to the field at the detector, $|U_{z_{D}}\rangle$, takes place through two more Schwarzschilds. The Schwarzschild $C_2$ located effectively at $z = z_{C_2}$, focuses the sample plane to a plane $z = z_f$ such that $1/(z_f - z_{C_2}) + 1/(z_{C_2} - z_f) = 1/L_{f_2}$, where $L_{f_2}$ is the focal length of Schwarzschild $C_2$. Similarly, the Schwarzschild $C_1$ located at $z = z_{C_1}$, focuses light from the plane $z = z_0$ onto the detector plane at $z = z_{D}$ such that $1/(z_D - z_{C_1}) + 1/(z_{C_1} - z_D) = 1/L_{f_0}$, where $L_{f_0}$ is the focal length of Schwarzschild $C_D$. Misalignment of the focal planes such that $z_{f_0} \neq z_f$ can be taken into account with the propagator $K_{z_{f_0}-z_f}$. Thus,
\[ |U_{z_1}| = H_C \phi_{r0-z_2} \phi_{C_2} |U_{z_1}| \]

\[
= \int d^2f' d^2f \; H_C \phi_{r0-z_2} \phi_{C_2} |f - f'| |H_C| I_0 \phi_{r-z_1} |U_0| \\
\times (f'|S) \]  

(14)

This expression is now straightforward to evaluate. We assume that \( z_0 = z_1 \) (the focal planes are aligned). We find explicitly that:

\[
|U_{z_0}| = \frac{1}{2} \int d^2f' d^2f |Q_{C_0}(f)Q_{C_1} (-M_{C_0}f)|Q_{C_1} (-f'/M_{C_1}) \\
\times \{1 + \exp[2\pi f_c (f') (2d_{A_1} - 2d_{A_2})]\} \{f'|U_0\} \\
\times (f'/M_{C_1} + Mf|S) \]  

(15)

Define \( M = M_{C_0}M_{C_1} \) and compute

\[
\langle f |U_{z_0} \rangle = \frac{1}{2} Q_{C_0} \phi_{C_1} (-M_{C_0}f) \int d^2f' Q_{C_1} (-f'/M_{C_1}) \\
\times \{1 + \exp[2\pi f_c (f') (2d_{A_1} - 2d_{A_2})]\} \{f'|U_0\} \\
\times (f'/M_{C_1} + MF|S) \]  

(16)

The above expression is true for any spatially heterogeneous sample and has no restriction on its constituent spatial frequencies. Note that \( M \) is typically larger than 1 (i.e., the detector elements are bigger than the corresponding areas on the sample).

In order to illustrate the significance of Eq. 16, consider a case where the sample is a point object. In this case, \( (f'/M_{C_1} + MF|S) = 1 \), giving

\[
\langle f |U_{z_0} \rangle = \frac{1}{2} Q_{C_0} \phi_{C_1} (-M_{C_0}f) \int d^2f' Q_{C_1} (-f'/M_{C_1}) \\
\times \{1 + \exp[2\pi f_c (f') (2d_{A_1} - 2d_{A_2})]\} \{f'|U_0\} \\
= \frac{1}{2} Q_{C_0} \phi_{C_1} (-M_{C_0}f) B_0 \]  

(17)

Here, \( B_0 \), the integral from Eq. 17, is independent of \( f \) and physically denotes the field at the sample plane for a point object. The corresponding intensity at the detector plane is

\[
\langle U_{z_0} |f |U_{z_0} \rangle = \frac{B_0^2}{4} [Q_{C_0} \phi_{C_1} (-M_{C_0}f)] \\
\times [Q_{C_0} \phi_{C_1} (-M_{C_0}f)] \]  

(19)

where * represents convolution.

In a case where the source is completely incoherent, i.e., \( \langle |U_0 |f |R |U_0 \rangle \rangle_{en} = I_0(r) \delta(r - r') \), the intensity at the detector plane is

\[
\langle |U_{z_0} |f |R |U_{z_0} \rangle \rangle_{en} = \int d^2r I_0(r'') |h(r, r'')|^2 \]  

(20)

Where \( h(r, r') \) is the transfer function from the coherent case and \( I_0(r) \) is the source intensity. The subscript \( en \) above denotes an ensemble average over constituent random processes. By using the equations presented in this section, we proceed to compute the spatial sampling rate and pixel size required to record all the information available from the FT-IR spectroscopic imaging system.

**Pixel Size.** An analysis of the equations for the FT-IR imaging system provides insight into optical design and image formation. The explicit form of \( Q_{C_1} \) in terms of \( NA \) is derived in the Appendix (Eq. A29, Eq. A30, and Eq. A31). It can be observed from Eq. 16 that the spatial frequencies on the detector are always less than \( \min(\phi_{C_0}NA, \phi_{C_1}NA) \) because the support of the data is the intersection of the support \( Q_{C_2} (-MC_0f) \) and \( Q_{C_0}(f) \). When the pre-optics to the detector are well designed, then \( \phi_{C_0}NA < \phi_{C_0}NA \), providing the limiting field on the detector to be a spatial frequency of \( \phi_{C_0}NA/M \). As the detector records intensity and not fields, the intensity \( I(r) = U^*(r)U(r) \) has a spatial frequency bound of 2 \( \phi_{C_0}NA \). We emphasize that in order faithfully record the entire intensity image without any loss of information, the spatial sampling rate according to the Nyquist criterion has to be at least twice this limiting frequency, or \( 4\phi_{C_0}NA/M \). The pixel size is inversely related to the sampling rate, i.e., \( L_{pixel} = M/4\phi_{C_0}NA \). The wavenumber, \( \nu \), in mid-IR spectroscopic imaging typically varies between 600 and 4000 cm\(^{-1} \) (0.4 \( \mu \)m\(^{-1} \)). Therefore, when using Eq. 16, the equivalent pixel size on the sample has to be 1/ \( 4 \times 0.4 \) \( \mu \)m\(^{-1} \). Thus, for \( NA_{C_1} = 0.5 \), the effective pixel size on the sample is 125 \( \mu \)m and for \( NA_{C_0} = 0.65 \), the effective pixel size is 0.96 \( \mu \)m. It must be emphasized that the value of pixel size calculated above is not the same as resolution. It is in fact smaller than the resolution as defined by the Rayleigh criterion. However, it reflects the least sampling rate required to utilize all the information passed by the system in FT-IR spectroscopic imaging.

While we have focused on image quality, a number of other insights are also apparent. In some detectors, for example, it can be advantageous to have a concave mirror (instead of a Schwarzschild) that can be easily be incorporated into the model by making the term corresponding to the central obscuration i.e., an inner numerical aperture of zero \( NA_{C_0} \) = 0. The absence of a central obscuration increases light throughput significantly. We suggest that the Schwarzschild used in commercial instruments be replaced with this mirror. This modification will result both in better image quality and lower instrument costs. Although the above derivation uses a transmission mode measurement, the same analysis can be performed for transfection mode. In the case of transfection–absorption measurement when using a beamsplitter and full Schwarzschild illumination, Schwarzschilds \( C_1 \) and \( C_2 \) correspond to the same Schwarzschild, and light travels through the sample twice, once before reflection and once after. Hence the sampling rates and pixel sizes are the same in both cases.

**Experiments and Simulations. Instrumentation.** A Varian 7000 spectrometer coupled to a UMA-400 microscope was used to perform two sets of experiments with parameters listed in Table I. System 1 uses accessories standard to the Varian microscope. System 2 uses an Edmund Optics (NA = 0.65, 74x magnification) Schwarzschild for \( C_2 \). The two systems make comparisons easy, because parameters other than Schwarzschild \( C_2 \) are the same. The only difference is in the effective pixel size on the sample and \( NA_{C_0} \). The detector’s pixel size is 40 \( \mu \)m. The interferometer is operated in the step-scan mode at a stepping rate of 200 Hz. Data were acquired at every other zero crossing (a undersampling ratio of 2) of an He–Ne laser for a free-scanning spectral range of 7900–0 cm\(^{-1} \). Time to acquire a 128 \( \times \) 128 pixel data set by using system 2 was 25 s for eight co-additions. For the full format of the
TABLE I. Experimental parameters used for data acquisition and modeling.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>System 1</th>
<th>System 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA&lt;sub&gt;1&lt;/sub&gt;,out</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>NA&lt;sub&gt;2&lt;/sub&gt;,out</td>
<td>0.5</td>
<td>0.65</td>
</tr>
<tr>
<td>NA&lt;sub&gt;3&lt;/sub&gt;,out</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>M&lt;sub&gt;C&lt;/sub&gt;,</td>
<td>15×</td>
<td>15×</td>
</tr>
<tr>
<td>M&lt;sub&gt;C&lt;/sub&gt;,</td>
<td>15×</td>
<td>74×</td>
</tr>
<tr>
<td>Pixel size (effective)</td>
<td>5.5 μm</td>
<td>1.115 μm</td>
</tr>
<tr>
<td>Spectral resolution</td>
<td>8 cm&lt;sup&gt;-1&lt;/sup&gt;</td>
<td>8 cm&lt;sup&gt;-1&lt;/sup&gt;</td>
</tr>
<tr>
<td>No. of scans per pixel</td>
<td>8</td>
<td>128</td>
</tr>
<tr>
<td>No. of scans (background)</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>No. of detector elements</td>
<td>128 × 128</td>
<td>128 × 128</td>
</tr>
<tr>
<td>Undersampling ratio</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

detector (128 × 128 pixels), the fastest acquisition of an 8 cm<sup>-1</sup> resolution data set (undersampling ratio of 4) is less than 1 s and is limited by FPA speed (1.6 kHz). A Fourier transform of the recorded data was carried out with the Norton–Beer medium apodization function. Data were truncated and stored as absorbance after a ratio against an appropriate background data set.

Data extraction and image processing were performed with a hyperspectral imaging software package, ENvironment for Visualizing Images (ENVI). In ENVI, the two-dimensional Fourier transform routines are in built. Modules for further data processing were written in-house using IDL 7.1 and MATLAB 7. The two imaging systems, with parameters shown in Table I (parameters 1 through 6) are simulated. The simulations were performed on a quad core computer with a NVIDIA GeForce GTX 580 GPU and 12 GB of RAM. Modules and functions for the simulations were written in house by using MATLAB 7. The simulations compute the detector field and intensity for incoherent illumination by using the system parameters (Table I, parameters 1 through 6) and object as inputs. Software is implemented based on the theory and algorithms described here. Simple structures can be simulated in minutes, while entire data sets for morphologically complex samples can require days of computational time on a desktop computer. The run time for simulations is about 20 s for each wavenumber for the samples described here.

Prostate and breast tissue microarrays (TMAs) were used as a platform for high-throughput sampling. TMAs consist of a large number of small (≥ 1 mm in diameter) tissue sections arranged in a grid pattern on a substrate. This technique facilitates and streamlines acquisition of data from several patients and provides diversity to the sample population under observation. Breast and prostate tissue microarrays were obtained from the University of Illinois–Chicago (kindly provided by Dr. Andre Kajdacy-Balla) and from US Biomax (no. BR1003). One 5 μm-thick tissue section from each array was placed on a BaF<sub>2</sub> substrate for IR imaging and serial 5 μm-thick sections were placed on standard glass slides for hematoxylin and eosin staining. IR imaging data were acquired from a normal breast tissue core that contained a region comprising terminal ductal lobular units, as well as from a normal prostate tissue core from the region of a small blood vessel. A standard chrome-on-glass USAF 1951 target (Edmund Optics) was used as a test sample to test both spectral and spatial performance. The thickness of chrome is of the order of (100 nm) and about 10% of incident light is transmitted through the chrome (experimentally measured).

RESULTS AND DISCUSSION

Our first step in analyzing the performance of the imaging systems was to validate simulations with recorded data by using a gold standard for comparison. As common in other forms of microscopy, a standard USAF 1951 target, consisting of chrome on glass, was chosen. The chrome provides a large attenuation (absorbance) with negligible thickness. It also provides high contrast for visible light microscopy. Hence, it is an ideal sample for simulation and validation. We first recorded visible-light images for a standard USAF microscope target. The recorded image was binarized to remove any edge blurring or grayscale values in the simulation. An absorbance of unity was assigned to the chrome region, and the resulting image was used for simulation. Regions without the chrome were assigned a transmittance of unity (zero absorbance). Simulations were carried out for both the instrument configurations described previously. The light source is assumed to be spatially incoherent, as in Eq. 20. Spectroscopic imaging data were also recorded with the target. We analyzed groups 6 and 7, and elements 1 through 6, as these represent the highest image quality typically encountered in IR microscopy. Images of the standard sample employed for simulation, absorbance images from simulated data, and absorbance images from the recorded data corresponding to the two instrument configurations are shown in Fig. 3. In order to facilitate comparison of simulations, we used the same pixel size for both optical configurations (although different NA lenses are often associated with different magnifications). The chosen pixel size for simulations of 0.36 μm will not be a limiting factor in the resulting image quality. The USAF target is designed to enable facile calculation of the frequency response of the imaging systems as well as to illustrate resolution capabilities via images. In simulations, we emphasize again that the sample is assumed to be infinitesimally thin to avoid effects associated with thickness. Comparing the two simulated absorbance images (Figs. 3b and 3f) with the same pixel size shows the effects of increasing NA. As expected, an increase in the NA provides higher quality and higher resolution images. Nevertheless, the enhancement is not especially striking. A more obvious degradation in image quality is evident when the pixel size increased from 1.1 (Fig. 3f) to 5.5 μm (Fig. 3g), while all other parameters were constant. This dramatic change in image quality emphasizes the need for carefully choosing the pixel size. The combined effects of choosing a higher-NA lens and the appropriate sampling (small pixel size) can result in significantly improved image quality (cf. Figs. 3b and 3g). To experimentally validate these predicted improvements in image quality, we set up two optical configurations described in Table I on the same commercial microscope and obtained data on the same USAF 1951 target used in simulations. Our goal was to minimally modify (by changing one lens) the existing commercial system. Hence, we did not alter the condenser. Matching the throughput via the image formation lens and condenser is likely to result in better SNR, but will not materially change the appearance of the images, as the image quality depends only on the angular spectral bandwidth of the image formation lens. Experimental results for Fig. 3c, NA = 0.65, pixel size = 1.115 μm, and Fig. 3h, NA = 0.50, pixel size = 5.5 μm, are presented for comparison. A dramatic
improvement in image quality is observed experimentally for the smaller pixel size. Expanding a smaller region for comparison in Figs. 3d and 3e, and 3i and 3j, the three smaller bars are distinguishable only in the higher NA, smaller pixel-size setup. This qualitatively demonstrates the gain in image quality and resolution when using a higher-NA system along with the appropriate pixel spacing. In all cases, as expected, we also note that the recorded data are of somewhat lower quality than the simulations. This is a result of edge effects in the sample, finite detector sizes, imperfect optics and experimental noise in the recorded data.

While the images from simulation and recorded data agree well, they do not provide a quantitative understanding of the performance improvement and limits of the two configurations. Therefore, we quantitatively analyzed the performance of the systems as a function of the spatial frequency. The frequency response of the optical system is often characterized by the modulation or contrast transfer function of the system. While optical systems typically employ intensity values to examine the imaging system performance, here we use the spatial frequencies in Fig. 3a and the corresponding absorbance values from simulations and recorded data to plot the absorbance contrast. The absorption contrast ratio (ACR) is defined as the difference in maximum and minimum absorbance observed at a specific spatial frequency compared with that observed in the ideal case. The ideal difference between high and low absorbance is obtained by comparing absorbance values from regions on the sample with no absorbance (for example, the region used to collect a background spectrum) and a relatively homogeneous region of high absorbance (for example, on the large square in a USAF 1951 target). Figure 4a shows a plot of the absorbance contrast ratio as a function of spatial frequency at 3950 cm$^{-1}$. As expected, ACR is highest at low spatial frequencies and decreases with increasing spatial frequency until zero (no measurable contrast). The absorption contrast ratio for the lower-NA system reaches zero at a lower spatial frequency than that of the high NA one as is evident from the polynomial fit (solid lines in the figure) to simulation data. It can be seen in the experimental data that the high-NA system resolves all bars including the smallest bars (group no. 7) available on the USAF 1951 target. The frequency at which ACR reaches zero can be predicted via simulations to be about 0.4 line pairs per mm (≈400 line pairs per mm). Contrast decreases with reduction in pixel size, because light intensity per pixel reduces. As a result, the increased imaging capability is partially offset by a decreased spectral SNR in the resulting absorbance images. While predictions from simulations agree well with measured ACR for the high-NA system, there is some disagreement for the lower-NA setup at high spatial frequencies. This difference is observed at approximately 0.08 line pairs per mm (≈80 line pairs per mm). Experimentally, the lower-NA system cannot resolve bars beyond a spatial frequency of 0.115 line pairs per mm (≈115 line pairs per mm). This is lower than the theoretically predicted 0.15 line pairs per mm (≈150 line pairs per mm). This can be attributed to the finite pixel size preventing an accurate recording of the data. This comparison between ACR.
of the high- and low-NA systems, enabled by the developed theoretical understanding, provides convincing proof that the designs of present-day instrumentation are not permitting optics-limited performance and can be rapidly and easily reconfigured to provide significantly higher imaging performance.

Though the previous analysis provides the smallest observable features, the relationship of these features to the optimal pixel size needs to be quantified. We examined the pixel size at the sample plane required for optimally sampling the signal as a function of NA and wavelength (Fig. 4b). While the optimal pixel size can also be calculated analytically, this figure provides the design parameters for instruments should a practitioner develop an instrument for high performance at any specific wavelength while using a specific lens. As expected, the recommended pixel size decreases with decreasing design wavelength. The dependence on NA is rather striking as well. It is noteworthy that most commercially available systems provide reasonably high NA, but the pixel size is not commensurate with the optical components. Thus, an improvement in incorporating a higher-NA lens is not likely to be as dramatic as using the optimal pixel size in current commercial systems. We note that this plot is based on the maximum attainable spatial frequencies for thin objects, and larger sample thicknesses are likely to achieve poorer contrast for the limiting spatial frequency.

The pixel sizes recommended will provide the highest image quality provided by the microscope, unless limited by the sample. The optimal pixel size and the resolution of an imaging system are also related. According to the Rayleigh criterion, for example, the attainable resolution is $0.61/\left(\lambda NA\right)$. We propose to sample at $0.25/(\lambda NA)$ in order to convert the analog signal into a digital readout without information loss. We note that the pixel size proposed is significantly smaller than the resolution. This result is contrary to prevailing wisdom in that it is widely believed that no further improvement is possible once a pixel size equal to the resolution has been attained. Indeed, mixing the concepts of resolution and pixel sizes for correct signal sampling has led to significant confusion in IR microscopy. We emphasize that our suggestions for improved data quality are not a contravention of the resolution criterion. Consider the case of pixel spacing resulting in optimal resolution. To resolve two objects, we need more than two measurements when the data are digitized. For example, consider two point objects that are centered on a pixel each. To entirely resolve these objects, appropriate sampling implies that there be a pixel on either side of the object to separate them from each other and any other neighboring objects. Therefore, at least five pixels are needed to resolve two point objects. A more formal discussion of sampling for optical microscopy6, 24 and its extension to IR microscopy using this signal processing approach is provided elsewhere. Our approach is distinct from these methods and incorporates light transmission through an entire imaging system and provides calculations based on absorbance. We note that the resolution of an instrument cannot be correctly evaluated unless the pixel size is appropriate (smaller). Even if two objects cannot be resolved into their appropriate shapes by using smaller pixels, the detail in higher pixel-density images is higher. Two point objects, for example, will appear as dumbbells or ovals. Hence, even for systems or wavelengths in which the pixel size is smaller than required for correctly sampling the spatial frequencies permitted by the optics, an improvement in image quality might be observed. For a detailed discussion, we refer the reader to the Appendix.

Data from the two optical configurations described in Table I are shown in Fig. 5. Data are recorded on prostate tissue that is prepared with methods previously reported,25–27 and images are obtained with the absorbance of the asymmetric C–H stretching vibrational mode (at 2962 cm$^{-1}$). The top row demonstrates the improvement in image quality attained with the higher-NA lens. The bottom row presents the spatial frequency content of corresponding images. It can be observed from Figs. 5e–5h that there are relatively higher spatial frequencies present in the data acquired with the higher-NA lens, signifying that there is degradation of image quality, i.e., information loss in increasing the pixel size from 1.115 to 5.5 μm. There is a noticeable set of high spatial frequencies present in the data acquired at the higher NA at the shorter wavelength. Even for longer wavelengths, the information content difference is relatively small, but not zero. To capture the highest image quality across the spectrum, hence, the pixel size should be calculated based on the highest wavenumber measured in the experiment. This statement is both rigorously and intuitively correct. From a practical perspective, however, a small pixel size calculated at the highest wavenumber also reduces the throughput significantly across the rest of the spectrum. To address this trade-off in an optimal manner, we recommend that the highest wavenumber at which pixel size

--

FIG. 4. (a) Plot of absorbance contrast ratio (ACR) measured from both simulation and recorded experimental data as a function of spatial frequency at $\nu = 3850$ cm$^{-1}$ for the two systems in Table I. (b) Plot of minimum pixel size required for correctly sampling allowable spatial frequencies as a function of $\nu$ and NA is shown. The pixel size corresponds to the effective pixel size at the sample.
should be calculated should depend on the typical experiments to be performed by the imaging system. This small adjustment from the correct sampling at the highest recorded wavenumber to that at the highest usable wavenumber for image generation leads to the concept of an optimal pixel size. For most studies in the mid-IR, the 4000 to 400 cm\(^{-1}\) spectral region is most interesting. For He–Ne laser reference–based systems, an undersampling of the reference signal by a factor of four typically implies that the allowable free-scanning spectral range is 3950–0 cm\(^{-1}\). An optimal pixel size at the high end of this range is 0.974 \(\mu m\). In most experiments, especially with biological systems, vibrational modes at this high limit are very rarely encountered. A more practical high wavenumber range is 3400 cm\(^{-1}\), which is in the vicinity of the absorption peak of O–H and N–H stretching-associated vibrational modes. Therefore, we calculate the optimal pixel size at this wavenumber and the predicted pixel size is 1.13 \(\mu m\) on a side. As we sought to implement the concept of optimal pixel sampling on a commercial imaging system without extensive hardware modifications, the measured pixel size of 1.115 \(\mu m\) can be deemed acceptably close. Our suggested optimal pixel size is approximately fourfold larger than a similar setup when using the synchrotron.\(^{13}\) It is notable that intensity considerations are secondary for a synchrotron source–based system because of the exceptional flux and a pixel size of 0.54 \(\mu m\) on a side was used. Relaxing the very strict condition with a more practical calculation here, we maximize the spectral quality when using a globar source, without compromising the image quality in any appreciable manner. The image quality presented here is likely of the highest quality that will be observed in commonly analyzed biomedical material or forensic samples regardless of the source.

Though image quality is improved with a smaller pixel size, there is a corresponding decrease in throughput if the same source and fore-optics are employed. The approximate 25-fold reduction in pixel area between the two configurations here implies that acquisition time would need to be increased 625-fold (other factors being constant) if the data quality is to be recovered by signal averaging.\(^{28,29}\) Some of the loss is mitigated by increased throughput, as proposed when using a synchrotron,\(^{13}\) or by increased integration time of the FPA, as in the experiments conducted here. We observed a six- to eightfold decrease in recorded signal when using the higher-NA lens compared with the lower-NA system. Hence, the need to signal average is not especially drastic. Further, there are other methods to increase SNR. We previously proposed computational noise reduction\(^{30,31}\) to obtain a significant gain in SNR without the corresponding increase in data collection time. The utility of this idea is presented in Fig. 6. A significant increase in spectral SNR (Fig. 6c) without observable loss in image quality (Figs. 6a and 6b) can be observed. Thus, a tabletop, high-definition IR imaging system is indeed feasible and can provide both excellent spectra and spatial image quality.

**CONCLUSION**

A complete theoretical understanding of the image formation in an IR microscope was provided by using a rigorous theoretical model. The model was used to predict the optimal pixel size at the sample plane that would provide the highest image quality. Simulations demonstrated that the effects of the higher-NA systems arose from an increased acceptance of angular frequencies and resulted in higher-resolution images, whereas optimal pixel sampling demonstrated dramatic improvements in image detail for a specific NA. The results of simulations were validated with measurements on two different
configurations. A tabletop, high-definition FT-IR spectroscopic imaging system was demonstrated by minimally modifying a commercial system. The resulting data when using this high-definition system can be of high spatial and spectral quality by using conventional signal averaging and/or emerging signal processing methods. The development of a theoretical understanding and its application to microscope design and acquisition of high-definition data should spur improved applications in many fields where IR imaging is applied.  
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APPENDIX

DERIVATION OF THE TRANSFER FUNCTION OF THE SCHWARZSCHILD

We model the Schwarzschild as a focusing system with two concentric apertures, one outer aperture with NA\text{out} = \sin(\theta_{\text{out}}) and a second inner circular obstruction with NA\text{in} = \sin(\theta_{\text{in}}) (see Fig. A1). The focal length, which is the distance between the Schwarzschild and the focal point, is assumed known.

Consider an object placed a distance \(d_1\) from the Schwarzschild.

TABLE II. A list of symbols used along with their description.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\bar{m})</td>
<td>Wavenumber</td>
</tr>
<tr>
<td>(NAC_{\text{out}}, NAC_{\text{in}})</td>
<td>Outer and inner numerical aperture of Schwarzschild (C_1)</td>
</tr>
<tr>
<td>(r = (x, y, r'))</td>
<td>Coordinate space variables</td>
</tr>
<tr>
<td>(f = (x, y, f_x, f_y))</td>
<td>Transverse spatial frequency variables</td>
</tr>
<tr>
<td>(f_z)</td>
<td>Longitudinal spatial frequency variable</td>
</tr>
<tr>
<td>(z)</td>
<td>Axial position (along the principal axis of light propagation)</td>
</tr>
<tr>
<td>(z_D)</td>
<td>Axial detector position</td>
</tr>
<tr>
<td>(z_i)</td>
<td>Beam splitter position</td>
</tr>
<tr>
<td>(z_{\text{ci}})</td>
<td>Axial position of Schwarzschild (C_1)</td>
</tr>
<tr>
<td>(z_f)</td>
<td>Axial position where light is focused by Schwarzschild (C_1)</td>
</tr>
<tr>
<td>(d_1, d_2)</td>
<td>Light propagation distances</td>
</tr>
<tr>
<td>(d_{\text{ai}}, d_{\text{ai}})</td>
<td>Light propagation distances along each arm of the interferometer</td>
</tr>
<tr>
<td>(L_f)</td>
<td>Focal length of Schwarzschild (C_1)</td>
</tr>
<tr>
<td>(L_{\text{pixel}})</td>
<td>Length of (one side of) a pixel</td>
</tr>
<tr>
<td>(A_{\text{c}}, B_{\text{c}})</td>
<td>Constants</td>
</tr>
<tr>
<td>(\text{U}(\vec{r}), \text{U}^*(\vec{r}))</td>
<td>Field in any plane and its corresponding complex conjugate respectively</td>
</tr>
<tr>
<td>(\hat{\text{U}}(\vec{f}))</td>
<td>Fourier transform of the field in a plane</td>
</tr>
<tr>
<td>(\delta(\vec{f}))</td>
<td>Two-dimensional Dirac delta function</td>
</tr>
<tr>
<td>(l(\vec{r}))</td>
<td>Source intensity</td>
</tr>
<tr>
<td>(l(\vec{r}))</td>
<td>Intensity in a plane</td>
</tr>
<tr>
<td>(h(\vec{r}, \vec{r'}))</td>
<td>Transfer function for coherent light</td>
</tr>
<tr>
<td>(\hat{U}_{\text{ai}})</td>
<td>Field in a plane at (z = z_f)</td>
</tr>
<tr>
<td>(\hat{U}_{\text{ci}})</td>
<td>Hermitian adjoint of field in a plane at (z = z_f)</td>
</tr>
<tr>
<td>(\hat{U}_{\text{ci}})</td>
<td>Field immediately after the plane at (z = z_f)</td>
</tr>
<tr>
<td>(u_i)</td>
<td>Field from the source</td>
</tr>
<tr>
<td>(U_i)</td>
<td>Field in plane (i), for (i = 1, 2, 3)</td>
</tr>
<tr>
<td>(S)</td>
<td>Sample</td>
</tr>
<tr>
<td>(Q_C)</td>
<td>Aperture function of Schwarzschild (C_1)</td>
</tr>
<tr>
<td>(M_C)</td>
<td>Magnification of Schwarzschild (C_1)</td>
</tr>
<tr>
<td>(M = M_C M_{\text{C2}})</td>
<td>Net magnification between the sample and the detector</td>
</tr>
<tr>
<td>(A)</td>
<td>Operator for the entire optical imaging system</td>
</tr>
<tr>
<td>(K_d)</td>
<td>Propagation operator for a propagation distance (d)</td>
</tr>
<tr>
<td>(I_{\text{d}, i})</td>
<td>Operator for the interferometer where (d_{\text{ai}}, d_{\text{ai}}) are path lengths along the arms</td>
</tr>
<tr>
<td>(H_C)</td>
<td>Transfer function (operator) for a Schwarzschild (C_1) in focus</td>
</tr>
<tr>
<td>(G_C)</td>
<td>Transmission function (operator) of Schwarzschild (C_1)</td>
</tr>
</tbody>
</table>
inner and outer aperture radii.

The field immediately after the Schwarzschild, $|U_2\rangle$, can be expressed in terms of $|U_1\rangle$ and an operator, $G_C$, corresponding to the transmission function of the Schwarzschild as:

$$|U_2\rangle = G_C|U_1\rangle$$  

(A2)

where $L_f$ is the focal length of the Schwarzschild. Note that the quadratic phase function in Eq. A3 is present because we have used a thin lens like approximation for the focusing system. $Q_C(r) = Q_C^{R_1}(r)$ is defined in Eq. A4, and $R_1$ and $R_2$ are the inner and outer aperture radii.

$$Q_C^{R_1}(r) = \begin{cases} 1 & a < r < b \\ 0 & \text{else} \end{cases}$$  

(A4)

The field $|U_3\rangle$ in the image plane is:

$$|U_3\rangle = K_d|U_2\rangle$$  

(A5)

The term $f_c(f)$ in $K_d$ can be approximated as $f_c(f) \approx v(1 - (f^2/2v^2))$. After substituting Eq. A2 and Eq. A1 in Eq. A5 and simplifying we obtain

$$|U_3\rangle = K_d G_C K_d|U_0\rangle$$

$$= \int d^2r d^2r' d^2r'' |r\rangle Q_{R_1}^{R_2}(r') \langle r'|U_0\rangle \exp\left[ i \frac{2\pi \nu}{d_1} \cdot r - r' \right]$$

$$\times \exp\left[ i \frac{2\pi \nu}{d_2} \cdot r - r'' \right] \exp\left[ \frac{2\pi \nu}{d_1} r'' \right]$$

$$\times \exp\left[ i \frac{2\pi \nu}{d_2} \frac{1}{d_1} \left( \frac{1}{d_2} - \frac{1}{d_f} \right) r'' \right]$$  

(A6)

This is the relation between the image and the object for a Schwarzschild. In most FT-IR imaging systems, we can make a few approximations and simplify Eq. 26. The object size (illuminated area of the sample) is typically much smaller than the size of the Schwarzschild. This means that $\exp[i(2\pi\nu/2d_1)r^2] \approx 1$. The image size is also much smaller than the Schwarzschild dimensions; therefore, $\exp[i(2\pi\nu/2d_2)r^2] \approx 1$. We know that $\nu$ is for a thin lens (or, more generally, for a system that focuses light like a thin lens), the position of the image and object are related by $(1/d_1) + (1/d_2) = (1/L_f)$. Therefore, $\exp[i(2\pi\nu/2)(1/d_1) + (1/d_2) - (1/L_f)](x^2 + y^2) \approx 1$.

With these approximations, Eq. A6 reduces to:

$$|U_3\rangle = \int d^2r d^2r' d^2r'' |r\rangle Q_{R_1}^{R_2}(r') \langle r'|U_0\rangle$$

$$\times \exp\left[ i \frac{2\pi \nu}{d_1} \cdot r - r' \right] \exp\left[ \frac{2\pi \nu}{d_2} r'' \cdot r \right]$$  

(A7)

Defining magnification $M_C = (d_2/d_1)$ and evaluating this integral after projecting on the Fourier basis yields

$$\langle f|U_3\rangle = Q_{R_1}^{R_2}(-\frac{d_1}{\nu}) \langle -M_C f|U_0\rangle$$  

(A8)

It can be noted that the system is linear, but not shift invariant (because of the magnification term). With this caveat, we can think of $Q_{R_1}^{R_2}(-d_1/\nu)$ as the Schwarzschild transfer function. In our model, the exact values of focal lengths are not required, provided that the system is in focus. Only the outer and inner numerical apertures of the Schwarzschild and the magnification factors are required.

For a Schwarzschild with an orientation as in Fig. 8, typically the image is close to the focus. Thus, we can make approximations that $d_2 \approx d_2 \approx L_f$ ($L_f$ is focal length), $NA_{out} \approx (R_2/d_2)$ and $NA_{in} \approx (R_1/d_1)$. Also note that $Q$ is an even function. This gives

$$\langle f|U_3\rangle = Q_{NA_{out}}^{NA_{in}}(f) \langle -M_C f|U_0\rangle$$  

(A9)

Note that propagation in free space is a spatial frequency band pass $Q_0(f)$ and spatial frequencies beyond $\nu$ do not reach the detector. For a Schwarzschild with an orientation as in Fig. A9, the object is close to the focus and so we can make the approximations that $d_1 \approx L_f$, $NA_{out} \approx (R_2/d_1)$ and $NA_{in} \approx (R_1/d_1)$. This gives

$$\langle f|U_3\rangle = Q_{NA_{out}}^{NA_{in}}(M_C f) \langle -M_C f|U_0\rangle$$  

(A10)

$$\langle -f/M_C|U_3\rangle = Q_{NA_{in}}^{NA_{out}}(f) \langle f|U_0\rangle$$  

(A11)
Point-Spread Functions and Resolution. Point-spread functions for the two configurations in the article Table I are presented in Fig. A4.

Simulation data for two point objects separated by four different distances are presented in Figs. A5 and A6. Data in Fig. A5 correspond to the high-NA configuration in the article Table I, and Fig. A6 corresponds to the lower-NA configuration. All data are at 3950 cm\(^{-1}\). Axes in all the images are scaled to the effective size of the detector-intensity-image at the sample. From these images, it is evident that two points separated by 1 µm cannot be resolved with either NA\(_{C_{2\text{out}}}=0.65\) or NA\(_{C_{2\text{out}}}=0.5\), whereas they can be resolved in both configurations at a separation of 4 µm. However, NA\(_{C_{2\text{out}}}=0.65\) can resolve two points separated by 2.4 µm (which is the resolution according to Rayleigh criterion), while NA\(_{C_{2\text{out}}}=0.5\) cannot. Points at a separation of 3 µm can be just resolved with

![Fig. A4. Point-spread functions. Data on the left correspond to a configuration with NA\(_{C_{2\text{out}}}=0.65\) and data on the right corresponds to a configuration with NA\(_{C_{2\text{out}}}=0.5\).](image1)

![Fig. A5. Intensity at the detector plane at 3950 cm\(^{-1}\) for two point objects separated by distances (indicated on top). Corresponding profile plots at y = 0 are presented in the bottom row. Schwarzschild C\(_2\) has NA\(_{C_{2\text{out}}}=0.65\). Axes are scaled to the effective image size at the sample.](image2)
NA_{C_{out}} = 0.5. Data presented here illustrate the best image quality obtainable from systems with the optical configurations in the article Table I, without discretization (i.e., using an analog detector). Discretized data obtained at the optimal pixel size (as calculated in section “Pixel Size” in the article) have all the information needed to construct images of this quality.

Off-Resonance Surface-Enhanced Raman Spectroscopy from Gold Nanorod Suspensions as a Function of Aspect Ratio: Not What We Thought
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ABSTRACT Design of nanoparticles for surface-enhanced Raman scattering (SERS) within suspensions is more involved than simply maximizing the local field enhancement. The enhancement at the nanoparticle surface and the extinction of both the incident and scattered light during propagation act in concert to determine the observed signal intensity. Here we explore these critical aspects of signal generation and propagation through experiment and theory. We synthesized gold nanorods of six different aspect ratios in order to obtain longitudinal surface plasmon resonances that incrementally spanned 600–800 nm. The Raman reporter molecule methylene blue was trap-coated near the surface of each nanorod sample, generating SERS spectra, which were used to compare Raman signals. The average number of reporter molecules per nanorod was quantified against known standards using electrospray ionization liquid chromatography mass spectrometry. The magnitude of the observed Raman signal is reported for each aspect ratio along with the attenuation due to extinction in suspension. The highest Raman signal was obtained from the nanorod suspension with a plasmon resonance blue-shifted from the laser excitation wavelength. This finding is in contrast to SERS measurements obtained from molecules dried onto the surface of roughened or patterned metal substrates where the maximum observed signal is near or red-shifted from the laser excitation wavelength. We explain these results as a competition between SERS enhancement and extinction, at the excitation and scattered wavelengths, on propagation through the sample.

KEYWORDS: surface-enhanced Raman spectroscopy · extinction · gold nanorods

Surface-enhanced Raman scattering (SERS) is a vibrational technique whose promise for chemical sensing has been debated since the 1970s. A primary design objective in SERS optimization is to tailor the surface plasmon resonance relative to the laser excitation wavelength. This is because the on-resonance field enhancement at the surface of the plasmon-active material can increase the Raman signal intensity of nearby molecules by several orders of magnitude. In the case of SERS on immobilized silver nanostructures, the maximum signal enhancement was observed if the plasmon band position was red-shifted compared to the laser excitation wavelength. On the basis of these studies, researchers have fabricated rationally designed nanoparticles for biomedical applications such as highly sensitive assays and multiplexed imaging. The stable signals and multiplexing capabilities of these nanoparticles offer an attractive alternative to fluorescence-based techniques. For example, a recent report notes that a SERS-based approach can outperform an enzyme-linked immunosorbent assay (ELISA). Nanoparticle-based SERS assays could, thus, provide novel sensing capabilities that complement or improve present technologies and lead to next-generation clinical diagnostics. For example, Moskovits et al. have extended such studies to quantitatively confirm the ratio of cancerous to noncancerous cells in samples with two different reporter molecule—antibody
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combinations. Using labeled nanoparticles as Raman reporters to achieve contrast in deep-tissue measurements is currently an active area of research. Light scattering, absorption, and fluorescence arising from the tissue limit the choice of Raman excitation wavelengths to the near-infrared (NIR) spectral region. In this spectral region (700–1100 nm), gold nanorods and nanoshells can be used as effective SERS-active nanoparticles as they exhibit a tunable plasmon band where tissue has low absorption. Additionally, the presence of the nanoparticles dispersed throughout the tissue adds absorption and scattering effects to the Raman measurement as the light propagates. In this way, nanoparticles that would be injected into tissue behave much like in colloidal suspensions. For suspensions, as opposed to substrates, accounting for light propagation and attenuation is vital. While the resonant plasmon helps to enhance the Raman signal, attenuation by absorption and scattering complicates experimental design and optimization. Upon plasmonic excitation for anisotropic shapes like rods, the maximum electric field, on average, is at the tips of the rods; therefore, SERS signals will be dominated by events at the tips of the rods. The overall extinction of the nanorods depends not only on their shape but also on their absolute size: larger nanorods, for the same aspect ratio, lead to more extinction, with little relation to the qualities of the rod tips. Therefore, it is not a surprise that, in colloidal solution, SERS and extinction effects need to be unraveled.

This effect is clearly visible in a solution of nanoparticles. For example, Figure 1 shows a photograph of a laser beam traversing two cuvettes, illustrating extinction effects in solution. The cuvette on the left in both panels, containing water, displays minimal scattering and absorption, resulting in minor attenuation of the laser beam. The cuvette on the right, containing gold nanorods in suspension, shows that the laser beam is unable to penetrate effectively through the cuvette, due to a combination of absorption and scattering of light by the nanorods. Therefore, when performing SERS experiments on such nanorods in solution, Raman-scattered light would be similarly extinguished. Therefore, it is important to understand that there is an antagonistic interplay between extinction and SERS enhancement in the observed Raman signal collected from colloidal suspensions and therefore in biological sensing.

Here we explore the competition between SERS enhancement and extinction on propagation through the sample. We investigate the dependence on plasmon resonance frequency by using gold nanorods of six different aspect ratios which provide longitudinal surface plasmon resonances at wavelengths spanning 600–800 nm. The Raman reporter, methylene blue, was trap-coated with a polyelectrolyte layer near the surface of each nanorod. SERS spectra were acquired using a 785 nm excitation wavelength in transmission mode. In order to compare signals across batches of nanorods, the average number of reporter molecules per nanorod was quantified using electrospray ionization liquid chromatography mass spectrometry (ESI-LC-MS). We report the Raman signal per nanorod as a function of aspect ratio, correcting for the attenuation

Figure 1. Photographs demonstrating extinction effects in solution. Upon laser illumination, minimal extinction (scattering + absorption) is observed in water (left cuvette). In contrast, suspensions of gold nanorods in water exhibit extinction under illumination (right cuvette). (a) Laser illumination under ambient lighting. (b) Laser illumination without ambient lighting.

Figure 2. (a) Schematic of a gold nanorod with a (red) poly(acrylic acid) coating, followed by methylene blue reporter molecules (blue) and a polyallylamine hydrochloride (green) trap coat. (b) Corresponding zeta-potential for aspect ratio 3 gold nanorods as a function of layer coating corresponding to the stages in (a). (c) Quantification of the number of methylene blue reporter molecules per gold nanorod as a function of aspect ratio.
due to extinction in suspension using methanol as an internal standard.

RESULTS AND DISCUSSION

SERS measurements are typically based on Raman reporter molecules attached directly to the surface of the nanoparticles by either covalent or electrostatic interactions.27 Other reports have examined the use of SERS using reporter molecules separated at fixed distances from the surface of the nanoparticles by employing a dielectric silica shell.18 Here, we utilize a polyelectrolyte dielectric layer to wrap gold nanorods of a variety of aspect ratios.19 A schematic of this technique is illustrated in Figure 2a. First, positively charged CTAB-capped gold nanorods were wrapped with negatively charged poly(acrylic acid) (PAA). We then attached methylene blue reporter molecules by electrostatic interactions. The reporter molecules were then trap-coated by an additional polyallylamine hydrochloride (PAH) polyelectrolyte layer.20 Layer wrapping was confirmed at each step by zeta-potential measurements (Figure 2b) and electronic absorption spectra as previously described.21 Shifts in the longitudinal plasmon peak of 5 nm or less are observed as the surface functionalization proceeds (Supporting Information Figure S1). The polyelectrolyte coating also stabilizes the as-synthesized CTAB-capped gold nanorods from aggregating in polar protic solvents.22 As an approximate guide, assuming a 2.5 nm thick CTAB bilayer and 1.5 nm thicknesses for the polyelectrolyte layers,19,21 the Raman reporter dyes should be about 4 nm from the metal surface. There is no apparent aggregation in solution, as suggested by the lack of plasmon band broadening. In the case that two nanorods are in contact, the spacer layers guarantee that the reporter molecule is approximately 4 nm away from the proximal metal surface and about 12 nm away from the distal metal surface. Although we cannot rigorously prove that there are zero aggregates in solution, these relative distances suggest that the reporter molecules are not expected to lie in hot spots.

The number of reporter molecules per nanorod was quantified for each aspect ratio by ESI-LC-MS.21 We found that the average number of reporters per gold nanorod was 100–300 reporter molecules (Figure 2c). These ESI-LC-MS measurements were carried out in triplicate for three independent batches, for each aspect ratio of nanorods. The means of 9 measurements per aspect ratio, with attendant error bars of one standard deviation from the means, are shown in Figure 2c with further details in Figure S2. The values of 100–300 reporters per nanorod are far fewer than monolayer coverage. For example, methylene blue adsorbs to charged surfaces from water with a footprint of 0.66 nm².23 A full monolayer of methylene blue, hence, would imply approximately 3000 molecules per nanorod. Therefore, experimental loadings are less than 10% of monolayer coverage. Using these values, we compare the experimentally observed SERS signal intensity from each gold nanorod suspension and relate them to theory.

To characterize the observed spectral signatures, we present three reference spectra in Figure 3. The electronic absorption spectrum of methylene blue in methanol is shown in Figure 3a. An absorption maximum can be seen around 670 nm with a shoulder at 650 nm, both of which are blue-shifted from the Raman laser excitation wavelength of 785 nm. This should minimize any chemical resonance effects such as those observed in surface-enhanced resonance Raman spectroscopy (SERRS). For Raman measurements, we collected the signal from a sample of methylene blue polyelectrolyte-coated gold nanorods resuspended in methanol. This approach was first introduced by Kneipp and co-workers24 and has the benefit that the methanol Raman band at 1030 cm⁻¹ can serve as an internal standard. For reference, the Raman spectra of methylene blue in methanol and of neat methanol are shown in Figure 3b,c.

We synthesized gold nanorods with aspect ratios from 2 to 4.5, resulting in a systematic variation of the longitudinal plasmon resonance band. Figure 4a shows the electronic absorption spectra of each of the gold nanorod suspensions after the final PAH polyelectrolyte trap coating. On the same spectral axes, we also depict the laser excitation wavelength with a red dotted line and the resulting Raman spectrum (black curve) for reference. Traditionally, Raman spectra are reported in terms of Raman shift from an excitation wavelength, as shown in Figure 4b, where the spectra are normalized for concentration and the number of reporter molecules per rod and then offset for clarity. From the shaded region in Figure 4a, it is obvious that
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the extinction profile of higher aspect ratio nanorods in suspension overlaps both the spectral profile of the Raman excitation laser and the wavelengths of Raman scattered photons. The largest Raman signal is observed for nanorods that have a plasmon band blue-shifted from the excitation frequency. To quantify the recorded signal, we examined both the reporter Raman signal as well as that of the suspending medium (methanol).

Two spectral features to characterize our suspensions are the Raman band originating from methanol at 1030 cm\(^{-1}\) shift and the Raman band originating from methylene blue at 1616 cm\(^{-1}\) shift (Figure 5).\(^{26}\) The signal intensity at 1030 cm\(^{-1}\) shift should only decrease from extinction of the Raman excitation wavelength since we assume methanol is not enhanced by the gold nanorods.\(^{24}\) However, the Raman signal from the reporter at 1616 cm\(^{-1}\) shift will be affected by the location of the longitudinal surface plasmon resonance determined by the aspect ratio of the gold nanorod suspensions. By examining these two bands as a function of aspect ratio, we illustrate the effects of the competing physical processes. In addition, we can select an aspect ratio that would provide the largest Raman signal in suspension.

Extinction measurements (Figure 4a) and Raman measurements of the methanol band (Figure 5) provided two estimates of the extinction due to nanorods. This extinction is quantified in Figure 6a. The competing process of SERS electromagnetic enhancement when extinction effects are considered to be negligible (i.e., substrate measurements) is presented in Figure 6b. A prolate-spheroidal approximation for the rods was used to estimate absorption-free electromagnetic enhancement.\(^{27}\) It is clear from Figure 6 that maximum extinction of the Raman excitation occurs near the maximum of electromagnetic enhancement. The collected signal seen in Figure 5 illustrates this competition.

As the SERS signal will vary as a function of the nanoparticle concentration and the number of reporter molecules per nanoparticle, it is important to account for these variations in order to understand the spectral data. Using theory, we account for these experimental variations between samples. The observed Raman spectra are quantified using the reporter signal at 1616 cm\(^{-1}\) shift for each aspect ratio. These results are shown in Figure 7. The normalized Raman signal in transmission mode from a suspension of gold nanorods can be shown to be equal to\(^{16}\)
**MATERIALS AND METHODS**

**Materials.** Hydrogen tetrachloroaurate(III) hydrate (HAuCl₄·3H₂O, >99.999%), sodium borohydride (NaBH₄, 99.99%), and silver nitrate (AgNO₃ >99.0%) were obtained from Aldrich and used as received. Methylene blue (>82%) with the remainder in organic salts, cetyltrimethylammonium bromide (CTAB, >99%), and ascorbic acid (C₆H₈O₆, >99%) were obtained from Sigma.

The single-particle, extinction-modified enhancement factor was computed using eq 2 and is shown in Figure 7. A maximum per-particle signal enhancement is found at an aspect ratio of 2.75, with 2.5 also within error bounds. This implies that maximum observed signal occurs with gold nanorods blue-shifted from the laser excitation wavelength. This differs from the field enhancement maximum expected at an aspect ratio of 4.

**CONCLUSION**

In contrast to SERS experiments of immobilized nanoparticle substrates, where absorption effects are minimal, a significant extinction contribution is realized for SERS particles in suspension. In analyzing the signal generation and recording rigorously, we have demonstrated that Raman-active molecules do not provide monolayer coverage of our polyelectrolyte-bearing nanorods as usually assumed. In our experiments, loadings are less than 10% of the expected maximum for monolayer coverage. The calculated ensemble-average signal intensity based on experimentally determined molecular coverage suggests the maximum Raman scattered signal is obtained from that plasmon resonance that is blue-shifted from excitation. This implies the use of nanorods of lower aspect ratios for optimal sensing. Extinction is an important consideration in combination with maximal SERS enhancement when designing tagged Raman probes for suspension applications such as collecting Raman reporter signal through tissue. Efforts toward refining our model by accurately spatially localizing reporter binding sites on the gold nanorods are currently underway in our laboratories.
Chemical and used as received. The polyelectrolytes poly(acrylic acid), sodium salt, Mn = 15,000 g/mol (35 wt % solution in H2O) (PAA), and polyallylamine hydrochloride, Mn = ~15,000 g/mol (PAH), were obtained from Aldrich and used without further purification. Sodium chloride (NaCl, >99.0%) was obtained and used as received from Fischer Chemicals. All solutions were prepared using Barnstead E-Pure 18 MΩ-cm water. All glassware used was cleaned with aqua regia and finally rinsed with 18 MΩ-cm water.

**Gold Nanorod Synthesis.** CTAB-coated gold nanorods of aspect ratio (AR) 2.25, 2.75, 3.0, 3.5, and 4.0, and corresponding to dimensions 35 ± 2 nm × 17 ± 1 nm, 39 ± 6 nm × 16 ± 4 nm, 40 ± 5 nm × 14 ± 2 nm, 43 ± 4 nm × 15 ± 1 nm, 45 ± 3 nm × 12 ± 1 nm, and 48 ± 3 ± 11 ± 1 nm were synthesized as previously described.28 The gold nanorods were purified twice by centrifugation (8000 rpm, 2 h).

**Polyelectrolyte Layer-by-Layer (LBL) Coating.** We coated the gold nanorods with PAA and PAH using an adapted procedure16 to maintain the nanoparticle concentration throughout each step. For each polyelectrolyte layer, we prepared stock aqueous solutions of PAA (−) or PAH (+) at concentrations of 10 mg/mL prepared in 1 mM NaCl and a separate aqueous solution of 10 mM NaCl. To 30 mL aliquots of twice centrifuged CTAB gold nanorods (0.15 mM in particles) we added 6 mL of PAA or PAH (+) solution followed by 3 mL of 10 mM NaCl. The solutions were left to complex overnight (12–16 h) before purification using centrifugation (5000 rpm, 2 h). We then centrifuged the supernatant and concentrated the two pellets to minimize losses in gold nanorod concentration. Zeta-potential measurements and UV–vis absorption measurements were made between each layering step to confirm successful coating without aggregation of the gold nanorods.

Zeta potentials were measured on a Brookhaven ZetaPALS instrument. Absorption spectra were recorded on a Cary 500 UV–vis–NIR spectrometer, and transmission electron microscopy images were taken on a JEOL 2100 cryo-EM microscope at a 200 kV accelerating voltage. All TEM grids were prepared by drop-casting 10 μL of purified gold nanorods on a holey carbon TEM grid (Pacific Grid-Tech). A ThermoScientific Sorvall Legend X1 centrifuge in a “swinging bucket” orientation was used for purification as detailed below.

**Methylene Blue Gold Nanorod Complexation.** We used the same initial concentration of gold nanorods (0.15 mM) prior to addition of 10 μL of a stock 1 mM methylene blue solution to 0.99 mL of gold nanorods, to give a final methylene blue concentration of 1 μM during complexation. The mixture was left for an hour before removing excess reporter molecules using centrifugation (2350 rcf, 15 min). The supernatant was also centrifuged, and both pellets were concentrated to maintain gold nanorod concentration. The concentrated pellet was then resuspended to 1 mL with DI water before adding 0.2 mL of PAH (10 mg/mL) in 1 mM NaCl and 0.1 mL of 10 mM aqueous NaCl solutions. This mixture was left overnight before purification by centrifugation (2350 rcf, 15 min). The supernatant was also centrifuged, and both pellets were concentrated to maintain gold nanorod concentration. The concentrated sample was 25 mW at a 200 kHz accelerating voltage. Laser light was focused through a 1 cm path length cuvette with a 40 mm focal length lens and collected with a 125 mm focal length lens to collimate the transmitted light and direct it to the spectrophotometer. Laser power at the sample was 25 mW. Between measurements, the cuvette was rinsed with aqua regia (3:1 HCl/HNO3) followed by multiple rinses with Barnstead E-Pure (18 MΩ-cm) water and methanol. For Raman measurements, the gold nanorod concentrations were 0.36, 0.36, 0.33, 0.33, and 0.29 mM for aspect ratios 2, 2.5, 2.75, 3, 3.5, and 4.5, respectively, necessitating a small correction to the recorded data which did not change the relative trend observed in the Raman spectra between aspect ratios. Electronic absorption spectra were confirmed before and after Raman measurements.
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ABSTRACT: Conjugated metallic nanoparticles are a promising means to achieve ultrasensitive and multiplexed sensing in intact three-dimensional samples, especially for biological applications, via surface-enhanced Raman scattering (SERS). We show that enhancement and extinction are linked and compete in a collection of metallic nanoparticles. Counterintuitively, the Raman signal vanishes when nanoparticles are excited at their plasmon resonance, while increasing nanoparticle concentrations at off-resonance excitation sometimes leads to decreased signal. We develop an effective medium theory that explains both phenomena. Optimal choices of excitation wavelength, individual particle enhancement factor, and concentrations are indicated. The same processes that give rise to enhancement also lead to increased extinction of both the illumination and the Raman-scattered light. Nanoparticles attenuate the incident field (blue) and at the same time provide local enhancement for SERS. Likewise, the radiation of the Raman-scattered field (green) is enhanced by the nearby sphere but extinguished by the rest of the spheres in the suspension upon propagation.

SECTION: Physical Processes in Nanomaterials and Nanostructures

Several methods for using surface-enhanced Raman scattering (SERS) have emerged for biomedical applications, ultrasensitive sensing, and multiplexed analyses. In particular, nanoparticles have been the focus of recent efforts toward in vitro and in vivo molecular sensing. Nanoparticles can dramatically increase the electric field intensity near and at their surface, providing useful SERS-based probes, especially for deep tissue imaging at varying concentrations. Typically, a nanostructured particle is biocojugated and employed in the same manner as conventional fluorescent probes are used for molecular imaging. SERS probes are postulated to offer bright and stable signals and extensive multiplexing, while it has been assumed that experimental best practice parallels that of fluorescent probes, that is, that one should excite at the strongest resonance and use a high concentration. In fact, it has recently been recognized even in single-particle enhancement of fluorescence that peak signals are observed to be red-shifted from the plasmon reference. Thus far, the design of nanoparticle-based SERS experiments has focused on maximizing the local electromagnetic field enhancement in or around an individual particle. This strategy fails to take into account the physics of propagation in the bulk medium where the same processes that give rise to enhancement also lead to increased extinction of both the illumination and the Raman-scattered light. Particles provide enhanced fields for Raman scattering, and the same particles form an effective medium with corresponding absorption. The importance of absorption of the Raman-scattered light is recognized in ref 12. However, they do not describe the necessary link and competition between the enhancement and the extinction. For example, it is commonly known to experimentalists that gold nanospheres exhibit a plasmon resonance at 520 nm and should produce a large local field enhancement when illuminated at 532 nm; yet, no appreciable Raman signal is observed upon 532 nm excitation commonly ascribed to interband transitions in gold. Away from the plasmon resonance frequency maximum, the Raman signal is again observed and actually increases as the excitation wavelength becomes longer.

In this Letter, we address the issue of extinction by a suspension of nanoparticles in SERS experiments through an effective medium approach. It is shown that extinction and enhancement are tied to each other and compete in such a way that peak signals are acquired at resonance and that, at any wavelength, an optimal particle concentration exists to maximize the Raman signal. We provide verification of the model with experiments in which the particle concentration is varied. Propagation of light in a dilute suspension of identical particles is well-approximated by propagation through a...
homogeneous medium with an effective refractive index \( \tilde{n} \), given by

\[
\tilde{n} = n \left[ 1 + \frac{2\pi \rho}{k^3} S(0) \right]
\]  

where \( n \) is the refractive index of the medium in which the particles are embedded, \( k = \omega/c \) is the wavenumber in the medium, \( \rho \) is the number of particles per unit volume, and \( S(0) \) is the scattering amplitude in the forward direction.\(^{14}\) The absorption coefficient in a medium with a complex refractive index is \( \alpha = 2k \text{Im} \tilde{n} \). For a suspension with small identical particles, the absorption coefficient is given by \( \alpha = 4\pi \rho k^2 \text{Re} \{S(0)\} = \rho m C_{\text{ext}}, \) where \( C_{\text{ext}} \) is the extinction cross section of a single particle in the suspension, proportional to the real part of the forward-scattering amplitude. The attenuation of a well-collimated beam propagating through the effective medium is described by Beer’s law,\(^{15}\) \( I(h) = I(0) e^{-\alpha h} \), where \( I \) is the intensity and \( h \) is the propagation distance. The extinction cross section, rather than the absorption cross section, is used to account also for scattering out of the collection and detection optical train or subsequent absorption. Hence, for systems of large particles, where the scattering is mostly in the forward direction, or for high-NA systems, this model may fail or require correction for contribution to the detection by the scattered field. In the system considered here, the particles are small compared to the wavelength, and the optical system is low-NA.\(^{16}\)

The extinction cross section, \( C_{\text{ext}} \), for a small metallic sphere with radius \( a \), to terms of order \( (ka)^3 \), is given by\(^{14}\)

\[
C_{\text{ext}} = 4\pi a^3 \text{Im} \left[ \left( \frac{p^2 - 1}{p^2 + 2} \right) + \left( \frac{k a}{15} \right) \left( \frac{p^2 - 1}{p^2 + 2} \right) \right] + \frac{8}{3} \left( \frac{k a}{3} \right)^6 
\]

\[
\times \text{Re} \left[ \left( \frac{p^2 - 1}{p^2 + 2} \right)^2 \right]
\]  

where \( p = m_s/m \) is the ratio of the refractive index of the material of the spheres, \( m_s \), to that of the refractive index of the medium, \( m \), which both depend on the wavenumber. For dilute suspensions, the change in the real part of the refractive index of the effective medium from the background is negligible. The extinction from gold spheres in a suspension is shown in Figure 1, where the extinction peaks near the Fröhlich frequency (\( \lambda_c \approx 520 \text{ nm} \)); for this calculation the optical constants obtained by Johnson and Christy for gold have been used.\(^{17}\)

The Raman signal, which we denote as \( R \), from a single, isolated nanoparticle depends on the incident field amplitude, \( E_0 \), the number of Raman-active molecules, \( N \), the local field enhancement, \( f(r,\omega_0) \), and the spatial distribution of those molecules. This last point we address through a probability density, which in general will also depend on the number of molecules present, \( p(r, N) \). Though not explicitly noted, the local enhancement factor is also dependent on the orientation of the incident electric field vector. The number of molecules attached to the nanoparticle may itself be random and given by the probability of finding \( N \) molecules attached to the particle \( P_N \). A single molecule at \( r \) is excited by a field with amplitude \( E_0 f(r,\omega_0) \), producing a secondary source proportional to the Raman susceptibility \( \chi \), which implicitly depends on \( \omega_0 \) and \( \omega \). The field reradiated at the Raman-shifted frequency \( \omega \) is enhanced by the particle as well, so that, by reciprocity, the reradiated field is proportional to \( \chi E_0 f(r,\omega_0) f(r,\omega) \). We assume that the Raman signal from each reporter molecule is statistically independent; therefore, the intensities add. The ensemble-averaged Raman signal for a single nanoparticle is thus given by

\[
R = |\langle r \rangle|^2 \sum_{N=1}^{\infty}NP_N \int d^3 r |E_0 f(r,\omega_0) f(r,\omega)|^2 p(r, N)
\]

\[
= \langle N \rangle G(0)
\]  

where \( R^{(0)} \) is the Raman signal from one molecule absent the particle and \( G \) is the Raman enhancement factor and generally depends on \( p(r, N) \) and \( P_N \). For systems in which the particle placement is independent of the number of particles, the sum and the integral may be carried out independently, the sum yielding the average number of molecules \( \langle N \rangle \), and the integral resulting in a \( G \) independent of the number of molecules.

The enhancement factor for a small sphere of radius \( a (a \ll \lambda) \) with a uniform probability of molecule placement over the surface of the sphere can be calculated in closed form\(^{18}\)

\[
G(\omega, \omega_0) = \left| [1 + 2g(\omega_0)] [1 + 2g(\omega)] \right|^2
\]  

where \( g = (p^2 - 1)/(p^2 + 2) \), \( \omega_0 \) is the frequency of the incident field, and \( \omega \) is the frequency of the Raman-scattered field.

The enhancement calculated by eq 4 is shown in Figure 1 apart from the extinction using the optical constants obtained by Johnson and Christy.\(^{17}\) It is clear that enhancement and extinction are closely linked and that when the enhancement is strong, the correspondingly strong extinction must be taken into account. The light falling on a single particle is attenuated by propagation through the suspension and arrives with amplitude attenuated by the factor \( \exp[-\int_0^z dz' \rho(z')] mc_{\text{ext}}(\omega_0)/2 \). The local Raman signal is then \( \langle N \rangle R^{(0)} G(\rho(z) \exp[-\int_0^z dz' \rho(z')mc_{\text{ext}}(\omega_0)] \) in transmission mode, this signal must then propagate out through the medium to \( z = h \), and the intensity is attenuated by a factor of \( \exp[-\int_0^h dz' \rho(z')mc_{\text{ext}}(\omega)] \). The total signal is a sum over the signal from all particles, so that

![Figure 1](image-url)
The Journal of Physical Chemistry Letters

\[ R = (N)A R(0)G \int_0^h dz \rho(z) \exp[-\int_z^h dz' \rho(z')] \times mC_{ext}(\omega_0) \exp[-\int_z^h dz' \rho(z')mC_{ext}(\omega)] \]

where \( A \) is the integral over the transverse beam profile normalized to the peak value, the effective transverse area of the beam. When the concentration \( \rho(z) \) does not depend on \( z \), the integrals can be computed in closed form with the result

\[ R = (N)A R(0)G e^{-mC_{ext}(\omega_0)h} - e^{-mC_{ext}(\omega_0)h_{opt}} \]

\[ \frac{mC_{ext}(\omega) - mC_{ext}(\omega_0)}{mC_{ext}(\omega)} \]

From this expression, it is seen that there are two competing processes that determine the size of the Raman signal, the enhancement, \( G \), and the extinction that results in an exponential decay of the signal. The same processes that increase the enhancement also increase the extinction. The attenuation due to extinction depends not only on the frequency but also on the concentration of the nanospheres. This is illustrated in Figure 2a, where it is shown that for increasing concentration, the peak of the signal is shifted farther away from the resonant wavelength. This result explains the absence of Raman signal at the plasmon resonance where extinction is so strong that no signal is observed.

In reflection mode, there is always a contribution from the front layer of the sample that is not attenuated, and therefore, the expression for the Raman signal is slightly altered

\[ R = (N)A R(0)G \frac{1 - e^{-h_{opt}[C_{ext}(\omega)+C_{ext}(\omega_0)]}}{mC_{ext}(\omega) + mC_{ext}(\omega_0)} \]

The Raman signal in reflection mode for three different concentrations of the nanospheres is shown in Figure 2a as the dashed lines. In the reflection mode, there is a slightly higher signal to the blue side of the resonance compared to the signal in transmission mode.

The Raman signal in transmission mode is depicted in Figure 2b for two commonly used wavelengths evaluated for a Raman band at 1076 cm\(^{-1}\). For \( \lambda = 532 \) nm, the excitation wavelength closest to the plasmon resonance, the signal is very small. A higher signal is found farther away from resonance with the peak shifted to the red. For relatively low concentrations, the biggest signal is obtained with a wavelength of 632 nm. Only for concentrations smaller than 0.1 nM is the signal bigger for the excitation wavelength closest to resonance, as shown in Figure 2b. It is seen that there is a concentration that maximizes the signal. This optimal concentration, \( \rho_{opt} \), can be found by differentiating eq 6 and equating it to zero, giving the following expression

\[ \rho_{opt} = \frac{\ln[C_{ext}(\omega)/C_{ext}(\omega_0)]}{\hbar m[C_{ext}(\omega) - C_{ext}(\omega_0)]} \]

When the extinction cross section, \( C_{ext}(\omega) \), equals, or is very close to, \( C_{ext}(\omega_0) \), the optimal concentration becomes \( \rho_{opt} = 1/ \hbar m[C_{ext}(\omega_0)] \). The strong nonlinearity with concentration that these competing phenomena impose on the recorded signal is also a caution in the development of practical assays and must be taken into account to correctly quantify results across samples. Hence, this physics-based analysis enables quantitative molecular imaging for SERS-based microscopy.

The model presented in this paper is validated by measuring the SERS signal of 4,4'-dipyridyl Raman reporter molecules attached to gold nanospheres. Spectra were acquired from the nanoparticles in suspension using a high-resolution Raman spectrometer (LabRAM, Horiba) with a 90 s acquisition time. The Raman shift from 200 to 1800 cm\(^{-1}\) was collected at 10 cm\(^{-1}\) resolution with 10 mW laser power at the sample. Transmission Raman measurements were collected by focusing laser light through a 1 cm cuvette with a 50 mm focal length lens and collected with a 100 mm focal length lens to collimate the transmitted light and direct it to the spectrograph.

The integrated SERS signal under three different bands (474, 1076, and 1600 cm\(^{-1}\)) is compared for different concentrations of the gold spheres when excited at 632 nm. The SERS spectra from 4,4'-dipyridyl for increasing concentrations is illustrated in Figure 3a. The three boxes indicate the Raman bands for which the signal is investigated as a function of concentration. The signal is obtained by integrating the Raman band of interest over the width of the box, as shown in Figure 3.

As predicted, increasing the concentration of nanoparticles in an attempt to increase the signal leads to signal attenuation beyond an optimal concentration. The measurements are in good agreement with the model. Our results suggest that strategies to increase Raman signals using nanoparticles should

Figure 2. (a) Solid lines: Predicted signal in transmission mode versus the wavelength of the incident light. Dashed lines: Predicted signal in reflection mode versus the wavelength of the incident light. Both transmission and reflection signals are with three different concentrations of the nanospheres that have a radius 6 nm; the sample thickness \( h \) is 2 cm. The vertical black line indicates the location of the surface plasmon resonance. (b) Predicted signal in transmission mode versus the concentration for two different incident wavelengths; the radius of the spheres is 15 nm.

Figure 3. (a) SERS spectra of 4,4'-dipyridyl attached to gold nanospheres with a radius of 15 nm at an excitation wavelength of 633 nm at different nanoparticle concentrations. Measured Raman signals (points) agree with the theoretical prediction (solid line) for a Raman shift of (b) 474, (c) 1076, and (d) 1600 cm\(^{-1}\).
not focus on achieving greater local enhancement but instead might strive for designs that maximize total signal by separating the single-particle enhancement and absorption peaks or otherwise tailoring the shape of the enhancement and absorption curves to maximize the gap between absorption and enhancement at frequencies away from resonance. A move toward using thin samples with large areas of collection is also suggested. We see that the signal is increased by moving away from resonance and, in some cases, by lowering the concentration of particles. While we focused on nanospheres, our results apply broadly to particle-based Raman enhancement with nonspherical particles as well.

## EXPERIMENTAL METHODS

Gold nanospheres of 15 nm radius were synthesized by the boiling citrate method. For stability against aggregation, 100 mg of bis(p-sulfonatophenyl)phenylphosphine dihydrate dipotassium salt (BSPP) was added to 100 mL of as-synthesized nanoparticles. The mixture was left to stir overnight (12–16 h), and excess reagents were removed by two centrifugation cycles (3000 RCF, 20 min). For 4,4′-dipyridyl complexation, 1 mL of 10 mM 4,4′-dipyridyl in water was added to 9 mL of BSPP-stabilized gold nanoparticles and left to complex overnight. Excess reagents were removed by two centrifugation cycles (3000 RCF for 20 min). For final purification, we diazoyed the solutions in Thermo Scientific G2 Slide-A-Lyzer G2 cassettes against 4 L of Barnstead E-Pure water for 48 h.
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Surface-Enhanced Raman Spectroscopy of Polyelectrolyte-Wrapped Gold Nanoparticles in Colloidal Suspension

Sean T. Sivapalan, Brent M. DeVetter, Timothy K. Yang, Matthew V. Schulmerich, Rohit Bhargava, and Catherine J. Murphy

INTRODUCTION

Plasmonic metal nanoparticles show great promise for biological applications, ranging from diagnostic imaging to in vivo therapies. Intense electromagnetic fields near the metal surface, which arise from irradiation into the plasmon bands, promote highly sensitive surface-enhanced Raman scattering (SERS), both in substrate-based assays as well as nanoparticles approaching single-molecule detection limits. SERS has a dynamic range surpassing that of fluorescence spectroscopy and the ability to multiplex vibrational fingerprints of reporter molecules. The design considerations for such probes focus on maximizing the electromagnetic enhancement defined by their shape, size, and polarization of the incident light. However, there has been great debate in the SERS community regarding the reproducibility and reliability of reported enhancement factors.

Minor differences in synthesis and quantification approaches can produce varying results in the reported SERS enhancement. This is further complicated by sample preparation, such as whether or not the measurements were performed on dried colloidal suspensions, on SERS-active substrates, or on the colloidal suspensions themselves. In previous work we have demonstrated that gold nanocubes dried on gold substrates bearing an analyte monolayer have a higher SERS enhancement compared to gold nanorods prepared in the same way. However, the structures that form as a result of nanoparticle drying have a complicated impact on the resulting signal; aggregation of nanoparticles can create electromagnetic hot spots. Our understanding of these effects has rapidly accelerated due to the availability of computational tools based on the discrete dipole approximation (DDA), finite-difference time-domain (FDTD) method, and the finite-element method (FEM), among others. From simulations, it is well understood that hot spots are localized areas of high enhancement resulting from interplasmonic coupling between metallic surfaces that may lead to unreliable or difficult-to-reproduce measurements.

In this study we aim to minimize the effects of hot spots by collecting SERS measurements on colloidal suspensions and using polyelectrolyte-coated nanoparticles to reduce the effect of aggregation. Here, three different geometries (cubes, spheres, trisoctahedra) of gold nanoparticles were synthesized to investigate edge and corner effects. Raman-active reporter molecules trapped near the surface of gold nanoparticles were quantified using electrospray ionization liquid chromatography mass spectrometry (ESI-LC-MS). Additionally, the average number of gold atoms per nanoparticle was quantified via inductively coupled plasma mass spectrometry (ICP-MS). Using these data, we compare SERS signal intensity with a spontaneous Raman calibration curve. Finite element method simulations examined the relationship between the different geometries and the observed SERS signal intensities. The experimental observations and theoretical results indicate that cubic gold nanoparticles have the highest effective signal.
electromagnetic simulations were performed to examine the relationship between the different geometries and the observed SERS signal intensities.

■ EXPERIMENTAL SECTION

Materials. Hydrogen tetrachloride (HAuCl₄ > 99.999%), sodium borohydride (NaBH₄), polyallylamine hydrochloride (PAH, MW ≈ 15 000 g/mol), poly(acrylic acid) sodium salt (PAA, MW ≈ 15 000 g/mol, 35 wt % in H₂O), sodium chloride (NaCl, > 99%), and ascorbic acid (C₆H₈O₆, > 99.0%) were obtained from Aldrich and used as received. Cetyltrimethylammonium bromide (CTAB, > 99%) and cetyltrimethylammonium chloride (CTAC, > 98%) were obtained from Sigma and used without further purification. All glassware was cleaned using aqua regia and rinsed with Barnstead E-Pure 18 MΩ-cm water.

Instrumentation. SERS spectra were obtained on a Horiba LabRAM Raman microscope configured with a 785 nm excitation laser line. Triplicate measurements with integration times of 30 s were performed on the gold nanoparticles in suspension through a 1 cm path length quartz cuvette. Laser power at the sample was measured to be 12.5 mW. Zeta potential measurements were performed on a Brookhaven ZetaPALS instrument. Electronic absorption spectra were measured with a Cary 500 scan UV-vis–NIR spectrophotometer. Transmission electron micrograph (TEM) images were taken on a JEOL 2010F field emission microscope at 200 kV accelerating voltage. For grid preparation, 10 μL of gold nanoparticle suspension was drop cast onto holey carbon TEM grids (Pacific Grid-Tech). Size distributions were verified by analyzing at least 100 representative particles per shape. We use a Thermo Scientific Sorvall Legend X1 Centrifuge for purification as detailed in the synthesis below.

Synthesis of Seeds for CTAB Cubes (A). The nanoparticle seeds were synthesized by modification of the method of El-Sayed et al. An aqueous CTAB solution (7.5 mL, 0.1 M) was mixed with 0.25 mL of 0.01 M aqueous HAuCl₄. To the stirred solution was quickly added 0.6 mL of ice-cold newly made aqueous 0.01 M NaBH₄ which resulted in a light brown solution. After stirring the solution vigorously for 2 min, the solution was kept for 1 h in room temperature before use.

Synthesis of CTAB Seeds for Trisoctahedra (TOH) Gold Nanocrystals (B). The nanoparticle seeds were synthesized by following the procedure by El-Sayed et al. An aqueous CTAB solution (7.0 mL, 75 mM) was mixed with 46 μL of 20 mM aqueous HAuCl₄. To the solution was quickly added 0.42 mL of 0.01 M NaBH₄ which resulted in a light brown solution. After stirring the solution vigorously for 2 min, the solution was kept for 1 h in room temperature before use.

Synthesis of CTAB Spheres and Cubes. Spheres and cubes were synthesized in 40 mL batches. To 32 mL of nanopure water were added aqueous solutions of 6.4 mL of 0.1 M CTAB and 0.8 mL of 0.01 M HAuCl₄ respectively. This resulted in a yellow-brown solution. Then, 3.8 mL of aqueous 0.1 M ascorbic acid was added as the reducing agent, which rendered the solution colorless. From here, depending on the seed concentration, spheres or cubes will form. To obtain spheres, a 0.02 mL of 5 times diluted seed (A) was added to the colorless solution. To obtain cubes, 0.03 mL of 10 times diluted seed (A) was added to the colorless solution. Solutions were allowed to react until no further color changes were observed. The spheres were centrifuged at 4000 rcf for 30 min, and the supernatant was removed. The pellet was resuspended in water, and this process was repeated again to remove excess CTAB. Similarly, cubes were twice centrifuged at 8000 rpm for 20 min.

Synthesis of TOH Gold Nanocrystals. Trisoctahedra (TOH) nanocrystals were synthesized by a seed-mediated method used by Lee et al. A 0.125 mL solution of aqueous 20 mM HAuCl₄ was mixed with 9 mL of 22 mM aqueous CTAC. To this mixture was added 3.06 mL of aqueous 38.8 mM ascorbic acid to make the concentration of ascorbic acid 9.5 mM. The solution was thoroughly mixed. Then, seed (B) was diluted 100-fold with nanopure water, and 50 μL of the diluted seed (B) was added to the solution. This resulted in a red-pinkish solution. Trisoctahedra samples were purified by centrifugation at 4000 rcf for 30 min. The supernatant was discarded, and the sample was resuspended in water. To remove excess CTAC, this process was repeated twice.

Polyelectrolyte Wrapping and Complexation of Methylene Blue to Gold Nanoparticles. To 30 mL of as-synthesized CTAB/CTAC stabilized gold nanoparticles, 6 mL of PAA (10 mg/mL) and 3 mL of NaCl (10 mM) were added and left overnight. Centrifugation and resuspension into 30 mL of water were performed on each sample to remove excess PAA at the same speeds specified in the synthesis for each shape. To complex the gold nanoparticles with Raman reporter, 1 mL of methylene blue (1 mM) was added to the suspension. After 1 h, centrifugation was performed again to remove unbound methylene blue. To 30 mL of resuspended gold nanoparticles, 6 mL of PAA (10 mg/mL) and 3 mL of NaCl (10 mM) were added and left overnight. The samples were again centrifuged to remove excess PAA. Dialysis with 20 000 g/mol dialysis cassettes (Fischer Scientific) was performed for 48 h in 4 L of water to remove residual reagents. To quantify the number of methylene blue molecules via liquid chromatography mass spectrometry, 1 mL of methylene blue complexed polyelectrolyte wrapped gold nanoparticles was centrifuged into pellets and resuspended into 50 μL of water. To this suspension, 10 μL of 1 M KCN was added and allowed to sit for at least 1 h before quantification. The suspension slowly turned colorless as the gold nanoparticles were etched away.

ESI-LC-MS Quantification of Methylene Blue. The LC-MS analysis was performed in Metabolomics Center at UIUC with a $500 QTRAP mass spectrometer (AB Sciex, Foster City, CA) which is equipped with a 1200 Agilent LC. Analyst (version 1.5.1, Applied Biosystems) was used for data acquisition and processing. An Agilent Zorbax SB-Aq column (5 μ, 50 × 4.6 mm) was used for the separation. The HPLC flow rate was set at 0.3 mL/min. HPLC mobile phases consisted of A (0.1% formic acid in H₂O) and B (0.1% formic acid in acetonitrile). The gradient was: 0–1 min, 98% A; 6–10 min, 2% A; 10.5–17 min, 98% A. The autosampler was kept at 5 °C. The injection volume was 1 μL. The mass spectrometer was operated with positive electrospray ionization. The electrospray voltage was set to 2500 V; the heater was set at 400 °C; the curtain gas was 35; and GS1 and GS2 were 50 and 55, respectively. Quantitative analysis was performed via multiple reaction monitoring (MRM) where m/z 284.2 to m/z 240.1 was monitored.

■ RESULTS AND DISCUSSION

Polyelectrolyte-wrapped nanoparticles are highly resistant to aggregation and provide a buffering layer of roughly 5 nm from each metallic surface. Raman-active molecules of methylene blue were electrostatically trapped between a layer of anionic poly(acrylic acid) (PAA) and cationic polyallylamine hydrochloride (PAH). Three nanoparticle geometries (cubes, spheres,
and trisoctahedra) with polyelectrolyte layers and trapped methylene blue molecules are depicted in Figure 1 with their characteristics.

Figure 1. Cartoon illustrating polyelectrolyte trap coating of methylene blue (MB, orange crosses) around gold nanoparticles. MB is electrostatically bound to poly(acrylic acid) (PAA, purple) and trapped by polyallylamine hydrochloride (PAH, dark red). Transmission electron micrographs of nanoparticle shapes and corresponding zeta potential for (a) cubes, (b) spheres, and (c) trisoctahedra as a function of wrapping stage.

Figure 2. Normalized electronic absorption spectra of colloidal suspensions of (a) cubes, (b) spheres, and (c) trisoctahedra. Inset: transmission electron micrographs of each shape. Scale bars = 10 nm. (d) Experimental ESI-LC-MS quantification of the average number of methylene blue molecules per gold nanoparticle shape. Error bars indicate the standard deviation over four independently synthesized samples.
A slight shift in the observed Raman band. Raman measurements of free methylene blue molecules (vertical bar at 1625 cm$^{-1}$) versus surface-enhanced trap-coated methylene blue molecules are shown (cubes, green; trisoctahedra, blue; spheres, red).

Quantitative comparison of SERS data was performed by measuring the spontaneous Raman intensity of methylene blue in water with 25–400 μM concentrations. All measurements were acquired with exactly the same laser power, acquisition times, and laser configuration used for SERS measurements. From these data, a spontaneous Raman calibration curve was constructed via integration of the band at 1616 cm$^{-1}$ (Figure 3). Due to conformational changes in the methylene blue molecules during the binding process, SERS signal intensity was quantified at 1616 cm$^{-1}$. SERS measurements were performed in aqueous solution on nanoparticle ensembles at an average concentration of 0.074, 0.12, and 0.17 nM for cubes, spheres, and trisoctahedra, respectively.

An observed Raman intensity (Table 1) may be calculated from extrapolation of the spontaneous Raman calibration curve such that: Observed Raman Intensity = (SERS$^{-1616}_1$ − 12 472)/157$N_{\text{conc}}M_{\text{molec}}$, where $N_{\text{conc}}$ is the average concentration of gold nanoparticles and $M_{\text{molec}}$ is the average number of reporter molecules per nanoparticle. The slope $m = 157$ and the y-intercept $b = 12 472$ were determined from linear regression of the spontaneous calibration curve. The indicated error corresponds to the averaged standard deviation of reporter molecules per sample as determined by ESI-LC-MS. Gold nanocubes have the highest observed intensity of 5.63 × 10$^3$.

Nanostructures with high radii of curvature concentrate optical fields through the so-called “lightning rod” effect of SERS. Recent computational studies have emphasized the importance of edge effects in SERS-based measurements. We performed FEM electromagnetic simulations to visualize edge effects on nonspherical geometries. In contrast to other popular techniques such as FDTD and DDA, FEM utilizes adaptive meshes rather than cubic grids, subsequently improving near-field accuracy as well as significantly decreasing solver time. All calculations were performed using a commercial

Table 1. Observed Raman Intensity of Each Nanoparticle Shape

<table>
<thead>
<tr>
<th>nanoparticle shape</th>
<th>observed Raman intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>cubes</td>
<td>5.63 ± 0.56 × 10$^3$</td>
</tr>
<tr>
<td>spheres</td>
<td>0.87 ± 0.52 × 10$^3$</td>
</tr>
<tr>
<td>trisoctahedra</td>
<td>4.01 ± 0.20 × 10$^3$</td>
</tr>
</tbody>
</table>

*Intensity values were determined from extrapolation of the spontaneous Raman calibration curve of methylene blue with SERS measurements normalized to nanoparticle concentration (determined by ICP-MS) and the average number of reporter molecules per nanoparticle (determined by ESI-LC-MS).
Figure 4. Electric field distributions of single nanoparticle shapes: (a) 54 nm diameter cube, (b) 46 nm diameter sphere, and (c) 52 nm diameter trisoctahedra evaluated at $\lambda = 785$ nm. Water ($n = 1.33$) is assumed to be the surrounding media. Scale bar is 25 nm.

software package (COMSOL Multiphysics 4.2). Bulk gold optical constants were obtained from Johnson and Christy. Bulk gold optical constants were obtained from Johnson and Christy. Cubes, spheres, and trisoctahedra were simulated in a three-dimensional scattering domain (Figure 4). Electromagnetic enhancement is quantified by a factor $G$ where it is assumed that the Stokes’ shifted wavelength of Raman scattered light is negligible: $G = |E(\lambda_{inc})|^2|E(\lambda_{exc} + \delta\lambda)|^2 \approx |E(\lambda_{inc})|^2$. Assuming submersion in water ($n = 1.33$), cubes were modeled with an edge length of 54 nm, spheres with a diameter of 46 nm, and trisoctahedra with an effective diameter of 52 nm, corresponding to the average dimensions measured in TEM. The polyelectrolyte layers were not included in the simulation. Furthermore, we neglect any chemical enhancement effects, as they are expected to be minimal with our chosen reporter molecule. Corner roundness was empirically determined from TEM image analysis using ImageJ software developed at the National Institutes of Health (Figure 1). As expected from the lightning rod effect, nanostructures with the sharpest corners have the highest enhancement factor $G$. Despite having more corners, trisoctahedra are relatively smooth as compared to the edges of gold nanocubes.

Surface integration of $|E|^4$ normalized to nanoparticle surface area reveals cubes have a 2.5× greater field strength as compared to trisoctahedra and spheres. The observed Raman intensity, however, of cubes is over 5× greater than that of spheres. Trisoctahedra have an observed intensity greater than 4× that of spheres. Therefore, we suggest that the primary mechanism of enhancement is due to the lightning rod effect because of the sharp edges and corners that exist on the cubes and trisoctahedra. Differences in the simulated versus experimental data arise from variability in the molecular trap coating process. In the absence of definitive imaging results, we propose that the polyelectrolyte coating process uniformly deposits over the entire surface of each nanoparticle shape. However, molecules positioned at corners or edges may be displaced farther from the surface than molecules trapped near smooth features. Mismatch between theory and experiment is likely due to the difficulties in determining the positions of reporter molecules.

The quantitative approach to ensemble SERS measurements presented here demonstrates a novel method to compute observed Raman intensity using a spontaneous Raman calibration curve. In combination with reporter molecule and gold nanoparticle quantification, we have demonstrated that gold nanocubes have the highest SERS signal relative to trisoctahedra and spheres. Trisoctahedra bearing high-index facets such as $(221)$, $(331)$, and $(441)$ are of particular interest due to their increased chemical reactivity. Future work will involve studying the binding density and binding sites available to SERS-active molecules on high-index nanostructures.
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Abstract

Background: Vibrational spectroscopic imaging is now used in several fields to acquire molecular information from microscopically heterogeneous systems. Recent advances have led to promising applications in tissue analysis for cancer research, where chemical information can be used to identify cell types and disease. However, recorded spectra are affected by the morphology of the tissue sample, making identification of chemical structures difficult.

Results: Extracting features that can be used to classify tissue is a cumbersome manual process which limits this technology from wide applicability. In this paper, we describe a method for interactive data mining of spectral features using GPU-based manipulation of the spectral distribution.

Conclusions: This allows researchers to quickly identify chemical features corresponding to cell type. These features are then applied to tissue samples in order to visualize the chemical composition of the tissue without the use of chemical stains.

Background

Vibrational spectroscopic imaging, or chemical imaging, data is composed of a series of absorption or scattering measurements taken across the electromagnetic spectrum. Materials exhibit a characteristic spectral signature that is indicative of their molecular composition. The speed and versatility of vibrational techniques offer the most potential for label-free microscopy by providing micron-scale resolution and significant molecular detail.

In this paper we focus on mid-infrared spectroscopic imaging [1], which is a form of vibrational spectroscopy with a data rate that is currently viable for clinical applications. We will also show that our methods are applicable to other techniques, such as Raman spectroscopy, which show promise for future in vivo imaging. Recent advances in optical detector technology allow the rapid acquisition of spectral signals that are spatially specific, producing multidimensional images that can be extensive in size (several tens of gigabytes). These techniques have shown promise in biomedicine for cell type classification [2,3] and cancer analysis [4]. However, the interpretation of a spectral signature is a complex task, requiring a significant amount of pre-processing before identifying spectral features that correspond to chemical information.

While the acquisition of data is relatively rapid, there are limited options at present to assist researchers in visualizing data. In this paper, we propose a method for interactively exploring the chemical composition of a tissue sample. The proposed software allows a user to quickly identify spectral features corresponding to specific tissue types within a sample. The results are then applied to other samples in order to identify tissue types without the use of histological labels. This allows us to overcome several disadvantages of current histology methods by using quantitative information that is collected non-destructively. This makes our methods repeatable and provides an array of useful quantitative information that can be used by a pathologist to aid in diagnosis.

In Section ‘Mid-infrared spectroscopy’, we provide an overview of mid-infrared spectroscopic imaging. Section ‘Morphological effects’ describes the coupling between tissue morphology and chemistry, which makes
the characterization of tissue difficult. Our method and implementation details are described in Section ‘Methods’ and Section ‘Visualization’. Section ‘Results and discussion’ provides validation using chemical phantoms and demonstrates our results on breast cancer biopsies.

Our SpecVis software is open-source and 32-bit Windows binaries available online (http://www.chemimage.illinois.edu/software).

**Mid-infrared spectroscopy**

Mid-infrared spectroscopy is used to identify molecular content in a sample by determining the fraction of incident light absorbed. Broadband mid-infrared electromagnetic radiation is transmitted through the sample and the absorbed light at each wavelength is quantified (Figure 1). The most common technique for measuring absorption spectra is Fourier Transform infrared (FT-IR) Spectroscopy [5], which uses an interferometer to encode optical frequencies in time. The recorded data is then decoded using a Fourier transform. The resulting data consist of a spectrum representing the intensity of light transmitted as a function of frequency \( \bar{\nu} \). The frequency domain is generally recorded in units of wavenumber (cm\(^{-1}\)). The absorbance at each wavelength is computed using

\[
A(\bar{\nu}) = -\log_{10} \left( \frac{I(\bar{\nu})}{I_0(\bar{\nu})} \right) \tag{1}
\]

where \( A \) is the absorbance, \( I \) is detected light through the sample, and \( I_0 \) is the light detected without the sample present. Molecular bonds are identified by their characteristic pattern where \( A(\bar{\nu}) \) is non-zero.

Recent advances in FT-IR spectrometry allow the use of focal plane arrays (FPAs) for acquiring spatially-resolved mid-infrared absorbance spectra at high speeds [6]. This allows the facile collection of hyperspectral images, where each pixel provides the corresponding spatially resolved absorption as a function of wavenumber.

**Morphological effects**

The increasing availability of imaging systems now permit the analyses of non-homogeneous samples, where structural changes accompany changes in chemical composition. However, these samples introduce additional spectral characteristics due to the sample morphology. These effects can dramatically affect the ability to differentiate between chemical constituents. Morphological characteristics can affect the spectrum in two ways: (a) increased absorbance as a function of density and thickness, and (b) scattering effects. Changes in tissue thickness and density result in well-understood spectral changes characterized by the Beer-Lambert Law, while scattering is significantly more difficult to characterize.

**Scattering**

Light transmitted through non-homogeneous samples is subject to scattering as it transitions between material interfaces exhibiting different indices of refraction, \( n(\bar{\nu}) \). These effects are prominent in mid-infrared spectroscopy, where the re-direction of light is indistinguishable from absorbance [7-9], resulting in wavelength-dependent changes in the absorbance spectrum that make the determination of the actual tissue absorbance, \( A(\bar{\nu}) \), extremely difficult [7]. The study of scattering effects in FT-IR imaging is an active area of research [8-10]. Current work suggests that a significant portion of scattering through tissue samples is the result of interaction with microscopic structures, such as cell bodies and nuclei [11]. Empirical methods have been proposed for correcting spectra based on Mie theory [12], however these techniques are time consuming and do not provide interactive feedback. In addition, Mie theory is not generally applicable to scattering effects and the prior information required for these estimations is not always available. While computational methods have been proposed for eliminating scattering effects for known structures such as spheres [13], no automated techniques have been proposed that compensate for spectral features introduced by elastic scattering, which accounts for a large amount of variance in mid-infrared spectroscopic images [14].

An alternative method presents a first-order approximation to remove the non-chemical effects of scattering [15]. For each feature, a corrected absorption spectrum \( \hat{A}(\bar{\nu}) \) is determined by subtracting a piecewise-linear function \( b \):

\[
\hat{A}(\bar{\nu}) = A(\bar{\nu}) - b(\bar{\nu}) \tag{2}
\]

However, the process requires manual specification of points that represent \( b \) as well as either detailed know-
ledge of the chemical compound under consideration or extensive exploration of the data set. This makes the selection of spectral features representing chemical information extremely time-consuming, particularly when the chemical composition of the tissue sample is unknown.

Beer-Lambert law

Variations in tissue thickness and molecular density cause linear scaling of the absorbance spectrum according to the Beer-Lambert Law:

\[ \hat{A}(\tilde{\nu}) = \kappa(\tilde{\nu}) \ell N \]

(3)

Here, \( \hat{A}(\tilde{\nu}) \) is the scattering-corrected absorption as a function of the wavenumber \( \tilde{\nu} \), \( \kappa(\tilde{\nu}) \) is the absorption coefficient, \( \ell \) is the path length through the specimen (thickness), and \( N \) is the molecular density. The absorption coefficient \( \kappa \) is the desired material property that defines the chemical composition of the specimen.

Note that there are no methods for separating the path length \( \ell \) and density \( N \) in the general case. However, the function \( \kappa(\tilde{\nu}) \) can be estimated using a reference band \( \tilde{\nu}_r \) within the spectrum. One example of a useful reference is the Amide I peak found in biological tissue at \( \tilde{\nu}_r \approx 1650 \text{cm}^{-1} \). By normalizing Amide I absorption across chemical species (setting \( A(\tilde{\nu}_r) = 1.0 \)), the combined contributions of path length and density are estimated in terms of the relative protein composition, using \( A(\tilde{\nu}_r) = \ell N \), and determining the normalized spectrum:

\[ A_n(\tilde{\nu}) = \frac{\hat{A}(\tilde{\nu})}{A(\tilde{\nu}_r)} \]

(4)

While a single reference feature is useful, it is not generally applicable to samples containing several unique components, therefore several references are used for classifying multiple chemical species.

Methods

In this section, we describe our methods for interactive exploration of hyperspectral data. The chemical composition of a sample is identified by finding features, such as absorbance peaks, that can be used as references and to differentiate individual compounds. For example, the biological compound collagen exhibits several absorbance peaks between 1235 cm\(^{-1}\) and 1265 cm\(^{-1}\). However, these peaks are difficult to distinguish in a raw spectrum, due to morphological characteristics of the sample (Section ‘Morphological effects’).

Given a measured absorption spectrum from a non-homogeneous sample composed of a single chemical constituent, Equations 2 and 4 indicate that the normalized, corrected spectrum can be computed using:

\[ \hat{A}_n(\tilde{\nu}) = \frac{A(\tilde{\nu}) - b(\tilde{\nu})}{A(\tilde{\nu}_r) - b(\tilde{\nu}_r)} \]

(5)

where \( \tilde{\nu}_r \) is the location of a spectral feature used for normalization and \( b(\tilde{\nu}) \) is an estimate of the spectral contribution due to scattering.

For an unknown sample, both the normalization feature and baseline function must be estimated. In addition, if the sample is composed of several unique chemical constituents, multiple normalization features and baseline functions must be utilized for classification. This is an extremely difficult problem to solve computationally, requiring detailed knowledge of both the sample and the relationship between spectral bands and molecular characteristics.

The SpecVis software addresses this problem by allowing interactive visualization of the data set. Our software allows a spectroscopist to specify the baseline function \( b \) (Section ‘Scattering’), dynamically select reference features (Section ‘Beer-Lambert law’), and visualize the chemical characteristics. This is done by allowing the user to specify changes in the distribution of spectra, as reflected using a dynamic 2D histogram. The user then selects chemical features in this histogram, exploring the results through an interactive 2D visualization of the tissue sample. Computing the changing distribution of spectra as well as visualization of user-selected features is computationally expensive, making interactive feature selection impossible on current CPU-based desktop systems. We therefore demonstrate that this problem can be well-formulated for implementation on programmable graphics hardware. In the following sections, we first describe the types of metrics used to identify features in hyperspectral images. We then discuss how spectra in an image are adjusted to remove scattering artifacts and other distortions, based on a histogram describing the distribution of spectral information.

Metrics

We first identify measures of spectral features, or metrics, that quantify, for example, characteristics in forensic spectroscopy [16] and differentiate cell types in biological samples by acting as features for more complex classification systems [2,17]. The user specifies parameters for these measurements in the spectral domain. Once specified, a metric is immediately applied to all pixels in the image. The metrics described in this paper include the peak height, which is the most basic measure of chemical composition, as well as peak integral and centroid. While these are not all of the possible types of metrics, we limit our study to these as this is an active area of research and they allow us to identify several important chemical differences.
in biological tissue samples. Additional types of metrics can be readily added as our approach is general. For each metric, the function \( S(x, y, \tilde{n}_a) \) represents a generic spectral value, where \((x, y)\) is the spatial position and \(\tilde{n}_a\) is the wavenumber. In the case of absorbance measurements, \( S \) can be either the raw or corrected absorbance spectrum.

**Peak height**

This metric is highly sensitive to peak shifts. This is particularly noticeable for the Amide I peak at 1650cm\(^{-1}\), which is narrow and composed of multiple chemical contributions that make it prone to shift. Absorbance is particularly useful for detecting broad peaks and the density of well-known and localized molecular bonds.

**Peak integral**

While the peak absorbance is indicative of the presence of species, the total area under the peak is indicative of the total concentration. Hence, another useful metric is the definite integral of the spectrum on a user-specified interval \([\bar{v}_0, \bar{v}_1]\) that provides the area under the peak:

\[
M_p(x, y, \bar{v}_0, \bar{v}_1) = \int_{\bar{v}_0}^{\bar{v}_1} S(x, y, \bar{v})d\bar{v}
\]

This metric provides a robust measure of absorbance within a spectral region and is relatively insensitive to noise and peak shifts. This robustness makes it an ideal candidate for use as a spectral reference. It is insensitive, however, to subtle spectral changes that are often found in biological tissue samples.

**Centroid**

The centroid of a bounded region of the spectrum is computed using:

\[
M_c(x, y, \bar{v}_0, \bar{v}_1) = \frac{\int_{\bar{v}_0}^{\bar{v}_1} \bar{v}S(x, y, \bar{v})d\bar{v}}{\int_{\bar{v}_0}^{\bar{v}_1} S(x, y, \bar{v})d\bar{v}}
\]

The resulting value is the wavenumber for the center of mass in the specified region. This metric is useful for measuring shifts in single peak positions as well as the distribution of multiple species’ absorption among multiple neighboring peaks. This metric is dependent on the distribution of absorption and therefore does not require a reference. However, it is incapable of detecting the height and is of limited utility for peaks that do not shift as a function of spatial position.

**Interactive histogram**

The first step in visualization is to display the distribution of spectra in the image using a 2D histogram. This allows the user to identify chemical compounds by approximately removing morphological effects and selecting metrics. Chemical features are selected using the joint histogram of wavenumber and absorbance for all spectra in the image. The user selects features in this domain that correspond to the structural and chemical components of the tissue sample. However, the data processing required to separate structural and chemical features is currently time consuming and the results are difficult to visualize. We implement a dynamic approach, which allows the user to explore the data set via interactive feedback in both the spatial and spectral domains, which facilitates meaningful feature selection. Our framework allows the user to interactively adjust points for baseline correction and select reference features. Data processing is performed dynamically on the GPU using CUDA [18] and provides interactive feedback for multi-gigabyte data sets. The unprocessed data set is stored on the GPU as a three-dimensional texture map represented as 32-bit floating point values. The user explores the data in two ways: (a) the insertion of baseline points to build the scattering approximation \( b(\bar{v}) \) and (b) the selection of a reference metric. The histogram is computed interactively and dynamically as the user changes parameters for the baseline and reference. This is done using a CUDA device kernel. A block of threads is assigned to process each band (wavenumber). We specify a 2D block size of \( \sqrt{wxw} \) threads, where \( w \) is the maximum warp size supported by the GPU. Therefore, each block consists of one warp that executes data in a single-instruction multiple-data (SIMD) fashion. Each block \( b \) is responsible for computing the complete one-dimensional histogram for a single band \( \bar{v}_b \). The threads within each block are responsible for evaluating a spatially coherent square of pixels, initially positioned at the upper left-hand corner of the image. Each thread then iterates across the image to the lower-right corner at intervals of \( \sqrt{w} \). Note that all threads within the block are part of the same (SIMD) warp, therefore they will be spatially coherent at each iteration across the spatial domain of the image. This spatial coherence is used to perform faster fetches using texture units, which is particularly useful for fast evaluation on GPUs with compute capability lower than 2.0.

Computing the processed spectrum at each spatial location within a band requires a maximum of four memory fetches: (1) the raw data value at \( A(x, y, \bar{v}) \), (2) the raw values at the baseline points \( A(x, y, \bar{v}_0) \) and \( A(x, y, \bar{v}_1) \), and (3) the reference value \( r(x, y) \). Computing the reference value \( A_r(x, y) \) also requires its neighboring baseline points at \( A(x, y, \tilde{n}_a) \) and \( A(x, y, \tilde{n}_{a1}) \). However, an image of the reference values at each spatial location is pre-computed whenever the reference is changed.

As each thread traverses the image at \( \bar{v} \), the resulting histogram is accumulated in shared memory allocated for the block. Accurate computation of the histogram, however, requires the use of atomic operations for incrementing the counters for each bin. This can reduce
performance when multiple threads encounter similar absorbance values—a common occurrence, given the close spatial proximity of all threads in the $\bar{v}$ image. In addition, the SIMD execution within a warp will cause the entire block to pause while atomic adds are resolved. We address this issue by allocating a separate shared histogram for each thread and summing the results when the entire $\bar{v}$ image has been processed. The resulting histogram is then displayed using a log-scale intensity filter.

**Visualization**

The chemical composition of the tissue sample is visualized by building a 2D image based on user-selected metrics. Each metric is assigned a color value, where the intensity is based on the value of the metric. The metrics are then evaluated for each pixel, and the resulting colors are combined to create a spatially-resolved chemical visualization of the sample. This color-mapping technique is similar to a transfer function, which is commonly used in volumetric visualization. We first provide an overview of this technique and describe how it is applied to our algorithm.

**Transfer functions**

Transfer functions are used in volume visualization to assign color and opacity values to pixels based on features defined in a separate domain [19,20]. These techniques generally use spatial features such as gradient magnitude [21], curvature [22], size [23], and orientation [24] to assign color values. While these techniques have been applied to gigabyte-scale data sets [25,26], they are difficult to generalize to spectroscopic images since each pixel represents a spatially-resolved absorbance function. The principle behind using spectra to apply transfer functions has been previously explored through contour spectra [27], where spatial characteristics are used to highlight geometric features in the data set. More flexible methods using spatially local statistics have also been proposed [28]. Both contour spectra and spatial statistics may be applicable for extracting spatial characteristics in heterogeneous samples. In this paper, we focus on visualizing chemical features, and therefore each pixel is considered to be an independent component with a corresponding chemical signature.

Very few techniques currently exist for visualizing spectroscopic images. Li et al. [29] propose a technique for visualizing astrophysical data imaged at various wavelengths. They propose the use of transfer functions for defining opacity when rendering the image stack volumetrically. However, the number of bands in a single image is small and the samples are discontinuous, which limits the amount of chemical information in the data set. More recent work demonstrates a visualization framework for near-infrared spectroscopic images of historical documents sampled regularly in the spectral domain [30]. This technique allows relighting of images, interactive selection of individual bands, and metrics for evaluating similarity between user-specified spectra. However, similarity is difficult to measure for vibrational spectra because of the coupled structural and chemical contributions to the spectrum. Unsupervised techniques, such as principal component analysis (PCA) and vertex component analysis (VCA) [31], have been proposed to perform spectral unmixing. However, these techniques assume homogeneous samples and also make specific assumptions about the data, such as the existence of orthogonal chemical signatures, which are not generally applicable. Comprehensive Data Maps (CDM) have been proposed to examine data [32], but do not provide imaging visualizations.

Color values are assigned to spectra based on metric results. The user specifies a bounding range for a metric value using a lasso tool in the spectral histogram. For all three metrics, the lasso bounds are indicated by a line segment. For metrics that are computed across a specified wavenumber interval, a shaded region highlights these boundaries (Figure 2). When the result of a spectral metric falls within these bounds, a color value is assigned based on the point of intersection using a ramp shader. Our

![Figure 2 Metrics for selecting spectral features.](image-url)

Useful measurements include (a) peak height, (b) average peak height (integral), (c) centroid (center of gravity). Colored arrows indicate the projection of the metric value on the widget (black line). Shaded regions indicate the integral intervals.
Figure 3 Color mapping of spectral features in a baseline-corrected image. Labels indicate peaks representing prominent chemical features. (a) The spectral histogram shows a rainbow color map applied based on the peak height of the Amide I band (vertical white line). The peak height of Amide I is often assumed to correspond to tissue thickness and density in tissue samples. Note how the colors mix as individual spectra cross and overlap with changes in density and chemistry. Spatial images show the result of a (b) Gaussian and (c) linear ramp applied to the lasso.

Figure 4 Parallel implementation for evaluating the corrected spectral distribution. Each band is evaluated by a block of $\sqrt{wx}\sqrt{wy}$ threads. (a) Each block iterates across the spatial dimensions of the image from $i = 0$ to $i = n$, where $n = \frac{Sx}{w}$ and $Sx$ and $Sy$ are the spatial extents. The threads for $i = 14$ (*) are shown. (b) The threads are evaluated using SIMD and kept spatially coherent to take advantage of 2D texture caching. (c) Each band is evaluated by an independent thread block and each thread performs a maximum of 3 texture fetches per iteration (1 data point and 2 baseline points). (d) Resulting histogram.
framework allows the user to assign colors using a constant, linear, and Gaussian ramp (Figure 3), as available in most image analysis software. In order to make selection intuitive for the integration metric $M_i$, color is assigned based on the average peak height

$$
\bar{M}_i = \frac{M_i}{\bar{v}_1 - \bar{v}_0}
$$

rather than the integral. This allows the widget to be placed in the vicinity of the selected spectra.

**Computing metrics**

Metrics are computed independently for each spectrum, requiring the appropriate baseline points and reference bands. The data set is partitioned spatially into $\sqrt{wx}\sqrt{w}$ blocks, where each thread is assigned an independent spectrum. The baseline bands and reference are applied using a GPU kernel (Figure 4). If the metric requires integration, summation occurs along the spectral axis. Note that a binary search for the neighboring baseline bands is only necessary when a thread is created. If a baseline band is crossed within an interval of integration, the next band $\bar{v}_n$ in the list is acquired. The metric result is saved to a 2D grid, which can be used as a source for color-mapping to produce the final display image or as a reference for additional metrics.

**Results and discussion**

Rendering time is dominated by the computation of the histogram as the user changes processing and visualization parameters. However, the frame rate is interactive for our largest sample image (700x700x491, ≈1GB), requiring < 32ms for complete evaluation of the histogram (< 147ms with atomic writes to shared memory) using a GeForce GTX 580 with 1.5GB of global memory. We use the developed software to identify characteristics in mid-infrared spectroscopic images. We first demonstrate the visualization of structural and chemical components from images of synthetic polymer targets that are often used to assess image quality. We then show how these techniques can be used to extract similar information from mid-infrared images of tissue biopsies, including the visualization of chemical components useful for breast cancer diagnosis. Finally, we demonstrate that these techniques can be extended to other forms of spectroscopy by visualizing Raman images of tissue samples.

**Infrared images of tissue**

Biological tissue samples pose a unique problem in spectroscopic imaging, since each pixel contains a complex combination of chemical species. Spectral features that correspond to different tissue types are subtle and difficult to identify, making interactive exploration a valuable tool. We first demonstrate the structural and chemical characteristics that can be visualized using the developed techniques. We obtain a tissue sample and place it on a barium fluoride substrate for imaging. The same sample is then stained using a commonly-used clinical dye, Hematoxylin and Eosin (H&E), in order to identify structural and chemical features (Figure 5a).

The developed method is used to find similar features from the hyperspectral image data. Since the unprocessed
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Figure 6 Visualization of a 1mm needle biopsy from a breast tissue biopsy at 74X magnification (scale bar = 100 μm). (a) An adjacent histology slide stained with H&E is shown. Epithelial cells are purple and stromal cells are pink. Arrows indicate the position of a blood vessel and necrosis. (b) Tissue density is shown after baseline correction. (c) Features are then selected to separate stromal cells (red), epithelium (green), and necrosis (blue). The histogram shows selected spectra for estimating tissue density (d) and chemical composition (e). The composition histogram is normalized to the area under the Amide I peak (white box).

Figure 7 Standard histology stains (top, middle) and hyperspectral imaging (bottom) applied to adjacent sections of 1mm breast cancer biopsies. Hyperspectral imaging is quantitative and our methods allow the pathologist to separate several chemical constituents consistently across tissue samples. Adjacent sections of 1mm biopsy cores are shown stained using hematoxylin and eosin (a), cytokeratin for epithelium (b), and visualized using our methods (c). The SpecVis visualization shows epithelial cells in green, collagen in red, and necrosis in blue. Separating epithelium and stromal cells in H&E stained tissue can be difficult (a), however these differences are visible using a cytokeratin stain (b) for epithelium. Necrosis is difficult to identify using chemical staining (a and b), but can be clearly segmented using mid-IR spectroscopic imaging combined with our processing methods (c, blue).
spectra are dominated by scattering in the high-wavenumber regions, we are able to visualize pixels containing edges and boundaries, where scattering is more prominent (Figure 5b and e). We then select baseline points and use a linear gradient to visualize the tissue thickness and density based on Amide I absorption (Figure 5c and f). Using Amide I as a reference, features in the spectra are now dominated by chemical differences between cell types in the tissue. This allows the user to visualize the distribution of tissue types, such as epithelial cells (Figure 5d and g), in which 97% of cancers of the breast arise. The facile delineation of epithelial cells is a desirable, but unmet need, as reported in recent studies using automated computerized analysis of pathologic images [33]. We further demonstrate the possible use of the presented techniques for tissue pathology. Several breast cancer biopsies were commercially obtained and stained using H&E. Adjacent tissue samples were imaged using mid-infrared spectroscopy. We then designed transfer functions to identify tissue characteristics that are useful for cancer diagnosis. This includes structural features, such as tissue density, as well as labeling of various tissue types. These types include epithelial cells, connective tissue (stroma), and necrotic (dead and dying) cells (Figure 6). The spatial distribution of these features are commonly used in pathology to identify the presence of a tumor.

Once the transfer function is created, it is then applied to other tissue samples (Figure 7). Note that these tissue types are difficult to separate using chemical staining. Often, mutiple stains are necessary for diagnosis and these methods are difficult to quality-control. However spectroscopic imaging provides quantitative data that can be used to characterize chemical information reliably across multiple samples. The ability to identify tissue types by interactively exploring the hyperspectral data provides several advantages over existing techniques. Unlike chemical staining, mid-infrared imaging does not perturb the tissue sample in any way. In addition, the effects of scattering on tissue samples are not well understood, and previous methods for classification of tissue types require extensive pre-processing and the application of machine learning [2,34]. Though an extensive comparison between the more complex machine learning methods and the method reported here must be undertaken to quantify advantages, the results seem to be comparable and significantly faster for our method by facilitating interactive analysis. An experienced user was

Figure 8 Application of hyperspectral transfer functions on Raman spectroscopy. A single breast tumor biopsy was imaged using Raman microscope. The magnitude of the Raman signal is shown using a rainbow color map (a). A new transfer function is applied to separate cell types (b) based on the adjacent histology (c). Colors reflect stroma (red), epithelium (green), and protein deposits (blue). The Raman spectral distribution is shown (e) with features and baseline points indicated.
able to separate, visualize, and evaluate the utility of the extracted tissue characteristics useful for tumor diagnosis in a few minutes, given interactive feedback. Using our older methods, simply computing a metric took several minutes on a CPU.

Raman spectroscopy
The methods that we propose in this paper can also be extended to hyperspectral imaging in other areas. We demonstrate that transfer functions can be created to effectively visualize the distribution of chemical compounds in Raman images. We collected Raman images of prostate biopsy cores and built a transfer function to discriminate between epithelial and stromal cells (Figure 8). Some advantages of Raman spectroscopy include the ability to choose the excitation frequency, easy coupling to fiber-optic probes, and little to no signal from water in a sample. These features make it useful for taking in vivo measurements [35-37]. However, the Raman spectral signal is extremely weak and requires long acquisition times that effectively limit the signal-to-noise ratio (SNR) and the size of image that can be obtained in a reasonable amount of time. Our method is robust and can thus be generally applied.

Conclusions
The ability to acquire spatially resolved information using hyperspectral imaging is strongly emerging as a promising avenue across a variety of areas, especially biomedical analyses. Vibrational spectroscopy has the potential to provide quantitative histology for disease diagnosis, without the use of chemical stains in an objective and automated manner. Recent work has shown that mid-infrared spectroscopic imaging provides sufficient chemical detail for differentiating between tissue types. Researchers have reported very high accuracy after rigorous scattering correction [12] and classification algorithms [2,3] are applied. These studies demonstrate the potential for applying vibrational spectroscopy to cancer diagnosis.

However, computational methods must be developed to visualize the data quickly and reliably. The size and complexity of the data contained in hyperspectral images makes this a difficult problem, requiring the separation of physical and chemical characteristics from underlying spectra. In this paper, we demonstrate an interactive method for building transfer functions for visualizing hyperspectral images. Our method allows users to dynamically assimilate large collections of spectra using algorithms designed to separate structural and chemical features in real time. These features are then selected using transfer functions which allow the visualization of these characteristics in a spatial image of the sample. To our knowledge, the reported methods are the first to allow interactive processing and visualization of hyperspectral images at this level of spectral and structural detail, and we have demonstrated their usefulness in biological samples. Applying these features to tissue provides a method for label-free identification of tissue types that is quantitative, non-destructive, and can be performed in a time frame that is clinically viable.

Future directions include applying these techniques to three-dimensional samples, which can be acquired using Raman spectroscopy in combination with a confocal microscope, for example.

Our proposed technique also has several advantages over unsupervised methods, such as PCA and VCA. In particular, the metrics that we use for visualization have finite support, requiring only a narrow band of information within the spectrum. Once useful metrics are identified, the number of collected bands can then be reduced, allowing faster imaging, for example using narrow-band filters for IR [38]. Finally, since the separation of structural and chemical characteristics from an IR image is so difficult, many algorithms for the classification of hyperspectral images rely on the use of user-defined metrics [2]. Our method may provide an efficient method for selecting features for use in more complex classifiers for IR-based clinical histology.
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4.1 Introduction

Bimaterial cantilever infrared (IR) detectors are based on the photothermal cantilever bending where the IR light absorption induces temperature rise and the thermal expansion mismatch bending of the cantilever [1-10]. The bimaterial cantilevers have shown a potential as a novel uncooled IR detector by exhibiting IR sensitivity similar to traditional methods but with lower cost and faster response time (~0.1 – 1 ms) [11-13]. Published research has shown that a bimaterial cantilever can detect radiative power of 250 pW/Hz$^{0.5}$ at the wavelength of 650 nm [6], or 1.3 nW/Hz$^{0.5}$ at the wavelength of 10 μm [3]. Focal plane array of bimaterial cantilevers have noise equivalent temperature difference (NETD) of 50 – 200 mK [2] which is comparable to the NETD of the most recent microbolometer IR detectors, 35 – 200 mK [14, 15]. Thus, people have explored the applications of bimaterial cantilevers in portable IR imaging system [2, 7, 9, 16] and IR spectroscopic system [8].

To make bimaterial cantilever IR detectors practical in actual applications, it is still necessary to improve their sensitivity [8, 12]. Optical and thermomechanical properties determine the cantilever sensitivity, which are related to the cantilever material and geometry [3, 9, 17]. To improve the cantilever thermomechanical property, people have designed the
cantilever with large length, small width, and optimum layer thicknesses to achieve large thermal expansion mismatch stress and sufficiently small mechanical stiffness [3, 9, 17]. However, there have been few efforts to improve the cantilever optical property [10]. The most common material combination for bimaterial cantilever IR detectors has been silicon nitride and aluminum [1, 3, 6, 9, 10]. The cantilevers fabricated with these materials have relatively small optical absorbance over large portion of the mid-IR spectral region due to small imaginary part of refractive index (~ 0.001 – 0.01) of silicon nitride [18]. Small optical absorbance has been one of the limiting factors to the cantilever sensitivity.

High-contrast grating (HCG) is periodic grating made of material with higher refractive index than surrounding medium [19], and has recently impacted the device concept of semiconductor optoelectronics and nanophotonics due to its extraordinary features [19-21]. HCG can exhibit broadband high reflection or resonance reflection with high quality factor [19], which are not commonly obtainable from traditional gratings. HCG can also possess resonance absorption by having a metal layer on its bottom which inverts the reflection spectrum of HCG [22]. Thus, the integration of HCG into an optical system can enhance its absorbance at the spectral region of interest. Here, we report a new type of bimaterial cantilever based on silicon HCG with metallic (aluminum) coating on the bottom for the use across a wide range of mid-IR wavelengths (3 – 11 μm). By incorporating HCG with the bimaterial cantilever, we aim to enhance cantilever IR absorbance as well as the IR sensitivity of the cantilever. We also demonstrate the application of HCG cantilever into the transmission IR spectroscopy employing a Michelson interferometer as an IR source.
4.2 Cantilever design and fabrication

Figure 4.1 shows scanning electron microscope (SEM) images of a fabricated cantilever and the cantilever design. The cantilever has a single crystal silicon layer that consists of a periodic 1D surface corrugation grating structure on top of a waveguide layer. The cantilever has an aluminum coating on the bottom surface. We use silicon for a structural material, since...
mid-IR light can propagate through silicon with negligible loss due to small extinction coefficient, $k$, of silicon ($k = 10^{-9} – 10^{-4}$) [23]. For a coating material, we use aluminum, because it absorbs the wave leaked from the waveguide based on its large extinction coefficient ($k = 30 – 100$) [24]. In addition, the silicon and aluminum are relatively easy to integrate into cantilevers through microfabrication.

From an electromagnetic waveguide perspective, the silicon grating–waveguide on top of an aluminum layer is similar to a grating structure totally surrounded by low index medium or air. The aluminum layer serves as a perfectly reflecting boundary or a mirror for the propagating waves in the silicon waveguide. Hence, the propagating modes in the silicon grating–waveguide on top of an aluminum coating are effectively equal to the propagating modes in an axisymmetric structure composed of twin silicon grating-waveguide structures. Therefore, the cantilever with silicon grating–waveguide structure with an aluminum coating shows similar optical characteristics which are available from HCG grating, which will be shown in the following paragraphs.

Our goal is to integrate gratings structure into the cantilever such that the resonance absorption of HCG occurs in mid-IR spectral region (3 – 11 μm). There are several parameters that determine the resonance wavelengths of the grating such as grating period, $\lambda$, grating duty cycle, $\eta$, grating depth, $d_{gr}$, the waveguide layer thickness, $d_{wg}$, the angle of incidence, $\theta$, and the light polarization [19-21, 25]. The photolithography resolution limits the ridges of the grating to be larger than 2 – 3 μm, therefore the grating period should be larger than 5 μm. For the simplicity, we set other geometric parameters as follows: $\eta = 0.5$, $d_{gr} = 0.5$ μm, $d_{wg} = 1$ μm.
The waveguide layer thickness is related to the cantilever thermal conductance and mechanical compliance which are important factors for the cantilever thermomechanical sensitivity [3].

We used a two-dimensional finite element model (COMSOL Multiphysics) to simulate the absorbance spectra of the cantilevers with different grating periods. Due to the symmetry of the geometry, we simulated a unit cell of the cantilever grating structure which corresponds to a single grating period. In the model, a plane electromagnetic wave is incident on the cantilever with either transverse electric (TE) or transverse magnetic (TM) polarization. The model calculated the cantilever absorbance from the ratio of the electromagnetic power loss within
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**Figure 0.2** Calculated IR absorbance and electric field amplitude distribution of a cantilever with HCG (grating period $\Lambda = 5 \mu m$, duty cycle $\eta = 0.5$, grating depth $d_{gr} = 0.5 \mu m$, waveguide thickness $d_{wg} = 1 \mu m$) using a finite element model. (a) IR absorbance spectra when both TE and TM polarized wave are incident on the cantilever at either $0^\circ$ or $30^\circ$ angle. (b-c) Distribution of the electric field amplitude ($|E|$) in a unit cell of the cantilever when a TE polarized wave is normally incident with a wavelength of either 3.45 or 9.75 $\mu m$.

calculated the cantilever absorbance from the ratio of the electromagnetic power loss within
the cantilever to the incident light power. Since we will characterize the cantilever absorbance with randomly polarized light source in later section, we averaged the cantilever absorbance values calculated with TE and TM polarized light.

Figure 4.2a shows the calculated cantilever absorbance when the grating period is 5 \( \mu \text{m} \) with an angle of incidence of 0° or 30°. At the wavelength longer than the grating period, an absorption peak due to coupling to resonance mode in HCG appears at 9.75 \( \mu \text{m} \) for 0° angle of incidence and at 10.75 \( \mu \text{m} \) for 30° angle of incidence [20, 25]. At the wavelength shorter than the grating period, multiple absorbance peaks appear, since higher-order modes of HCG occur [20, 25]. Figure 4.2b and 4.2c show the distribution of the electric field amplitude, \(|E|\), in a unit cell of a cantilever when a plane wave with TE polarization incident at 0° angle of incidence. At the absorbance peak at 3.45 \( \mu \text{m} \), multiple propagating modes in the waveguide interfere, and create a complex field distribution. At the absorbance peak at 9.75 \( \mu \text{m} \), only a single propagating mode exists in the waveguide, and a simple standing wave pattern appears. In the same manner, we calculated the absorbance spectra of the cantilevers with grating periods of 5.5 \( \mu \text{m} \). The simulation indicated that the grating period of 5.5 \( \mu \text{m} \) has resonance at the wavelengths 9.15 – 10.15 \( \mu \text{m} \) when the angle of incidence varies from 0° to 30°.

The aluminum layer thickness, \( d_{\text{Al}} \), cantilever length, \( L \), and cantilever width, \( w \), are important for both the cantilever thermomechanical sensitivity and the compatibility with the optical cantilever deflection detection system [3]. There is an optimum value for the ratio of coating layer thickness to the structural layer thickness to maximize the thermal expansion mismatch stress [17]. The optimum ratio is typically larger than 0.2, thus the aluminum coating
should be thicker than 200 nm for a 1 \( \mu \text{m} \) thick silicon cantilever. However, the evaporated aluminum film typically is under a compressive intrinsic stress [26] such that thick aluminum layer causes the cantilever to bend severely. When the cantilever bending is too large, the laser beam in the deflection readout reflects off the cantilever, deviates from the photodiode, and fails to read the cantilever deflection. For the cantilever to possess large thermomechanical sensitivity, the cantilever has to be long and narrow [3]. However, when the cantilever is too long, the intrinsic stress-induced cantilever deflection becomes too large. In addition, when the cantilever is too narrow, the optical cantilever deflection readout system cannot acquire sufficient signal. Based on this consideration, we select the aluminum coating thickness as 100 nm, cantilever length as 460 \( \mu \text{m} \), and cantilever width as 40 \( \mu \text{m} \).
The HCG cantilevers are fabricated using a silicon-on-insulator (SOI) wafer with a 2.0 μm-thick device layer. We first pattern gratings using a conventional photolithography followed by an anisotropic etching of the silicon. The second photolithography patterns a mask for cantilevers, which is carefully aligned with the gratings. Deep reactive ion etching (DRIE) of the silicon using these patterns follows until the buried oxide is exposed. In order to release the cantilevers, windows around the cantilevers are patterned from the backside of the SOI wafer. We etch through the SOI handle layer from the backside using the buried oxide layer as an etch stop. Finally, we use a hydrofluoric acid (HF) solution to remove the oxide, and release the cantilevers. Table 4.1 lists the dimensions of the fabricated cantilevers and a commercially
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**Figure 0.3** Spectral absorbance of (a) cantilever A, (b) cantilever B, and (c) cantilever C at 3 – 11 μm wavelength region, when randomly polarized waves are incident on a cantilever at a range of angles (10 – 30°). The solid lines show cantilever absorbance measured in an FTIR spectrometer. The dashed lines show calculation results from the finite element model.
obtained cantilever without HCG. The grating period has a length scale of the wavelength of interest. The commercially obtained cantilever also consists of a silicon and aluminum layers (Mikromasch, CSC17) and possesses relatively large IR sensitivity among commercial silicon based bimaterial cantilevers [5].

4.3 Cantilever characterization

Figure 4.3 shows the measured and calculated IR absorbance of the cantilevers in the wavelength range 3 – 11 µm. We measured the cantilever IR absorbance using an Fourier transform infrared (FTIR) imaging microspectrometer system (Agilent, 680-IR spectrometer with 620-IR optical microscope). The details of the FTIR measurement protocol are described elsewhere [27]. We also calculated cantilever IR absorbance using the finite element model when a plane wave with TE or TM polarization is incident on a cantilever at incidence angles of 10 – 30° with a step size of 2°. The dash lines in Fig. 4.3 correspond to the arithmetic means of the calculated cantilever absorbance for all the light polarizations and angles of incidence, which compare well with the measured values. Here the absorbance spectra of the cantilevers with HCG, cantilever A and B, have several bands that are the superposition of multiple resonance absorption bands. The multiple absorption bands occur when HCG cantilevers are subject to either randomly polarized light or light from a range of incidence angles. Thus, the superposition of absorption bands occurring in cantilever A and B is due to the optical configuration of the characterization system. The FTIR microspectrometer system uses a non-polarized light source which is a globar source. In addition, a Schwartzschild objective in the
FTIR system has a numerical aperture of 0.5 with central obscuration, thus the FTIR system illuminates light on a cantilever at various angles of incidence (10 – 30°) [28].

The amplitudes and bandwidths of the absorption bands increase in the cantilevers with HCG over the wavelengths of 3 – 11 μm. The average absorption peak amplitudes of cantilever A and B range 0.35 – 0.36, while the average peak amplitude of cantilever C is 0.26. More importantly, the total bandwidth (defined as the sum of the bandwidths of the absorption bands with amplitude > 0.2) of cantilever A, and B ranges 2.8 – 4.1 μm, while the total bandwidth of cantilever D is 1 μm. Therefore, the cantilevers with HCG have about 3 – 4X larger total bandwidths as compared to the cantilever with a smooth surface.

Figure 0.4 Schematic of the experimental setup that measures cantilever IR responsivity and IR spectrum of a thin film sample. Michelson interferometer includes an IR emitter at 540 °C (S), fixed mirror (M1), a moving mirror (M2), and a beam splitter (BS). A concave mirror (M3) focuses the intensity modulated broadband IR light onto a bimaterial cantilever mounted in a commercial AFM. A spectrum analyzer performs fast Fourier transform on the cantilever deflection signal acquired by the AFM. When M3 is removed from the beam path, the light from interferometer is focused onto a DLaTGS IR detector via a concave mirror (M4).

Figure 4.4 shows an experimental setup that measures cantilever spectral responsivity.

The setup consists of a commercial FTIR spectrometer system (Bruker, Vertex 70) and an AFM
system (Agilent, PicoPlus). Michelson interferometer in the FTIR system produces an intensity modulated broadband light, where the modulation frequency is different for each wavelength. The modulation frequency, \( f \), is related to the wavelength, \( \lambda \), by the relation \( f = \frac{2v}{\lambda} \) where \( v \) is the velocity of the moving mirror in the interferometer. The intensity modulated beam is focused on a cantilever mounted in the AFM, resulting in a periodic cantilever bending. The optical readout in the AFM measures the cantilever tip displacement. A spectrum analyzer (Stanford Research Systems, SR780) performs fast Fourier transform on the optical readout signal, and records cantilever tip displacement as a function of the wavelength. The optical flux at the cantilever position normalizes the cantilever tip displacement to obtain the responsivity value. A deuterated L-alanin-doped triglycine sulfate (DLaTGS) IR detector in the FTIR system can also measure the interferometer output, and is used for IR spectroscopy experiment which is described in the following section.

In addition, we calculated cantilever responsivity employing a model relating incident radiation, heat transfer, temperature distribution in the cantilever, and thermal expansion mismatch bending [27]. This model used the cantilever absorbance values obtained from the finite element model. The finite element model calculated the average values of the cantilever absorbance for TE and TM polarizations and the angles of incidence of 0 – 15°, since the responsivity measurement setup had a non-polarized light source and used a spherical mirror to focus the light onto a cantilever. To account for the heat transfer from the cantilever to air, the responsivity model used an effective thermal conductance to air, \( G_a = 30 \ \mu W/K \) for cantilever A,
B, and C, and $G_a = 20 \, \mu W/K$ for cantilever D. These values of $G_a$ provide model fit and are close to $G_a$ for a silicon nitride-gold cantilever with similar dimensions [29].

Figure 4.5 shows the measured and calculated IR responsivity of the cantilevers in the wavelength range 3 – 11 $\mu$m. In average, the cantilevers with HCG have 13 – 47X greater responsivity values than the cantilever without HCG, cantilever C. Average value of the responsivity is 316 pm/\(\mu W\) for cantilever A, 1181 pm/\(\mu W\) for cantilever B, and 25 pm/\(\mu W\) for cantilever C. Using an average InvOLS value of the cantilevers (248 nm/V), the responsivity values of the HCG cantilevers in the unit of V/W can be known which range 1.2 – 4.7 kV/W. Other than enhanced cantilever absorbance, the improvement in the ratio of coating layer thickness to the structural layer thickness, $d_{Al}/d_{wg}$ is also responsible for the improved
responsivity of the HCG cantilevers [17]. $d_{Al}/d_{wg}$ is 0.07 – 0.1 for the HCG cantilevers, while $d_{Al}/d_{wg}$ is 0.01 for cantilever C. Since $d_{Al}/d_{wg}$ value of the HCG cantilevers is close to the optimum value (~ 0.2) as compared to cantilever C, HCG cantilevers are subject to larger thermal expansion mismatch stress when the same amount of heating power is applied.

We characterized the noise equivalent power, $NEP$, and detectivity, $D^*$, of the cantilevers [3, 6, 17]. Table 4.2 lists the measured $NEP$, $D^*$ based on the average value of the cantilever responsivity. Thermomechanical noise of the cantilever and the noise from optical readout limit our IR power measurement [9]. The cantilever responsivity measurement setup recorded the noise floor while there is no IR heating on a cantilever. The noise floor equivalent tip displacement of the HCG cantilevers was on the order of 1 pm when a measurement bandwidth was 78 mHz. We normalized the noise equivalent cantilever tip displacement by both its responsivity and square root of the measurement bandwidth to obtain $NEP$ which was on the order of 1 nW Hz$^{-1/2}$. Another important figure of merit for photodetectors is detectivity which is defined as $D^* = A^{1/2}/NEP$ where $A$ is the area of the photosensitive region of the detector. Based on the cantilever surface areas and their $NEP$, $D^*$ of the HCG cantilevers range $10^6 – 10^7$ cm Hz$^{1/2}$ W$^{-1}$. For comparison, bolometer type IR detectors have $D^*$ on the order of $10^8$.

<table>
<thead>
<tr>
<th>Table 0.2 Microcantilever performance figures of merit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cantilever</td>
</tr>
<tr>
<td>Responsivity</td>
</tr>
<tr>
<td>$R$ (pm $\mu$W$^{-1}$)</td>
</tr>
<tr>
<td>Noise equivalent power</td>
</tr>
</tbody>
</table>
cm Hz$^{1/2}$ W$^{-1}$ and liquid-nitrogen-cooled mercury-cadmium-telluride (MCT) detectors have $D^*$ on the order of $10^{10}$ cm Hz$^{1/2}$ W$^{-1}$ [15].

Figure 0.6 Measured IR absorbance spectra of polyimide (PI) films at the wavelength region between 3.3 and 7 \( \mu \)m. (a) IR absorbance spectra of 2.4, 3.6, and 8.3 \( \mu \)m thick PI films obtained by cantilever B (solid line) and a DLaTGS IR detector (dash line). (b) Absorbance value measured by cantilever B near 5.8 (square) and 6.6 \( \mu \)m (circle) as a function of the PI film thickness.
4.4 An application to infrared spectroscopy

The large IR responsivity of the HCG cantilever enables the cantilever based transmission IR spectroscopy with Michelson interferometer shown in Fig. 4.4. To demonstrate the transmission IR spectroscopy, we obtained absorbance spectra of thin polyimide films. The polyimide (PI) films are free-standing membranes with the thicknesses of 2.4, 3.6, and 8.3 µm supported by metallic frames at the edges. To prepare the PI films, we spin coat PI solution (HD Microsystems, PI-2555) on glass substrates and cure them at 300 °C for 1 hour. Then, to transfer the PI films on the metallic frames, we bond the metallic frames on top of the PI films with an adhesive, soak them in hot water (90 °C) for 12 hours, and detach the metallic frames from the glass substrates. A profilometer measures the thickness of the PI films which are remained on the glass substrates. A PI membrane is positioned in the beam path between the interferometer exit and a cantilever shown in Fig. 4.4. With a sample, we measure the cantilever deflection, \( z_t \), arising from the transmitted beam intensity. Then, we remove the sample, and measure the cantilever deflection, \( z_0 \), as a reference. Theoretically, the cantilever deflection has a linear relation to the incident radiative power, thus the sample absorbance can be calculated by \( A = -\log_{10}(z_t/z_0) \). When we measure the absorbance spectrum with a DLaTGS IR detector in the FTIR system, we remove a spherical mirror (M3) in Fig. 4.4 which directs the interferometer output to the cantilever.

Figure 4.6a shows the absorbance spectra of PI films measured by cantilever B and the DLaTGS detector (spectral resolution = 16 cm\(^{-1}\)) in the wavelength range 3.3 – 7 µm. The spectra measured by both detectors resolve the absorbance bands at 5.8 and 6.6 µm and compare well. Cantilever B provides signal to noise ratio of 2 – 10 at 3.3 – 7 µm with 8.3 µm thick PI sample when the signal is averaged over 20 scan. However cantilever C has low signal
to noise ratio (~ 1) with the same sample such that absorbance spectrum is unobtainable. For this comparison, we average the DLaTGS detector over 20 scans as well. Importantly, we demonstrate that the cantilever response to the incident power is linear such that the absorbance value linearly increases with the increasing sample thickness. Figure 4.6b shows the absorbance value at 5.8 and 6.6 \( \mu \text{m} \) as a function of the PI film thickness, which verifies the linear relation between absorbance value measured by the cantilever and the sample thickness. Dissimilar to the bimaterial cantilever, some IR detectors such as mercury-cadmium-telluride (MCT) detector have nonlinear response to the incident radiation, which requires additional data correction process for the quantitative study based on IR spectroscopy.

The integration of HCG into silicon based bimaterial cantilever enhances cantilever responsivity, \( NEP \), and detectivity. The improved responsivity and linear response of the cantilever to IR light enables IR spectroscopy with Michelson interferometer. The absorbance amplitude, total bandwidth, and the active wavelengths for the HCG cantilever depend on the geometric parameters for HCG. Therefore, the optimization of the geometric parameters [25] will further improve the performance of HCG cantilever for a given incident light.
4.5 Conclusion

In conclusion, we designed and fabricated bimaterial cantilevers based on silicon HCG with metallic (aluminum) coating on the bottom. The cantilevers with HCG had about 3 – 4X larger total IR absorbance bandwidths and 30% improvement in absorbance peak amplitude as compared to the cantilever without HCG at the wavelength of 3 – 11 μm. Finite element model for cantilever IR absorbance showed good agreement with the experimental data, indicating that strong IR absorption by HCG cantilevers is due to the resonance modes in HCG. Based on the improved IR absorbance, the HCG cantilevers had 13 – 47X greater responsivity values than the cantilever without HCG. The HCG cantilevers had $NEP$ as small as 0.6 nW Hz$^{-1/2}$ and detectivity, $D^*$, as small as $2.2 \times 10^7$ cm Hz$^{1/2}$ W$^{-1}$. The improved responsivity of the HCG cantilevers enabled transmission IR spectroscopy with a Michelson interferometer. The HCG cantilever obtained IR absorbance spectra of polyimide films, and exhibited linear response to the incident IR light. The IR absorbance amplitude, total bandwidth, and the active wavelengths for the HCG cantilever are dependent on the geometric parameters for HCG, hence the adjustment and optimization of the cantilever performance are available. This study should help the development of bimaterial cantilever IR detectors.
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Figure 1. Mid-infrared (mid-IR) narrowband guided resonance photonic crystal slab (PCS) filters built on one 4-inch soda lime glass substrate. (a) Schematic of the PCS filters. (b) Image of the fabricated PCS filter set. Visible
light dispersion is made by periodic surface corrugation of the PCS filters. (c) and (d): Atomic force microscopy image of PCS filter surfaces. Structural parameters of the PCS filters can be extracted from the measurement.

Figure 2. Design of mid-IR narrowband PCS filters. (a) Schematic showing reflected radiative wave has contribution from both narrow-linewidth guide mode resonance and broad-linewidth Fabry-Perot background reflections. Interference of the two parts leads to asymmetric lineshape of the PCS filters. (b) Empty-lattice approximation of the PCS with slab thickness=730 nm, period= 2.1 um, n_{SiN}= 2.02, and n_{SL}= 1.47. Narrowband PCS filters require small periodic perturbation of the guided modes, so empty-lattice approximation is employed to predict the spectral location of the guided resonance. Normal incident wave coupled to the guided mode and gains/releases momentum of 2*p/period by 1'-order Bragg scattering, so guided resonance happens at second Brillouin Zone (BZ) boundary in extended scheme or k||=0 in reduced scheme. (c) Calculation of the Fabry-Perot background reflections by using propagation matrix method for the same flat slab in (b). Inset: reflectance map of the slab as a function of the slab thickness and wavenumbers. Cutoff curves of the guided modes are also shown. For single band guided resonance PCS filter with high contrast ratio, it requires the designed slab thickness to be on the right-hand side of the TE0 and TM0 modes (not cutoff), to be on the left-hand side of the higher-order modes (cutoff), and to have small background reflections at the spectral location of guided mode resonance at the same time. (d) Finite-element calculation of the reflection spectra of PCS filters with d_{p}=300 nm, d_{wg}= 580 nm, and period= 2.1 um. The spectral location of the guided resonance is very close to the predicted ones using empty-lattice approximation in (b). Inset: The finite-element calculated spectra are fitted by narrowband resonance formula and constant background reflection. (e) Spectral location of the resonance as a function of the photonic crystal period. TE- and TM-polarized guided resonances with grating period=2.0-2.2 um can be used for mid-IR spectroscopy in C-H stretching region (2800-3200 cm^{-1}).
Figure 3. Measured and finite-element computed optical properties of narrowband guided resonance PCS filters with high contrast ratio. Far-field reflectivity along with analytical model fit and near-field electric field enhancement distribution at resonance of PCS filter 3 for TM (a) and TE (b) polarizations and normal incidence. Near-field distribution at resonance shows standing wave pattern along z direction above the PCS structure due to coupling of incident and reflected waves in air and high reflectivity of the PCS at resonance. Two maxima of the electric field strength standing waves in the slab along x direction confirm that the resonances happen at 2BZ boundary. Reflectance spectra of a set of fabricated filters on the same substrate are also shown in the insets for mid-IR spectroscopy. (c) and (d): To enhance understanding of the lineshape of the PCS filters, angular response of a PCS filter is computed for small incident angles (0-1 degree) for TM (c) and TE (d) polarizations. By considering contributions from incident waves with different small incident angles, the computed spectra can explain experimental PCS filter lineshapes. The sharp dip in the lineshape is not seen in some filters because of spectral resolution of characterization and inhomogeneous broadening due to fabrication nonuniformity.
Figure 4. Schematic of discrete-frequency infrared (DF-IR) imaging spectroscopy.
Figure 5. DF-IR imaging spectroscopy of the USAF target (group 3) in C-H stretching region (2700-3200 cm⁻¹). The USAF targets are made in SU-8 photoresist on BaF2 substrate. (a) Optical image of the USAF target and DF-IR absorbance imaging when PCS filter resonance is on/off SU-8 absorption peaks. Scale bar: 100 micro meters. DF-IR absorbance images and their corresponding reflected PCS filter spectra (colored) with broadband pass filter and SU-8 absorbance spectra (grey) for TM (b) and TE (c) polarizations. (d) Measured and calculated DF-IR absorbance spectra acquired at the location with red cross, compared with measured FT-IR spectrum of the SU-8 at the same place. The spectral location of each PCS filter is determined by curve fit using analytical model. (e) DF-IR absorbance profile along the yellow dash dot line. The peaks at boundaries of the USAF target are due to absorbance contributed by scattering. (f) Measured FT-IR absorbance profile of the same USAF target.
Figure 6. DF-IR imaging of the human breast tissue with a set of PCS filters. (a) Optical image of the sample. (b) DF-IR absorbance acquired at the position with green cross in (a) using TM-polarized PCS filters shown in (c). FT-IR absorbance spectrum at the same location is also provided for reference. Although human breast tissue has smaller absorbance contrast in C-H stretching region, the trend of DF-IR absorbance can still match that of the FT-IR absorbance spectrum approximately. (d) The DF-IR absorbance imaging of tissue shows higher absorbance in epithelium region with PCS filter 7 (purple) than with PCS filter 5 (orange).
Transmission Raman tomography for determining the position and size of targets buried in light scattering media

Matthew R Kole, Matthew V Schulmerich, Matthew KGelber, and Rohit Bhargava.

Abstract
The use of Raman spectroscopy to provide label-free chemical contrast of analytes buried below light scattering media has a wide variety of biomedical related applications ranging from disease diagnosis to monitoring drug delivery. Developing and validating methods for obtaining the size, shape, and position of buried targets is a first step towards realizing this potential. In this research, we present experimental results and theoretical considerations from a series of transmission Raman tomography measurements on targets (Teflon spheres) buried inside of Intralipid-based tissue phantoms along with the resulting two-dimensional image reconstructions. Measurements were collected with a fiber-based Raman instrument using varying source-detector collection angles. We compare two forward-modeling methods, radiative transport calculation (Nirfast, an open-source diffuse optical tomography modeling package)1 and Monte Carlo simulation (written in-house), for the modeling of light fluence throughout the phantom. Reconstruction of the size and position of buried targets can be employed without the use of spatial priors via an iterative modified-Tikhonov minimization algorithm, and these results are validated against computed tomography (CT) images. We present the differences between the two forward algorithms and highlight the important advantages and disadvantages of each approach.

Abstract
Raman spectroscopy has proven to be a non-destructive approach to obtaining chemically specific information from a wide variety of analytes. Conventional experimental configurations illuminate the sample and collect the backscattered Raman signal from the same points of illumination. However, by strategic illumination and collection of the Raman signal, even in the presence of light scattering, it is possible to tune the sampling depths to obtain signal from localized regions of interest. In this talk, a number of experimental examples will be presented illustrating applications for spatially offset Raman spectroscopy, dark field Raman spectroscopy, and transmission Raman spectroscopy. We illustrate the ability to gain spectral/chemical information with both spatial and depth resolution using polymer models, tissue phantoms as well as murine and human tissue. Considerations toward quantitative measurements will be illustrated using prostate tissue and soybeans.
Poster presentation at the University of Illinois Chicago Cancer Center Forum – Chicago, IL

Raman spectroscopy in the presence of light scattering: methods towards non-invasive optical biopsy

Matthew Schulmerich, Michael Walsh, Matthew Gelber, Krishnarao Tangella, Andre Kajdacsy-Balla, and Rohit Bhargava

Abstract

Raman spectroscopy has proven to be a nondestructive approach to obtaining label free chemically specific information from a wide variety of analytes. The underlying data consist of both spectral and structural images, which can act as inputs to statistical pattern recognition classifiers to identify different cell types (ie. epithelial and stromal cells), collectively providing recognition of tissue structure and disease. While conventional microscopy based approaches are effective for biopsied tissue, other existing methods are more suitable for analyses in vivo. Conventional microscopy experimental configurations illuminate the sample and collect the backscattered Raman signal from the same points of illumination. However, by strategic illumination and collection of the Raman signal, even in the presence of light scattering, it is possible to tune the sampling depths to obtain signal from localized regions of interest. Raman images acquired from prostate and breast tissue will be used to illustrate chemical contrast achievable by Raman spectroscopy and a number of experimental instrument configurations are presented here illustrating approaches for spatially offset Raman spectroscopy, dark field Raman spectroscopy, and transmission Raman spectroscopy. We illustrate the ability to gain spectral/chemical information with both spatial and depth resolution using polymer models and tissue phantoms.
Abstract
Myoepithelial cells makeup the basal layer of normal mammary epithelial tissue. Their identification has particular diagnostic value as they are lost in malignancy but retained in most benign lesions. Raman images were acquired from regions containing epithelial cells, myoepithelial cells, and stroma on normal tissue and tissue with invasive carcinomas. Serial sections were stained with Hematoxylin and Eosin (H&E) as well as the immunohistochemical (IHC) stain P63 to verify the presence of myoepithelial cells in the regions of interest. Several Raman bands can be used to achieve chemical contrast in distinguishing epithelial cells, myoepithelial cells, and stroma. For example, spectra collected over stromal tissue have larger amide III contribution (1244 cm^-1 and 1274 cm^-1 correlated with C-N and N-H vibrational modes) than spectra collected over epithelia or myoepithelial cells. Additionally, the Raman signal at 1045 cm^-1 (C-C stretch) also has a larger relative contribution in the stroma and myoepithelium than the epithelium. We show that Raman imaging could be used to identify the presence or absence of myoepithelial cells and discuss the prospects of clinical utility.
Oral Presentation at The American Chemical Societies’s Central Michigan Regional Meeting - Midland, MI

Cellular contrast in breast tissue biopsies with Raman spectroscopy and imaging

Matthew Schulmerich, Michael Walsh, Matthew Kole, Andre Kajdacsy-Balla, Krishna Tangella, and Rohit Bhargava

Abstract
The cellular distribution in tissue is of interest for breast pathology. Raman images were acquired from regions of tissue containing epithelium, myoepithelium, and stroma to explore clinical utility. Serial sections were stained with H&E and P63 to verify the presence of cell types in the regions of interest. Several Raman bands can be used for chemical contrast in detecting myoepithelium which is a cell-type with particular diagnostic value as they are lost in malignancy but retained in most benign lesions.