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In this study, we establish a relationship between the radar transmitted power, the target signature and the signal-to-noise ratio required for a specific target detection performance in a radar system. While this relationship can be easily derived from the radar equation in the case of narrowband waveforms, this technical note extends the analysis to wideband waveforms and applies it to synthetic aperture radar systems as well. The technique is demonstrated through a numerical example, where computer data modeling a three-dimensional building imaging radar system is used in evaluating the radar transmitted power for a given target detection performance.
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1. Introduction

The radar modeling team at the U.S. Army Research Laboratory (ARL) has developed a suite of simulation tools and methodologies that have been successfully applied to predict radar system performance in complex scenarios. Among these scenarios are ground penetrating radar and forward-looking radar for landmine and improvised explosive device detection, as well as sensing through the wall (STTW) radar for detection of targets inside buildings.

In general, the main focus of our modeling work has been on high-resolution imaging applications of an ultra-wideband (UWB) synthetic aperture radar (SAR). Specific to this sensing modality is the large range of frequencies and aspect angles for the data collection—in the simulation domain, that translates to a large amount of computational resources. An example of a large-scale radar simulation that creates the three-dimensional (3-D) image of a one-story building was reported in reference 1.

One limitation of our current models is that they emphasize the target scattering aspects and mostly ignore other important parameters of the radar system, such as antenna gain, system losses, receiver noise figure, etc. In some cases (far-field scenarios), the models even ignore the propagation (path) losses incurred by the radar waves. Additionally, by design, the electromagnetic (EM) scattering models do not include any external noise or radio frequency (RF) interference (which can actually have a significant impact on the performance of an UWB radar). However, in evaluating the overall radar performance, most of these effects can be accounted for in the post-processing of EM scattering model data.

This study attempts to partially fill this gap, by making the connection between quantities obtained via computer modeling (such as the target scattering parameters) and the more traditional radar system parameters, such as transmitted power and signal-to-noise ratio (SNR). More specifically, we evaluate the required peak transmitted power of the radar, based on the target scattering parameters and the level of SNR required for a specific target detection performance. We apply this method to UWB SAR imaging scenarios, where knowledge of the target response over a large range of frequencies and aspect angles is necessary. It is important to mention that the equations are valid regardless of the method employed in obtaining the target scattering parameters (which can be measurement-based as well as model-based).

The technical note is organized as following: section 2 discusses the theoretical aspects of the radar power calculation based on computer models, section 3 presents a numerical example, and section 4 offers conclusions.
2. Theoretical Calculation of the Radar Transmitted Power

2.1 Narrowband Radar, Far-Field Case

Throughout this study, we make the distinction between near-field and far-field radar-target configurations. While we do not discuss the specific quantitative criteria that separates the two cases (more details can be found in reference 2), we mention that the far-field assumption allows us to use the radar equation (3) for power calculation, whereas in the near-field case, the model on which the classic radar equation is derived, is generally not valid.

In this section, we consider a narrowband radar (with a bandwidth much smaller than the carrier frequency), operating in a far-field, monostatic configuration, with identical transmitter and receiver antennas. A simple form of the radar equation is the following (3):

\[ P_r = \frac{P_t G^2 \lambda^2 \sigma}{(4\pi)^3 R^4}, \]  

where \( P_r \) is the received power, \( P_t \), the peak transmitter power, \( G \) the antenna gain, \( \lambda \) the wavelength of the carrier, \( \sigma \) the radar cross section (RCS) of the target, and \( R \) the radar-target range. Throughout this study, the target is considered stationary.

In the following, we ignore certain factors that usually appear in the radar equation, such as system losses and receiver noise figure (3). We also assume that the detection is performed based on a single transmitted pulse (no pulse integration performed), by comparing the magnitude of a post-detection sample within the range gate of the target with a threshold. The effect of system losses, receiver noise figure, and pulse integration can be accounted for by adding corresponding factors to the radar equation; however, their omission does not change the principle of the method outlined here.

Computer programs that model radar far-field scattering scenarios, such as AFDTD (4), FEKO (5), or Xpatch (6), perform calculations of the complex target scattering parameter \( S \), which links the electric field intensities incident to and scattered by the target (for a more precise definition, see reference 7). The relationship between \( S \) and \( \sigma \) is \( \sigma = 4\pi |S|^2 \).

Throughout this note, we assume that the radar performance is limited by the thermal noise at the receiver antenna (3), so we ignore other sources of noise or interference. The thermal noise is usually modeled as having a constant power spectral density (PSD) in the band of interest, equal to \( k_B T_0 \), where \( k_B \) is Boltzmann’s constant and \( T_0 \) is the temperature. The average power of the noise is then \( k_B T_0 B \), where \( B \) is the receiver noise bandwidth (which we assume equal to the transmitted pulse bandwidth).
Now assume that we require a specific SNR for a desired target detection performance. Then we formulate our problem as following: given the $S$ parameter calculated via the computer model, find the transmitter power $P_t$ in order to obtain the specified SNR. For this, we write the SNR as

$$\text{SNR} = \frac{P_r}{k_B T_0 B} = \frac{P_t G^2 \lambda^2 |S|^2}{(4\pi)^2 R^4 k_B T_0 B}.$$ \hspace{1cm} (2)

From here, we derive

$$P_t = \frac{(4\pi)^2 R^4 k_B T_0 B (\text{SNR})}{G^2 \lambda^2 |S|^2}.$$ \hspace{1cm} (3)

### 2.2 Wideband Radar, Far-Field Case

The calculations in the previous section are valid for a transmitted radar signal with a narrow bandwidth (long duration). Now we consider the case of a wideband pulse, which typically has a short duration. For the present discussion, we assume that the pulse consists of an amplitude-modulated (AM) carrier, and no pulse compression technique (3) is used (the pulse compression case is mentioned briefly at the end of this section). A typical relationship between duration and bandwidth for such a pulse is (3) $\tau \approx 1/B$. In this study, we work with discrete (sampled) signals in both time and frequency domains. The conversion of signals from one domain to the other can be made via discrete Fourier transforms (DFTs), which involve sequences of length $N$ in both domains. Notice that $N$ is also indicative of the number of range resolution cells covered by the receiver time gate (time when the receiver is turned on), as well as the number of samples collected by the receiver during that time (assuming time domain sampling at Nyquist rate [8]).

We further assume that the spectral content of the transmitted pulse is relatively flat over the signal bandwidth. Then, the magnitude of each of the $N$ spectral component equals the transmitted pulse peak power (defined as the average power of the pulse over its duration; this should not be confused with the average transmitted power of the radar, where the average is calculated over a pulse repetition interval). The radar equation can be written separately for each spectral component (indexed by $k$, with $k$ from 1 to $N$) as

$$P_{r,k} = \frac{P_t G^2 \lambda^2 |S_k|^2}{(4\pi)^2 R^4}.$$ \hspace{1cm} (4)

Notice that in equation 4 we used the index $k$ for $G$, $\lambda$, and $S$, to represent the fact that they vary with frequency. However, the value of $P_t$ was considered constant over the bandwidth.

Next we consider the signal at the receiver, which is made of a target-scattered component and an additive noise component. For the former, we call the power of each time-domain sample $p_{r,n}$, and the power of each frequency-domain component $P_{r,k}$, with indexes $n$ and $k$ running from 1 to $N$. For the latter, we call the power of the time-domain samples $w_n$, and the power of
the frequency-domain components \( W_k \). We define the SNR of the received signal as the ratio of the average time-domain target-scattered sample to the average time-domain noise sample. Now, it is reasonable to assume that the target response extends over \( M \) resolution cells, with \( M < N \). Then, we compute the SNR as the average SNR over those \( M \) resolution cells.

Using Parseval’s theorem (8) and the fact that the average power of a time-domain noise sample is \( k_B T_0 B \), we obtain

\[
\text{SNR} = \frac{1}{M} \sum_{n=1}^{M} P_{r,n} = \frac{1}{M} \sum_{n=1}^{N} P_{r,n} = \frac{\sum_{k=1}^{N} P_{r,k}}{N M k B T_0 B}.
\] (5)

In the above equation, we used the following discrete version of Parseval’s theorem:

\[
\sum_{n=1}^{N} P_{r,n} = \frac{1}{N} \sum_{k=1}^{N} P_{r,k},
\] (6)

as well as the fact that the \( p_{r,n} \) samples are zero outside the \( M \) resolution cells that make up the target response. It is very important to emphasize that, in equation 5, we compute the SNR strictly over the spatial extent of the target response—we cannot use the SNR over the entire range swath sensed by the radar (corresponding to \( N \) resolution cells), or the SNR over one particular resolution cell either.

Finally, from equations 4 and 5, we can derive the required transmitted peak power for a given SNR:

\[
P_t = \frac{(4\pi)^2 R^4 k_B T_0 B (\text{SNR}) N M}{\sum_{k=1}^{N} G_k^2 \lambda_k^2 |S_k|^2}.
\] (7)

In general, \( M \) can be computed as

\[
M = \frac{\Delta R}{\delta R} = \frac{2B\Delta R}{c},
\] (8)

where \( \Delta R \) is the target extent in range, and \( \delta R \) is the range resolution. Notice that the case when \( M = N \) corresponds to a frequency-domain sampling of the \( S_k \) sequence at the Nyquist rate (the receiver time gate corresponds directly to the range extent of the target response). An interesting conclusion we draw from equation 7 is that there is no advantage or disadvantage in increasing the width of the receiver time gate (or, equivalently, increasing \( N \)), since both the numerator and the denominator in the expression of the transmitted power increase by a proportional amount (the denominator via the sum from 1 to \( N \)).
The peak power of the transmitted signal can be brought down significantly if a pulse compression scheme is employed (3). For such a pulse, the product between duration \( \tau \) and bandwidth \( B \) (also known as the compression ratio \( [\text{CR}] \)) is much larger than the unity (a typical value would be 100). In this case, the required transmitted peak power is reduced by a factor \( \text{CR} \) :

\[
P_t = \frac{1}{\text{CR}} \sum_{k=1}^{N} G_k^2 \lambda_k^2 |S_k|^2 = \frac{1}{\tau} \sum_{k=1}^{N} G_k^2 \lambda_k^2 |S_k|^2 .
\]  

Notice that the final form of equation 9 is valid in general for any type of pulse, regardless of whether compression is used or not.

### 2.3 Wideband SAR, Far-Field Case

In this section, we consider the model of a SAR imaging scenario, where the EM simulation program computes the \( S \) parameters (or received signal) over a range of frequencies and aspect angles. To be more specific, we consider a circular spotlight SAR data collection geometry (10), where the radar operates monostatically in the far-field. For now, we analyze a two-dimensional (2-D) imaging geometry; a 3-D imaging geometry example is shown in section 3.

The derivation of the transmitted peak power for this case largely follows the procedure in section 2.2, with the difference that we now work with 2-D (sampled) signals, both in spatial (or image) and frequency-angle domains. As shown in reference 10, a 2-D Fourier transform relationship can be established between the signals in the two domains. The EM simulation software computes the received 2-D signals in the frequency-angle domain. The SAR image can then be interpreted as a 2-D inverse Fourier transform of these data samples (details of the numerical calculation of this Fourier transform are not trivial, but are not discussed here).

Without going again through every step as in section 2.2, we mention that the data in the frequency-angle domain are transformed to the image domain, and the image SNR for a desired target detection performance is found. As previously, we emphasize the fact that the SNR is computed as an average of the signal power to the average noise power over the target image extent, which is assumed to comprise \( M_D \) resolution cells in down-range and \( M_C \) resolution cells in cross-range.

By analogy with the one-dimensional case presented in section 2.2, the equation that expresses the total peak power transmitted by the radar to obtain an image with a given SNR is

\[
P_{t\text{total}} = \frac{1}{N} \sum_{k=1}^{N} \left( \sum_{l=1}^{L} |S_{k,l}|^2 \right) G_k^2 \lambda_k^2.
\]  

\[\text{(10)}\]
where \( l \) is the aspect angle index that runs from 1 to \( L \); also, no pulse compression was considered here. The antenna gain \( G \) depends on frequency only for the spotlight SAR mode. However, if we want to adapt this equation to a strip-map data collection geometry (10), we may need to take into account the gain variation with angle as well (if this variation is significant within the angular range employed in the image formation algorithm).

To compute the peak power of one transmitted pulse (or the peak power of the radar), we need to take into account that \( L \) pulses are employed in creating the SAR image. That means the peak power of one individual pulse is \( P_{total} \) divided by \( L \), or

\[
P_t = \left( \frac{4\pi}{2} \right)^2 R^4 k_B T_0 B (\text{SNR}_{image}) N M_{B} M_{C} \frac{1}{\sum_{k=1}^{N} \left( \sum_{l=1}^{L} |S_{k,l}|^2 \right) G_k^2 A_k^2}.
\]

Notice in equation 11 that increasing the number of data collection points along the synthetic aperture (\( L \)) helps to bring down the transmit power for a given image SNR (via increasing the number of terms in the sum from 1 to \( L \) that appears in the denominator), or, equivalently, increases the image SNR for a fixed transmitter power.

### 2.4 Near-Field Case

For a near-field radar scattering scenario, the direct application of the radar equation is not valid any longer, since some of the quantities and concepts used in its derivation only make sense for far-field geometries. Moreover, the equation connecting the transmitted and received radar powers depends strongly on the type of radar antennas, and in most cases, cannot be expressed in analytic form. Even when this connection is evaluated via EM computer models, there is no standardized way of implementing the transmitter and receiver antennas or characterizing the target scattering (by comparison, the \( S \) parameter for the far-field case is a well-defined quantity and does not depend on the evaluation method).

Despite these difficulties, we derive the equation of the peak transmitted power for the case when the near-field radar scenario is simulated with the NAFDTD software (11), and the transmitter and receiver antennas are provided by infinitesimal dipoles. We first consider the narrowband case. According to the theory of this type of antennas (2), we have

\[
P_t = Z_0 \frac{\pi |I_0|^2}{\lambda^2},
\]

\[
P_r = \frac{|E_r|^2}{2Z_0} \frac{3\lambda^2}{8\pi},
\]

where \( Z_0 \) is the free-space impedance, \( I_0 \) is the current moment of the transmitter (2), and \( E_r \) is the electric field at the location of the receiving dipole. The NAFDTD program computes the
target response for an excitation with $I_0 l = 1$; let us call the field at the receiver in this case $E_r^0$. Then, for a general excitation, we have

$$P_i = Z_0 \frac{\pi}{3\lambda^2} \frac{|E_i|^2}{|E_r^0|^2}. \quad (14)$$

At the same time, the SNR can be written as

$$\text{SNR} = \frac{P_i}{k_B T_0 B} = \frac{|E_i|^2 3\lambda^2}{16\pi Z_0 k_B T_0 B}. \quad (15)$$

By extracting $|E_i|^2$ from the last equation and replacing it in equation 14, we obtain

$$P_i = \frac{(4\pi)^2 Z_0^2 k_B T_0 B(\text{SNR})}{9\lambda^4 |E_r^0|^2}. \quad (16)$$

Notice that, as compared to equation 3, this expression does not explicitly contain parameters such as the antenna gain $G$ and the range $R$. This is because, unlike the $S$ parameter (from the far-field case), the $E_r^0$ parameter implicitly contains all the other factors.

Now let us extend the method to an UWB SAR scenario. In this case, we assume that the radar moves along a certain trajectory and measures the target response from $L$ pairs of transmitter-receiver locations. Let us call $E_{r,k,l}$ the field at the receiver computed by the NAFDTD code, for frequency index $k$ and radar location index $l$. Then, by applying arguments similar to those in section 2.3, we obtain

$$P_i = \frac{(4\pi)^2 Z_0^2 k_B T_0 B(\text{SNR}_{\text{image}}) N M_B M_C}{9 \sum_{k=1}^{N} \left( \sum_{l=1}^{L} |E_{r,k,l}^0|^2 \right) \lambda_k^4}. \quad (17)$$

### 3. Numerical Example

In this section, we present a numerical example demonstrating how to estimate the peak power required by a STTW radar system in order to obtain 3-D images of a building with a given SNR metric. The calculations are related to the work in reference 1, where the 3-D images were obtained from simulated radar data. The building has a single floor and contains four stationary human targets (figure 1). For this study, we assume an airborne radar system, placed in the far-field, and collecting data in a circular spotlight mode over certain ranges of azimuth and elevation angles from one side of the building (figure 2). The 3-D image obtained for vertical-
vertical (V-V) polarization is shown in figure 3, where we represent only the output of a constant false alarm rate (CFAR) detector.

![Figure 1](image1.png)

Figure 1. Description of the single-story building used in the 3-D radar image study.

![Figure 2](image2.png)

Figure 2. Schematic representations of the airborne spotlight radar imaging system, showing (a) the radar platform moving in a circular pattern around the building and (b) the synthetic aperture positions (marked as yellow dots) placed on a sphere.
To obtain the image in figure 3, a certain amount of complex-valued white Gaussian noise was added to the data directly in the image domain. The noise average power is taken relative to the maximum intensity voxels (in our case, these can be found along the lower edge of the front wall). By inspecting the image in figure 3 we find that the strongest feature (the lower edge of the front wall) has a power of $-10$ dB, while the weakest feature that we want to detect (the human closest to the front wall) has a power of about $-50$ dB. In a typical detector, the target would need to be about 10 dB above the average noise level in order to pass the detection test, meaning that the noise average power should be $-60$ dB. This gives us a ratio between the maximum intensity voxel and the noise average power of $-50$ dB.

Now, according to the discussion in section 2.3, we recognize that this power ratio (which ultimately determines the radar system performance in detecting the human targets) is not the same quantity as the image SNR used in equation 11. Instead, as an intermediate step, we need to numerically compute the average SNR over all the image voxels, when the image noise average power is $-60$ dB (as determined in the previous paragraph). This calculation yields $\text{SNR}_{\text{image}} = 15$ dB.

Equation 11 can be adapted to a 3-D imaging geometry as follows:
\[ P_i = \frac{(4\pi)^2 R^4 k_B T_0 B_{\text{SNR}_{\text{image}}}}{N M_D M_C M_E} \left[ \sum_{k=1}^{N} \left[ \sum_{l=1}^{L} \sum_{q=1}^{Q} S_{k,l,q} \right]^2 \right] G_k A_k^2, \]  

(18)

where this time the \( S \) parameters are computed over three dimensions (\( q \) indicates the elevation angle index), while \( M_D, M_C \) and \( M_E \) represent the numbers of resolution cells within the image, in down-range, cross-range, and elevation range, respectively. These numbers can be computed according to the following formulas (see reference 1):

\[ M_D = \frac{\Delta DR}{c} \frac{2 B_{\text{eff}}}{c}, \]

(19)

\[ M_C = \frac{\Delta CR}{c} \frac{4 f_0 \sin \Delta \phi_{\text{eff}}}{2}, \]

(20)

\[ M_E = \frac{\Delta ER}{c} \frac{4 f_0 \sin \Delta \theta_{\text{eff}}}{2}. \]

(21)

In these equations, we used the following notations:

- \( \Delta DR \) – the image dimension in down-range (along x-axis)
- \( \Delta CR \) – the image dimension in cross-range (along y-axis)
- \( \Delta ER \) – the image dimension in elevation range (along z-axis)
- \( B_{\text{eff}} \) – the effective bandwidth of the radar data
- \( \Delta \phi_{\text{eff}} \) – the effective azimuth angle range for the radar data
- \( \Delta \theta_{\text{eff}} \) – the effective elevation angle range for the radar data
- \( f_0 \) – the center frequency for the radar data
- \( c \) – the speed of light

In the numerical study performed in reference 1, the following parameters were used:

- \( B = 2.2 \text{ GHz}, f_0 = 1.4 \text{ GHz}, B_{\text{eff}} = 1.1 \text{ GHz}, \Delta \phi_{\text{eff}} = 15^\circ, \Delta \theta_{\text{eff}} = 20^\circ, \Delta DR = 9 \text{ m}, \Delta CR = 12 \text{ m}, \Delta ER = 2.75 \text{ m}, N = 331. \)

Additionally, we assume that \( R = 1 \text{ km} \) and the antenna gain is given by

\[ G(f) = 10^{[f-0.3]/4.4-0.5]}, \]

(22)

where \( f \) is the frequency in GHz. This expression indicates that the antenna gain varies between 5 and 10 dBi in the frequency band of interest, which is typical for a SAR system operating in
the spotlight mode at those frequencies. The total power of the scattering parameters $S$ (added over all three data dimensions) is $6.8 \times 10^6$ square-meters. For the $k_B T_0$ constant we take the usual value of $4 \times 10^{-21}$ J.

After plugging all these parameters in equation 10, we obtain $P_t = 20$ kW. This is an unreasonably high value for the transmitted peak power in an airborne radar system. However, this figure assumes that we do not use any pulse compression technique. As mentioned in section 2.2, if we use pulse compression, the peak power is reduced by a factor proportional to the compression ratio. For instance, for CR = 100, we obtain $P_t = 200$ W, which is a more manageable figure. In fact, most airborne radar systems employ some kind of pulse compression technique in order to keep the peak power to low values. Also, keep in mind that the peak power calculation is very sensitive to the choice of the range $R$; thus, operating the radar at smaller ranges can dramatically reduce the required transmitted power.

One caveat regarding this calculation is the fact that the 3-D images created in reference 1 are not based on the received radar signals, but on the S-parameters. The received signals differ from the S-parameters by a scaling factor that can be easily derived from the radar equation. As long as this scaling factor does not depend on frequency and aspect angle, the two images (obtained from the two sets of data) are simply scaled up/down versions of one another. Since the only way the power of the image voxels appears in the radar peak power expression is through $\text{SNR}_\text{image}$, scaling up or down the image intensity by a factor does not change the final calculation. However, the scaling factor that links the received signals to the S-parameters generally depends on frequency through the antenna gain $G$ and the wavelength $\lambda$; therefore, the SAR images based on the two sets of data may look slightly different, which can, in turn, lead to different values of the peak transmitted power. This issue can be resolved by re-creating the images with a set of corrected S-parameters that account for the variation of $G$ and $\lambda$ with frequency. Nevertheless, we did not pursue this procedure in this study, which is only meant to illustrate the general method for peak power calculation.

### 4. Conclusions

In this note, we derived equations for the radar peak transmitted power as a function of radar system parameters, the target scattering strength and the desired SNR at the output of the radar processing chain. The method was applied to SAR images obtained by UWB radar. The target scattering is characterized by the scattering parameters $S$ (whose magnitude square is equivalent to the target RCS), with this quantity determined separately by computer simulations or measurements. For UWB SAR systems, an important fact is that $S$ depends on both frequency and aspect angle. In sections 2.2 and 2.3 we paid particular attention to the way we define the
SNR that appears in the final equation of the peak power, as well as the number of resolution cells that need to be considered in the calculation.

The theoretical derivations were followed by a numerical example that applies the method to estimate the peak power of an airborne radar that creates the 3-D image of a building. The desired SNR level is based on the requirement that we detect all four human targets inside the building. The large peak power obtained from this calculation for unmodulated pulses underscores the challenges faced by any STTW radar system, where the target signature is severely attenuated by the round-trip through-wall transmission of the radar waves. It also justifies the need to use a pulse compression technique in order to keep the peak transmitter power down.

In this example, we assumed that the radar detection performance is limited by thermal noise. However, in a scenario involving through-the-wall detection of stationary targets, the performance is most likely limited by other factors such as clutter, image sidelobes and multipath propagation, and scattering. Nevertheless, these issues cannot be mitigated by increasing the transmitted power, but instead by the correct choice of imaging geometry and advanced signal processing algorithms.
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