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Abstract

OH Laser Induced Fluorescence (LIF) is used for temperature and absolute OH number density measurements in an atmospheric pressure, near stoichiometric CH₄-air flame generated by a Hencken burner. OH rotational temperature is inferred with excitation scans of both the OH A-X (0,0) and (1,0) bands. OH LIF signal is corrected by considering transition-dependent total radiative decay rate, laser attenuation, and fluorescence trapping. The relative OH concentrations are put on an absolute scale by calibrating the optical collection constant using Rayleigh scattering. The measured absolute OH number density in the flame is compared with laser absorption measurements done at the same locations, showing good agreement and thus demonstrating the efficacy of our calibration approach employing Rayleigh scattering—for a low temperature and pressure, lean, fuel-air mixtures excited by a repetitively pulsed nanosecond (nsec) discharge. Here, a premixed fuel-air flow, initially at T₀=500 K and P=100 torr, is excited by the discharge in a plane-to-plane geometry, operated in burst mode at 10 kHz pulse repetition rate. Burst duration is limited to 50 pulses, to preclude plasma-assisted ignition. The discharge uniformity in air and fuel-air flows is verified using sub-nsec-gated images, employing an intensified charge-coupled device camera. Time-resolved, absolute OH number density, measured after the discharge burst, demonstrates that OH concentration in C₂H₄-air, C₃H₈-air, and CH₄ is highest in the leanest mixtures, while in H₂-air, OH concentration is nearly independent of the equivalence ratio. In C₂H₄-air and C₃H₈-air, unlike in CH₄-air and in H₂-air, transient OH-concentration overshoot after the discharge is detected. In C₂H₄-air and C₃H₈-air, OH decays after the discharge on the time scale of ~0.02-0.1 msec, suggesting little accumulation during the burst of pulses repeated at 10 kHz. In CH₄-air and H₂-air, OH concentration decays within ~0.1-1.0 msec and 0.5-1.0 msec, respectively, showing that it may accumulate during the burst.

The experimental results are compared with kinetic modeling calculations using plasma/fuel chemistry model employing several H₂-air and hydrocarbon-air chemistry mechanisms. Kinetic mechanisms for H₂-air, CH₄-air, and C₂H₄-air developed by A. Konnov provide the best overall agreement with OH measurements. In C₃H₈-air, none of the hydrocarbon chemistry mechanisms agrees well with the data. The results show the need for development of an accurate, predictive low-temperature plasma chemistry/fuel chemistry kinetic model applicable to fuels C₃ and higher.
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OH Laser Induced Fluorescence (LIF) is used for temperature and absolute OH number density measurements in an atmospheric pressure, near stoichiometric CH$_4$-air flame generated by a Hencken burner. OH rotational temperature is inferred with excitation scans of both the OH A-X (0,0) and (1,0) bands. OH LIF signal is corrected by considering transition-dependent total radiative decay rate, laser attenuation, and fluorescence trapping. The relative OH concentrations are put on an absolute scale by calibrating the optical collection constant using Rayleigh scattering. The measured absolute OH number density in the flame is compared with laser absorption measurements done at the same locations, showing good agreement and thus demonstrating the efficacy of our calibration approach employing Rayleigh scattering.

For a low temperature and pressure, lean, fuel-air mixtures excited by a repetitively pulsed nanosecond (nsec) discharge, here, a premixed fuel-air flow, initially at $T_0=500$ K and $P=100$ torr, is excited by the discharge in a plane-to-plane geometry, operated in burst mode at 10 kHz pulse repetition rate. Burst duration is limited to 50 pulses, to preclude plasma-assisted ignition. The discharge uniformity in air and fuel-air flows is verified using sub-nsec-gated images, employing an intensified charge-coupled device camera. Time-resolved, absolute OH number density, measured after the discharge burst, demonstrates that OH concentration in C$_2$H$_4$-air, C$_3$H$_8$-air, and CH$_4$ is highest in the leanest mixtures, while in H$_2$-air, OH concentration is nearly independent of the equivalence ratio. In C$_2$H$_4$-air and C$_3$H$_8$-air, unlike in CH$_4$-air and in H$_2$-air, transient OH-concentration overshoot after the discharge is detected. In C$_2$H$_4$-air and C$_3$H$_8$-air, OH decays after the discharge on the time scale of ~0.02-0.1 msec, suggesting little accumulation during the burst of pulses repeated at 10 kHz. In CH$_4$-air and H$_2$-air, OH concentration decays within ~0.1-1.0 msec and 0.5-1.0 msec, respectively, showing that it may accumulate during the burst. The experimental results are compared with kinetic modeling calculations using plasma / fuel chemistry model employing several H$_2$-air and hydrocarbon-air chemistry mechanisms. Kinetic mechanisms for H$_2$-air, CH$_4$-air, and C$_2$H$_4$-air developed by A. Konnov provide the best overall agreement with OH measurements. In C$_3$H$_8$-air, none of the hydrocarbon chemistry mechanisms agrees well with the data. The results show the need for development of an accurate, predictive low-temperature plasma chemistry / fuel chemistry kinetic model applicable to fuels C3 and higher.
1. Introduction

In recent years, the kinetic mechanism of nonequilibrium plasmas assisted ignition and combustion has been intensively studied through both experiments and kinetic modeling [1-7]. This research has demonstrated that conventional plasma/combustion chemistry falls short in fully capturing experimentally observed phenomena [7] and that either i) new pathways are needed in the combustion mechanism [1, 6] or ii) elementary reaction rates of electron impact processes and reactions involving excited species should be re-examined [2]. The consensus is that experimental data in various fuel-oxidizer mixtures at a wide range of pressures and temperatures are needed for developing a truly predictive plasma/combustion chemistry model. At the core of the kinetic study is the accurate quantification of key parameters found in both plasma and combustion processes, such as temperature and radical species concentration. Non-intrusive laser diagnostics is well suited for this task and is capable of providing both spatially and temporally resolved information.

One of the most important intermediate species in combustion systems is the hydroxyl radical (OH). Various techniques for detection of OH radicals via Laser Induced Fluorescence (LIF) have been developed in the last decade. One of the difficulties in OH LIF is converting relative fluorescence signal into absolute number density. This involves proper signal correction, accurate temperature measurement, and calibration for the efficiency of the signal collection system, which usually needs to be tailored for the specific experimental setup. Laser absorption is traditionally used for obtaining a reference point in combustion systems where OH concentration is abundant and is uniformly distributed, and then OH fluorescence obtained in other conditions can be calibrated by comparing to the LIF signal at the reference point. For plasma assisted combustion at low pressures and low temperatures, however, OH concentration is usually quite low (10$^{13}$ to 10$^{14}$ cm$^{-3}$) [4, 8], and spatially nonuniform regions are usually present in discharge filaments and near the electrode edges [9]. Instead of using absorption measurement, an atmospheric pressure flame generated by a Hencken burner (Technologies for Research) has been demonstrated for calibrating OH signal in plasma assisted combustion [4, 8, 10]. The Hencken burner is designed to generate a near-adiabatic, large and uniform equilibrium burned gas region above its surface and is widely regarded as a reliable source for validating laser diagnostics for temperature and species concentration measurement [11-13]. The idea of using the Hencken burner as a calibration source is that by comparing LIF signals obtained in the plasma and in the Henken flame, with the same laser and collection optical system, one can obtain the OH number density in the plasma based on calculated equilibrium OH concentration in the flame. This approach, however, may introduce significant error in the absolute OH number density in the plasma if i) the measurement location in the flame is not at equilibrium, and/or ii) it is difficult to guarantee the same optical alignment for the flame and for the discharge in a specific experimental setup, as encountered in our high temperature plasma reactor system [4, 7]. Also, calculation of the quantum yield requires accurate collisional rates, which are scarce at intermediate temperatures (below flame temperature). An alternative approach, the use of
Rayleigh scattering, becomes attractive in cases where it is preferred to have in-situ calibration. Rayleigh scattering has been used as a calibration source for OH [14] and CH LIF [15]. It makes possible the use of the same test cell for calibration, and the Rayleigh signal is proportional to the gas number density inside the test cell, in which case one can choose a non-reacting buffer gas (such as N$_2$ or air).

The objective of the current work is twofold: i) measure temperature and OH concentration in a Hencken burner flame and calibrate it with Rayleigh scattering; compare the calibrated OH number density with that from laser absorption measurements, to establish the reliability (uncertainty) of using Rayleigh scattering as a calibration source; ii) measure OH concentration in fuel-air mixtures excited by a nanosecond pulse discharge in a high temperature plasma reactor facility and calibrate it with Rayleigh scattering; compare the absolute OH concentration with kinetic modeling results and validate the plasma/combustion kinetic model.

2. Experimental

For OH LIF calibration measurements performed at AFRL, a 25-mm-square Hencken burner was employed (shown in Fig. 1), using a near-stoichiometric mixture (equivalence ratio of ~0.95) of CH$_4$ (99% purity) and air (compressed). The flow rates were metered with Tylan mass flow controllers, and calibrations for the controllers were confirmed using a Bios Drycal piston-type device. This burner had been modified from the standard model by being constructed without the fuel tubes, and accordingly the burner was operated in a premixed mode. At AFRL, for the combined OH LIF and absorption, an injection seeded Nd:YAG laser (Spectra Physics GCR-170) pumped a tunable dye laser (Lumonics Hyperdyne 300). The dye laser output (near 619 nm) was frequency doubled within an Inrad Autotracker III; the UV beam was separated from the dye beam within an Inrad Prism Harmonic Separator (PHS), attenuated to

![Figure 1: Schematic diagram of the Hencken burner used for OH LIF and laser absorption measurements](downloaded by Igor Adamovich January 9, 2013 | http://arc.aiaa.org | DOI: 10.2514/6.2013-432)
about 1 μJ/pulse, softly focused over the flame using a lens with a focal length of f = 1 m, and scanned across transitions in the A²Σ⁺−X²Π \( (v' = 0, v'' = 0) \) band. Linewidth for the 309-nm beam was ~0.2 cm⁻¹. Beam energies before and after the flame were recorded using Molecron Joulemeters coupled to integrating spheres; the purpose of the integrating sphere is to remove all spatial information from the beam (before being sampled by the Joulemeter). A simple fused silica window used to reflect a portion of the laser beam to the entrance of the reference detector. Joulemeter signals were recorded using a digital oscilloscope (LeCroy Waverunner HRO 64Zi with 12-bit resolution) using a correlated double sampling approach, and relative noise levels between the two signals were as small as 0.03% (though typically ~0.05% for the absorption measurements). OH LIF was imaged synchronously with absorption using a PI-MAX intensified charge coupled device (ICCD) camera having a Superblue photocathode; the intensifier gate signal provided the oscilloscope trigger pulse. The purpose of the LIF measurement was to derive the absorption path length (with each absorption measurement): 

\[ L_{ab}(x = a) = \frac{1}{S_f(x = a)} \int_{-W}^{W} S_f(x) dx. \] (1)

In Eq. (1), \( S_f(x) \) is the LIF signal at location \( x \), \( a \) is the calibration location, and the integration limits \( W \) were chosen to encompass the entire OH profile. For these measurements, the calibration location is the center of the burner, about 12 mm from the burner edge. Since the profile should represent the OH number density (from a specific rotational ground state), main branch transitions could not be used, due to absorption (and the corresponding distortion of the OH profile). Thus, satellite transitions, which suffer minimal distortion from absorption, were employed. It should be noted that the path length varies slightly as a function of probed ground state.

At OSU, OH concentration and rotational temperature were measured by OH LIF in the near stoichiometric CH₄-air flame with the same Hencken burner (shown in Fig. 1) and flow control system as used for the absorption and fluorescence trapping measurements at AFRL. LIF was performed with both OH A-X \( (v' = 0, v'' = 0) \) and \( (v' = 1, v'' = 0) \) excitation schemes. The laser system is similar to that at AFRL. An Nd:YAG (Continuum, Model Powerlite 8010) was used to pump a tunable dye laser (Laser Analytical Systems, Model LDL 20505), the output of which was frequency doubled and separated from the fundamental using an Inrad Autotracker II and a PHS. The UV beam was focused into the burnt-gas region with an f~550 mm lens. The LIF signal sampling volume was about 100 mm away from the laser focal point, to avoid transition saturation. The laser energy was measured by a power meter (Model P09, Scientech) and monitored during the experiment by a photodiode (Model DET210, Thorlabs). To ensure operation in the linear excitation regime, the laser energy was attenuated down to <0.5 μJ/pulse for \( (v' = 0, v'' = 0) \) excitation and <5 μJ/pulse for \( (v' = 1, v'' = 0) \) excitation, by a combination of a half wave plate and a thin film polarizer. LIF was collected by a 60-mm-long, right angle prism and f=300 mm and f=100 mm fused silica lenses in sequence to simulate the limited optical access condition encountered in the high temperature plasma reactor (see Fig. 2). The fluorescence was filtered by UG11 Schott glass and attenuated by a quartz neutral density filter (OD=0.4,
Newport) before it was directed into a photomultiplier tube (PMT). An entrance slit on the PMT housing was used to limit the sampling volume to be about a 3-mm-long region (from x=-1.5 mm to x=1.5 mm as shown in Fig. 1) at the center of the laser beam path across the burner. The entire LIF pulse was integrated and analyzed in real time during the experiment using a programmable digital oscilloscope with 1-GHz bandwidth (LeCroy, WAVEPRO 7100A). In order to obtain absolute OH number density from the relative LIF signal taken in the flame, the Rayleigh scattering signal from a “T” shaped cylindrical calibration quartz cell (with CaF\(_2\) Brewster windows for beam entrance and exit, and a CaF\(_2\) optical window on the cross arm for signal collection) was used to calibrate the optical collection efficiency of the LIF system. For that, the laser line was tuned to 308 nm and the calibration cell was supported right above the Hencken burner, to guarantee the same optical alignment as in LIF measurements. Note that a vertically polarized laser beam was used for both LIF and Rayleigh scattering. It is assumed that polarization has negligible effect on the LIF measurements [16], due to broad-band detection. In the present work, both laser absorption and LIF were measured at two probing locations: the laser beam was directed across i) the center of the burner (y=0 mm) and ii) 5-mm inward from the front edge (y=-7 mm, as shown in Fig. 1); in both cases the laser beam was 25 mm above the burner surface.

For OH LIF measurements in low pressure plasmas, the experimental setup (shown in Fig. 2) is similar to the one used in our previous studies [4, 7]. The discharge cell / plasma flow reactor consists of a 280-mm-long, 22 mm x 10 mm rectangular cross section quartz channel with wall thickness of 1.75 mm. Two plane quartz windows are fused to the ends of the channel at Brewster angle (for ~308 nm), providing optical access in the axial direction. A 60-mm-long, right-angle fused silica prism is placed along the channel to provide optical access from the side. The entire assembly is heated in a tube furnace (Thermcraft, Ltd., with 152-mm-diameter, 254-mm-long heated section), to improve plasma stability. A 1-m-long quartz tube coil inlet preheats
the fuel-air flow to the furnace temperature, which was verified by thermocouple measurements. Two 6-mm-diameter quartz-to-stainless-steel adaptors connect the reactor to the gas delivery system. Two 14 mm x 60 mm rectangular plate copper electrodes, rounded at the edges, are placed on the top and bottom of the quartz channel, as shown in Fig. 1, and held in place by ceramic clamps. A 1.6-mm-thick high-temperature perfluoroelastomer sheet (Kalrez, DuPont) is placed between each electrode and the channel wall, to reduce air gaps and prevent corona discharge outside the cell. In the present work, the electrodes were connected to an FID GmbH FPG 60-100MC4 pulse generator (peak voltage up to 30 kV, pulse duration of 5 nsec, repetition rate up to 100 kHz). The pulser was operated in repetitive burst mode, producing bursts of 50 pulses at a pulse repetition rate of 10 kHz and burst repetition rate of 5 Hz. For laser diagnostics, while the flash lamp of the YAG laser was operated at 10 Hz, Q-switching controlling the laser output was maintained at 5 Hz, to match the burst repetition rate of the pulser and probe OH after each discharge burst.

OH concentration was measured on the channel centerline (about 3-mm-long region) by exciting the R1(4.5) transition (line assignment notation follows that in Ref. [17]) in the OH A-X (0,0) band in lean CH4-, C2H4-, C3H8-, and H2-air mixtures, each at two different equivalence ratios. The purity of the fuels is as follows: 99% for CH4 and C2H4, 99.5% for C3H8, and 99.999% for H2. The compressed air cylinder used is Ultra Zero Grade, with 19.9-21.9% of O2 and <2 ppm H2O. Fuel and air flow rates through the reactor were metered by MKS mass flow controllers (<0.4% error at the experimental flow rates, according to the manufacturer’s specifications). Fuel and air flows are premixed before entering the cell. The flow velocity through the reactor is estimated to be u≈40 cm/sec, which is chosen so that the flow barely moves during one burst (Δt=5 msec) but refreshes the discharge volume (~60 mm) between successive discharge bursts (Δt=200 msec). The low flow velocity also improves flow preheating in the inlet coil and reduces pressure drop across the reactor. Absolute OH concentration is obtained by calibrating the relative OH LIF against Rayleigh scattering collected inside the same test cell at 308 nm. For the specific plasma reactor used in this work, this calibration technique requires no change in optical alignment, therefore mitigating uncertainties encountered with the use of an atmospheric-pressure Hencken burner flame [4, 7]. By comparing with the known OH concentration taken with (0,0) excitation, relative OH signal taken with (1,0) excitation from our previous work (Ref. [7]) can also be put on an absolute scale. The details of OH LIF and calibration technique used in this work are discussed in Section 4.

3. OH Laser Absorption

The total absorbance can be calculated from Beer’s Law:
In Eq. (2), \( T_r \) is the spectral transmittance; \( h \) is the Plank constant; \( \nu \) is the frequency and \( \nu_0 \) the transition line center (cm\(^{-1}\)); \( n_{OH} \) is OH number density (cm\(^{-3}\)); \( f_B \) is the Boltzmann factor for OH molecules in the absorbing state, calculated using the rotational term energies for \( \chi^2 \Pi \) \( v=0 \) state from Coxon [18]; \( b_{lu} = B_{lu} / c \) is the Einstein absorption coefficient (cm\(^2\)J\(^{-1}\)cm\(^{-1}\)), taken from LIFBASE [19]; \( g_a \) is the normalized absorption lineshape and is described by a Voigt function; and \( L_{abs} \) is the total absorption path length from Eq. (1). The limits for spectral integration, \( \pm \Delta \nu \), it is noted, should include the entire lineshape as nearly as possible. Collisional broadening parameters for calculation of the Voigt function are taken from Rea et al. [20,21], but collisional broadening does not have a major impact on the calculated number density, since the collision widths are much smaller than the Doppler width. \( n_{OH} \) is then solved for in an iterative fashion by comparing the calculated and measured total absorbance. The temperature within the Hencken calibration flame is taken to be 2150 K for calculation of the Boltzmann factor and the lineshape parameters.

4. OH LIF and LIF Thermometry

4.1 Basics

When laser excitation rate is low such that the fluorescence scales linearly with the laser energy, the fluorescence signal \( S_f \), can be expressed as follows:

\[
S_f(\nu) = n_{OH} f_B b_{lu} E \phi_s g(\nu, \nu_0, \Delta \nu_L, T, P) \Omega / 4\pi \beta .
\]

In Eq. (3), \( E \) is the laser pulse energy (J); \( \phi_s \) is the fluorescence quantum efficiency (or quantum yield); \( l \) is the path length sampled by the collection optics (cm); \( \Omega \) is the solid angle of detection (sr); and \( \beta \) represents the overall conversion coefficient, which consists of the efficiency of the collection optics and response of the detection system; \( g(\nu, \nu_0, \Delta \nu_L, T, P) \) is the normalized overlap integral (1/cm\(^{-1}\)), in which \( \nu_0 \) is the center of the transition (cm\(^{-1}\)), \( \Delta \nu_L \) is the full width at half maximum (FWHM) of the laser lineshape, and \( T \) and \( P \) are pressure and temperature, respectively. The overlap integral is calculated from the product of normalized laser lineshape \( g_L(\nu, \Delta \nu_L) \) and the absorption lineshape \( g_a(\nu, \nu_0 T, P) \), and has the following form as a function of the laser frequency:
The absorption lineshape is a convolution of Doppler broadening (a function of $T$ and $v_0$) and collisional broadening (a function of $T$ and $P$) lineshapes, i.e., a Voigt lineshape. Without knowing the laser lineshape and its FWHM accurately, evaluation of Eq. (4) may result in significant uncertainty. By performing the excitation scan over an isolated transition, and integrating the fluorescence signal over a wide spectral range, the dependence on the overlap integral is removed (as it integrates to 1, by definition). Eq. (3) then becomes independent of the lineshape and linewidth of laser source and can be rewritten as

$$S_j = n_{OH} f b_{lu} E \phi_j T \frac{\Omega}{4\pi} \beta .$$

In the present work, the laser is scanned across multiple transitions in the OH A-X (0,0) and (1,0) bands for the purpose of LIF thermometry in the Hencken flame. In order to separate transitions that are blended due to broad laser linewidth (as encountered at OSU, $\Delta v_L$ estimated to be about 0.75 cm$^{-1}$ in the UV, from absorption measurement) and properly integrate each transition, the experimental spectrum is least-squares fitted to a Voigt function, which can be described as a linear combination of multiple Voigt lineshapes:

$$S_{Voigt} = \sum_i c_i f B_j(T) b_{lu} g_j (v + \Delta v_j, v, \Delta v_L, T, P) .$$

In Eq. (6), $i$ represent the $i$-th transition in the experimental spectrum, $\Delta v_j$ is the interval between transition centers (usually a certain transition is used as a reference zero point), $c_i$ accounts for laser energy, quantum yield and optical collection constant as shown in Eq. (5), and spectroscopic values are taken from LIFBASE [19]. By using fitted parameters, each transition ($S_{Voigt,i}$) can be integrated separately (from -10 cm$^{-1}$ to 10 cm$^{-1}$ across linecenter in the present work). Note that this also guarantees same integration range for different transitions, regardless how much they are blended with neighboring transitions.

For inferring rotational temperature (assumed in equilibrium with translational temperature) of the OH ground state, spectrally integrated LIF spectra from different transitions are fitted to a Boltzmann expression, by manipulating Eq. (5):

$$\ln \left( \frac{S_j}{\phi_j b_{lu} g_j} \right) = -\frac{E_j}{kT} + \text{const} .$$

In Eq. (7), $E_j$ is the rotational term energy of lower rotational level $J''$ taken from Coxon [18]; $g_j$ is the degeneracy of the $J''$ level (i.e., $2J'' + 1$). It is important to note that in the present work, quantum yield $\phi_j$ is considered rotational-level dependent and is not necessarily the same for different transitions. Therefore, it is not included in the \text{const} term in Eq. (7). For a similar reason, while the least-squares Voigt fit program can be used to infer temperature directly, uncertainties in the quantum yield (part of the term $c_i$ in Eq. (6)) as well as laser linewidth $\Delta v_L$
will introduce significant error in the inferred temperature. Therefore, in the Voigt fit, temperature, quantum yield, and laser linewidth are treated as free parameters to generate a best fit that has the least residual when comparing to the experimental spectrum. The integrated LIF spectrum is then treated with signal corrections concerning quantum yield and fluorescence trapping, as will be discussed in the following sections.

4.2 LIF Signal Correction I: Rotational-level-dependent Quantum Yield

For OH A-X (1,0) excitation, the quantum yield can be derived by integrating the rate equation over the entire LIF pulse, while also taking into account spontaneous emission \( A_I \) and \( A_0 \), electronic quenching \( Q_I \) and \( Q_0 \), and vibrational energy transfer (VET) from \( v'=1 \) to \( v'=0 \) \((V_{10})\):

\[
\phi_j = \frac{\epsilon_I A_I + \epsilon_0 A_0 V_{10} / (A_0 + Q_0)}{V_{10} + A_I + Q_I} .
\]  

In Eq. (8), \( \epsilon_0 \) and \( \epsilon_I \) are the respective signal collection efficiencies for emission from \( v'=0 \) and \( v'=1 \) of the \( A^2\Sigma^+ \) state, which account for differences in fluorescence trapping and spectral sensitivity of the detection system for different transitions. In the absence of VET in the (0,0) excitation scheme (assuming no upwards VET from \( v'=0 \) to \( v'=1 \)), the fluorescence yield is simply

\[
\phi_j = \frac{\epsilon_0 A_0}{A_0 + Q_0} .
\]  

Because \( A_0 \) varies with the excited rotational state, an assumed rotational distribution must be included. The simplest assumption is that fluorescence originates only from the directly pumped state:

\[
A_i = \sum_{j=0}^{\infty} A_{i,j} .
\]  

For example, for \( R_2(6.5) \) excitation in the (0,0) band, \( A_0 \) is obtained by summing all the individual \( (j) \) radiative decay rates \( A_{0,j} \) for transitions originated from \( v'=0 \), \( J'=7.5 \), that include \( P_2(8.5) \), \( Q_2(7.5) \), \( R_2(6.5) \), \( Q_{21}(7.5) \), \( P_{21}(8.5) \) and \( R_{21}(6.5) \). This assumption is clearly erroneous, since rotational energy transfer (RET) rates generally exceed electronic quenching rates. Alternatively, one might assume that RET rates are so high that a thermalized distribution exists among rotational populations in the directly excited vibrational state.

In the case of (1,0) excitation, due to the complicity introduced by VET, we have assumed that the bias VET causes when populating the \( v'=0 \) state is small and the \( v'=0 \) state is thermalized, so that the total radiative decay rate can be evaluated by weighing \( A_i(J') \) with the Boltzmann fraction of the specific \( J' \) level:
\[ A'_J = \sum_{J'} f_B(J') \sum_{j=0}^{\infty} A_{ij}(J') \]  

In Eq. (11), \( f_B(J') \) does not take into account vibrational partition function; it is used as a weighing factor, such that the sum is unity. In this work, the rotational term energies for the vibrational levels in the OH \( A^2\Sigma^+ \) state are taken from Coxon [18]. Quenching and VET rates are calculated based on published data [22], assuming the burnt-gas composition is close to equilibrium.

For the low pressure conditions found in the plasma reactor (about 0.1 atm), the quenching rate is 5-6 times slower than that at room pressure. The assumption that fluorescence comes only from directly excited \( J' \) state is unlikely to apply. In the present work, when treating the LIF signal taken from the plasma reactor, the total radiative decay rate is thus calculated from Eq. (11). Since the detailed gas composition in the probing volume is not measured, it is impractical to use cross sections from literature to calculate quenching and VET rates; furthermore, there is a dearth of collisional data at intermediate temperatures (like those in the plasma reactor). Therefore, certain assumptions must be made in order to evaluate the quantum yield term given by Eqs. (8) and (9). For (1,0) excitation, it should be noted that VET acts to redistribute the A-state population (from \( v'=1 \) to \( v'=0 \)), and Eq. (8) can be simplified with the following two approximations that eliminate the dependence on the VET rate: 1) \( A_0 + Q_0 \approx A_1 + Q_1 \) (which is not unreasonable based on literature quenching rates, see Refs. [16, 22]) and 2) \( \varepsilon_0 A_0 \approx \varepsilon_1 A_1 \) (also not unreasonable, see Ref. [19]). Thus, the quantum yield for (1,0) excitation can be approximated by that for the (0,0) excitation, i.e., Eq. (9). In this work, for LIF in the low pressure discharge cell, the quantum yield is calculated from the measured fluorescence decay time, \( \tau = 1/(A_0+Q_0) \). The quantum yield estimate for (1,0) excitation will be compared with measurements using A-X(0,0) excitation in the discussion section.

4.3 LIF Signal Correction II: Laser Beam Absorption

The overlap integral given by Eq. (4) is derived based on the assumption that the absorbing medium is optically thin. In the atmospheric pressure flame, high OH concentration (~10^{16} cm^{-3}) can cause considerable laser absorption. This effect can be accounted for by implementing Beer’s Law in the expression of the overlap integral, to calculate a modified overlap integral that accounts for the distortion of the laser lineshape (due to absorption) prior to reaching the probe volume:

\[
g'(v, v_0, \Delta v_L, T, P, L) = \int_{-\Delta v}^{+\Delta v} g_a(v^*, v_0, T, P) \cdot T_r(v^*, v_{0,j}, T, P, L) g_{L,0}(v^* - v_L, \Delta v_L) dv^* . \tag{12}
\]
Due to the effect of laser absorption, \( \int_{g'_{-\Delta v}}^{g'_{+\Delta v}} d\nu \) is less than one. Furthermore, since the LIF sampling volume is not small enough to be treated as a point, the absorption correction needs to be averaged over the laser path sampled by the PMT (in this work, over a 3-mm region). The LIF spectrum is then divided by the ratio of \( g'g \) before the Voigt fit.

4.4 LIF Signal Correction III: Fluorescence Trapping

In the atmospheric pressure flame, OH fluorescence can experience considerable trapping along the signal collection path. Similar assumptions used for evaluating the total radiative decay rate can be applied here for estimating the trapping ratio. In cases where only emission from the directly excited \( J' \) state is considered, the total fluorescence transmittance due to trapping is a sum of transmittances of individual transitions, weighted by their Einstein A coefficients:

\[
TR_i = \sum_{j=0}^{\infty} \frac{A_{i,j} TL_{i,j}}{\sum_{j=0}^{\infty} A_{i,j}} .
\]

(13)

where \( TR_i \) is the total fluorescence transmittance for vibrational level \( v'=i \) in the excited electronic state. \( TL_{i,j} \) is the LIF transmittance from the \( j \)-th transition and is calculated by assuming \( g_a \) as the emission manifold, i.e.:

\[
TL_{i,j} = \int_{g'_{-\Delta v}}^{g'_{+\Delta v}} Tr(v^*,v_{0,j},T,P,L) \cdot g_a(v^*,v_{0,j},T,P)dv^* .
\]

(14)

When the thermalization assumption is applied, emission from a certain \( J' \) level is further weighted by its Boltzmann fraction, as in:

\[
TR'_{i} = \sum_{J'} \tilde{f}_B(J') \sum_{j=0}^{\infty} \frac{A_{i,j}(J')TL_{i,j}(J')}{\sum_{j=0}^{\infty} A_{i,j}(J')} .
\]

(15)

Different trapping analyses can be assessed by comparing to trapping measurements done at AFRL, as noted in Section 2.

5. Rayleigh Scattering Calibration
In order to calculate the absolute OH concentration on from Eq. (5), the product of \(l\), \(\Omega\), and \(\beta\) (all related to the optical collection system) is needed and can be determined from Rayleigh scattering as follows:

\[
S_{\text{Rayleigh}} = \frac{\varepsilon_R}{\hbar c\nu_L} \left( \frac{\partial \sigma}{\partial \Omega} \right) l \Omega \beta \cdot (NE) .
\]  

(16)

In Eq. (16), \(\varepsilon_R\) is the collection efficiency of the Rayleigh scattering; \(N=\frac{P}{kT}\) is the gas number density \((\text{cm}^3)\); and \(E\) is the pulse energy used for the Rayleigh scattering measurements. For vertically polarized excitation, while collecting both polarization components, the differential cross section \((\text{cm}^2/\text{sr})\) in terms of index of refraction \((n_0)\) is given by:

\[
\frac{\partial \sigma}{\partial \Omega} = \sigma_0 (1 + \rho_v) = \frac{9\pi^2 \nu^4}{N_0^2} \left( \frac{n_0^2 - 1}{n_0^2 + 2} \right)^2 \frac{3}{3 - 4 \rho_v} (1 + \rho_v) .
\]  

(17)

In Eq. (17), \(N_0\) is the number density for the reference condition at which \(n_0\) (calculated from Bucholtz [23]) is determined. The gas component depolarization ratio \(\rho_v\) is calculated based on the dispersion relations from Bates [24]. At laser wavelength \(\nu_L=308\) nm, the differential Rayleigh cross section is calculated to be \(5.93 \cdot 10^{-27} \text{cm}^2/\text{sr}\) and \(5.86 \cdot 10^{-27} \text{cm}^2/\text{sr}\) for our synthetic air and pure \(\text{N}_2\) respectively. By varying the laser pulse energy, and/or the pressure of a buffer gas (\(\text{N}_2\) or air) inside the calibration cell for the Hencken burner or in the same discharge cell for the plasma reactor, a linear plot of \(S_{\text{Rayleigh}}\) vs. \((NE)\) can be obtained, the slope \((D_{\text{Rayleigh}})\) of which is used to calculate the collection constant, \(l \Omega \beta\), in Eq. (16). The final expression for absolute OH number density \(n_{OH}\) can be found by comparing Eq. (5) and Eq. (16) as follows:

\[
n_{OH} = \frac{4\pi S_f \varepsilon_R \left( \frac{\partial \sigma}{\partial \Omega} \right) }{f \beta b_{lu} E \phi_f D_{\text{Rayleigh}} \hbar c \nu_L} .
\]  

(18)

6. Results and Discussion I: Temperature and OH Number Density in the Hencken Burner Flame

6.1 Laser Absorption and Fluorescence Trapping

OH absorbance was measured over both the \(Q_1(9.5)\) transition (and the \(P_2(9.5)\) satellite transition) and the \(Q_2(6.5)\) transition (and the \(R_{12}(6.5)\) satellite transition), and a sample trace with 13,200 data points is shown in Fig. 3. The sample location was across the center of the burner, 25 mm downstream from the surface. As can be seen, the baseline noise is very low, and thus the detection limit is very good (so good in fact that even the satellite transition could have been used for independent analysis). Of course in this flame, it is expected that OH concentration will be near an adiabatic, equilibrium value. The principal absorption
measurements were done in a single day, with six scans comparable to the one shown. Total integrated absorbance for both main branch transitions was calculated, and then using the derived path length (about 1.9 cm, for an LIF signal at x=0) and an assumed temperature of 2150 K, the number density was calculated using Eq. (2) and the iterative approach described above; it should be noted that both ground states are relatively insensitive to chosen temperature (especially the \(J'=9.5\) state). For the twelve measurements, the derived number density varied by < 2.5% (total), and the average value was 0.918 (± 0.06) \(\times 10^{16}\) cm\(^{-3}\), which is approximately equal to the equilibrium number density at 2170 K. It should be noted that this value was measured on a day with relatively high barometric pressure (751 torr), and the OH number density for days with lower barometric pressure were correspondingly smaller (about 1.5% with \(P_{\text{bar}} = 741\) torr). A single absorption scan was also performed at 5 mm from the front edge of the burner (y= -7 mm), implementing the same process as described above. The OH number density obtained at this location was 0.72 \(\times 10^{16}\) cm\(^{-3}\), which is approximately equal to the equilibrium number density at 2100 K.

Measurements to compare against the fluorescence trapping calculations were also performed. Here, the LIF was measured for different distances from the burner edge (closest to the camera), and OH absorption was measured at y=0 mm (burner center) and y= -7 mm. These measurements were then compared to the OH profile from an LIF line measurement, after rotating the burner by 90 degrees. The \(P_{21}(9.5)\) satellite transition in the (0,0) band was chosen for fluorescence trapping study, as it experiences negligible laser attenuation. By translating the burner along its y-axis (refer to Fig. 1), the probing volume of the laser beam can be varied such that the consequential fluorescence signal experiences different trapping path lengths. In Fig. 4, the measured relative OH signal (red-square symbol) is plotted against laser probing location with regard to burner x-axis (refer to Fig. 1, the front edge is at y= -12 mm, the rear edge is at...
The detailed OH profile was across the same axis as the trapping (y-axis) measurement, obtained using the ICCD camera after the burner was rotated. It is plotted in Fig. 4 (hollow-diamond symbol) on the secondary vertical axis as a reference. Relative fluorescence signal is also calculated by correcting the measured OH profile with corresponding trapping ratios following the discussion in Section 4.4. Two different trapping corrections are applied separately: i) correction 1 is based on the non-thermal assumption, i.e., Eq. (14); ii) correction 2 is based on thermal assumption, i.e., Eq. (15). The temperature used for trapping calculation is assumed to be \( T = 2150 \, \text{K} \), same as in the absorption measurements discussed above. Measured LIF signal is rescaled to match with the OH profile at 5 mm inward of the near edge (i.e., at \( y = -7 \, \text{mm} \)). As can be seen, for this particular transition, both correction methods match well with the measured trapping, with correction 2 predicting slightly less trapping than correction 1. For directly excited \( J' \) levels that reside away from the peak of thermal population distribution in \( v' = 0 \) (\( J' = 6.5 \) at 2150 K), one can expect a larger difference between thermal and non-thermal corrections for trapping.

6.2 OH LIF Signal Correction and Thermometry

OH LIF was measured 25 mm above the Hencken burner surface by both (0,0) and (1,0) excitation schemes. All the experimental results shown in the figures here were taken at the center of the burner (\( y = 0 \, \text{mm} \)) by exciting R-branch transitions in the OH A-X (0,0) band system. Fig. 5 plots the laser transmittance at the transition center (\( v = v_0 \)) along the laser beam.
propagation direction (x-axis of the burner, refer to Fig. 1), calculated by comparing the modified overlap integral \( g' \) (Eq. (12)) with the original \( g \) (Eq. (4)), based on the measured OH concentration profile and at \( T=2150 \) K. The laser linewidth used to calculate the transmittance is 0.75 cm\(^{-1}\), estimated for the LIF system at OSU, but the results are only a weak function of laser linewidth. From Fig. 5, the transmittance difference between \( R_1(4.5) \) and \( R_1(15.5) \) in the (0,0) band is about 9% averaged across the sampling volume (approximately from \( x=-1.5 \) mm to 1.5 mm) when the laser is tuned to the peak of the transition. If not corrected for, this would cause about 3% rise in best fit temperature (about 60 K) in the experimental flame condition. For (1,0)
excitation, laser absorption seems to have negligible effect on temperature inference. By choosing relatively weak excitation transitions (especially in the (1,0) band), one can avoid significant signal correction caused by laser absorption, the uncertainty of which may be carried into temperature inference.

Since an excitation scan was performed in the present work, the laser attenuation correction varies with laser wavelength, as described by Eq. (13). This is shown in Fig. 6, which plots an experimental excitation spectrum (hollow diamond) consists of R$_1$(4.5) and Q$_{21}$(4.5). The dye laser was scanned with 0.0005-nm (at the UV wavelength) steps at 10 shots per step. The median of the 10 shots was taken to represent the signal at that wavelength. This spectrum

Figure 7: A sample LIF excitation spectrum fitted with Voigt profile. The LIF spectrum is taken by scanning the laser across 14 major transitions in the R-branch in the OH A-X (0,0) band in a near adiabatic CH$_4$-air Hencken burner flame, at the burner center (y=0 mm) and 25 mm above the burner surface. It is corrected by laser attenuation during the fitting process.

Figure 8: Temperature inference with Boltzmann fit of integrated LIF spectra from transitions shown in Fig. 7. Only 9 of the 14 transitions are distinguishable from the fit and are integrated separately. The best fit temperature is 2160±61 K with R$^2$=0.9952.
shown here was only corrected by monitored laser energy (measured before the flame). The laser transmittance, i.e., \( g'g \) (averaged over 3-mm-long sampling volume) is plotted in the red solid line. The original spectrum is then divided by the transmittance before it is fitted and integrated, as explained in Section 4.3.

Figure 7 shows an experimental excitation spectrum collected by continuously tuning the dye laser across 14 transitions in the R-branch of OH A-X (0,0) band, many of which are blended into each other due to the broad laser source. A sample of the least-squares Voigt fit is plotted alongside the experimental spectrum. The benefit of the fit, as mentioned in Section 4, is that it enables us to distinguish each transition from the fitting results and integrate them separately. Notice that, \( R_2(10.5) \) and \( R_1(14.5) \) (at about 32585 cm\(^{-1}\)) are too close to each other (\( \Delta v=0.3 \) cm\(^{-1}\)) to be resolved by the laser source. As a result, the fitting results for these two transitions are not reliable, and these transitions are excluded from the fit. Satellite transitions are discarded for the same reason. The remaining 9 transitions (from \( J''=3.5 \) to 15.5) obtained from the Voigt fit in Fig. 7 are integrated and corrected for fluorescence trapping and quantum yield, then fitted to the Boltzmann relation (Eq. (7)) to infer the OH rotational temperature, as shown in Fig. 8. Here Correction 1 (non-thermal assumption) is used to estimate the trapping ratio and the radiative decay rate of transitions originated from \( v'=0 \). The best fit temperature is 2160±61 K, with \( R^2=0.9952 \). Temperatures inferred from OH LIF thermometry with both (0,0) and (1,0) excitation are summarized in Table 1.

### Table 1: Summary of LIF thermometry

<table>
<thead>
<tr>
<th>Excitation</th>
<th>Range of ( J'' )</th>
<th>Location</th>
<th>Correction</th>
<th>( T ) (K)</th>
<th>Error ±(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>2.5-15.5</td>
<td>( y=-7 ) mm</td>
<td>1</td>
<td>2059</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>1922</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>3.5-15.5</td>
<td>( y=0 ) mm</td>
<td>1</td>
<td>2160</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>2113</td>
<td>43</td>
</tr>
<tr>
<td>(1, 0)</td>
<td>2.5-14.5</td>
<td>( y=-7 ) mm</td>
<td>3</td>
<td>1983</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>1892</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>2.5-14.5</td>
<td>( y=0 ) mm</td>
<td>3</td>
<td>2223</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>2118</td>
<td>42</td>
</tr>
</tbody>
</table>

For (1,0) excitation, Correction 3 is based on the assumption that emission from \( v'=1 \) is non-thermal but thermal for \( v'=0 \); Correction 4 is assuming thermalized condition for both \( v'=1 \) and \( v'=0 \). Note that for thermalized corrections (2 and 4), the same trapping transmittances and radiative decay rate are applied to different transitions (no transition dependence). The non-thermal correction has the effect of raising inferred temperature, because low-\( J' \) transitions have larger radiative decay rates than do high-\( J' \) transitions. The trapping correction on the other hand, has an opposite effect. For (0,0) excitation, the calculated trapping transmittance is greater than 80% at the center (at \( y=0 \) mm), and greater than 95% at near the edge (at \( y=-7 \) mm). The relative
difference between low- and high-$J'$ transitions in trapping transmittance is less than 15%, slightly lower than the difference found in the total radiative decay rate; therefore, the overall effect of the non-thermal correction is a higher temperature than with the thermalized correction (see Table 1). Similar comparison can be made for temperatures inferred from (1,0) excitation scheme. However, due to population redistribution by VET, the simple thermal and non-thermal assumptions may introduce systematic error in the calculation of total radiative decay rate (trapping is quite small and varies little among different transitions), and hence in the inferred temperature. In the current work, for the best agreement with absorption measurements, temperatures measured by (0,0) excitation with the non-thermal correction are used for calculating Boltzmann factors. Nonetheless, the differences between temperatures inferred by the two corrections methods are not large.

6.3 Calibration with Rayleigh Scattering

For the Rayleigh scattering measurement, the laser wavelength was tuned to 308 nm and the small calibration quartz cell was mounted above the burner surface such that the laser beam passed through its center. No alignment change was involved in signal collection. The incoming laser beam was vertically polarized, as with the LIF measurements. The effect on laser beam energy and signal collection efficiency due to the inclusion of the calibration cell was experimentally determined to be negligibly small. Laser scattering background was determined by recording PMT signal at various laser energies when the calibration cell was evacuated ($P<1$ torr). By varying the gas pressure and laser energy, a linear relation between Rayleigh signal and the product of gas number density ($N$) and laser energy ($E$) can be derived. Figure 9 shows one
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**Figure 9**: A sample linear fit of Rayleigh scattering signal measured in pure $N_2$ in the calibration vacuum cell placed above the burner vs. the product of $N_2$ number density and laser energy. The slope of the linear fit contains the optical collection constant necessary for calibrating absolute OH concentration.
set of Rayleigh scattering data in pure N\textsubscript{2} at room temperature. The slope of the linear fit is used to calculate collection constant \( \Omega \beta \). Multiple runs in both air and pure N\textsubscript{2} at room temperature were conducted and the average calculated collection constant was used to calibrate the relative OH concentration measured by both (0,0) and (1,0) transitions. The results are summarized in Table 2 and compared with OH number densities obtained from laser absorption measurements. The least temperature sensitive transition (in the range of 2000-2500 K) among all the transitions used in temperature measurement is used to derive number density. The standard deviation of the absolute number density values among all transitions is about \( \pm 5\% \). Note that for signals taken at \( y=\pm 7 \) mm, laser attenuation and modified overlap integral are calculated based on an OH profile at \( y=\pm 7 \) mm across the burner x-axis, taken with the same method used at \( y=0 \) mm. The uncertainty in the OH number density from OH LIF, by taking into account standard deviation of run-to-run, statistical uncertainty in fittings, uncertainty in measured temperature, and other uncertainties from absorption coefficient, Rayleigh cross section, and measured laser energy, is estimated to be \( \pm 15\%-20\% \), with laser energy measurement and standard deviation in the calibration constants measured by Rayleigh scattering being the major sources of uncertainty. For the absorption measurements, the uncertainty in OH concentration is estimated to be better than \( \pm 10\% \).

### Table 2: Summary of Measured Absolute OH Number Density

<table>
<thead>
<tr>
<th>Excitation</th>
<th>Transition</th>
<th>Location</th>
<th>Correction</th>
<th>( N_{OH} ) (( 10^{15} ) cm(^{-3} ))</th>
<th>( N_{OH, absop} ) (( 10^{15} ) cm(^{-3} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0)</td>
<td>( R_2(12.5) )</td>
<td>( y=-7 ) mm</td>
<td>1</td>
<td>7.11</td>
<td>7.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>6.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( R_2(9.5) )</td>
<td>( y=0 ) mm</td>
<td>1</td>
<td>8.64</td>
<td>9.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>8.40</td>
<td></td>
</tr>
<tr>
<td>(1,0)</td>
<td>( R_1(11.5) )</td>
<td>( y=-7 ) mm</td>
<td>3</td>
<td>7.27</td>
<td>7.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>7.42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( R_1(11.5) )</td>
<td>( y=0 ) mm</td>
<td>3</td>
<td>8.93</td>
<td>9.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>8.64</td>
<td></td>
</tr>
</tbody>
</table>

As can be seen in Table 2, by choosing temperature insensitive transitions (near the peak of thermal population distribution in \( v''=0 \)), thermal and non-thermal correction methods yield very similar results. As noted during the discussion of trapping correction, if the excited \( J' \) level is far from the peak of the thermal population distribution in \( v'=0 \) or \( v'=1 \), the difference in trapping correction can be noticeable (e.g., about 10\% higher trapping with thermal correction for \( R_1(15.5) \) in the (0,0) band)). Nevertheless, by taking into account the overall uncertainty (\( \sim 20\%-30\% \)), absolute OH number densities calibrated by Rayleigh scattering agree reasonably well with laser absorption measurements, for all the cases obtained with both (0,0) and (1,0) excitation schemes and corrected by either non-thermal or thermal assumptions for trapping and
total radiative decay rate. It is therefore concluded that Rayleigh scattering can be a valid calibration approach for absolute OH concentration measurement.

7. Results and Discussion II: Absolute OH Concentration Measurements in the Low Pressure Plasma Reactor

7.1 Spatial Uniformity of the Plasma

Plasma uniformity is difficult to quantify but critical for isolating nonequilibrium chemistry effects from thermal heating occurring in filaments and hot spots. The approach used for sustaining diffuse, nearly zero-dimensional nsec pulse discharges in plane-to-plane geometry was discussed in detail in our previous work [9, 25]. Before quantitative OH LIF measurements are performed, plasma uniformity is verified qualitatively by taking images employing an ICCD camera during individual discharge pulses. Time-resolved, broadband, single-shot images taken during a high voltage nsec pulse discharge in air at $T_0 = 500$ K and $P = 50$ torr, using a PI-MAX ICCD camera and a UV lens (Sodern 100-mm f/2.8), are shown in Fig. 10. The camera gate is set at 490 psec and synchronized with the high voltage pulse generator to open during the last pulse in a 10-pulse discharge burst, with $t=0$ representing the beginning of the pulse. The timing of the gate is indicated on the top of each image. The images capture primarily nitrogen second positive band emission, $N_2^3\Pi \rightarrow B^3\Pi$. To isolate plasma emission from the reflections from the
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**Figure 10:** Top: ICCD images of the flow channel without the discharge and with the discharge, taken through the window at the end of the channel. Extracted region corresponds to the channel cross section (22 mm x 10 mm). Bottom: images of the plasma during a single discharge pulse (pulse #10 in the burst) in air at the conditions of Fig. 2, taken through the same window and showing the entire channel cross section. Camera gate 490 psec, timing of the gate is shown on top of each image.
channel walls, images were taken with and without the discharge, and a rectangular region corresponding to the channel cross section (22 mm x 10 mm) was extracted from the original images. From the images in Fig. 10, it is evident that the plasma was generated in the entire volume between the electrodes and remains diffuse and nearly uniform until it decayed completely. Total emission intensity (a sum of intensity counts over all pixels in each ICCD image) decays very rapidly after each discharge pulse, on the time scale of a few nsecs, demonstrating that excited radiating species (mainly N$_2$ C$_3^\Pi$ state) are quenched rapidly. Previous plasma images taken from the side of the test cell via the right angle prism demonstrates similar uniform, volume-filling discharge.

As discussed in our previous work [9], increasing pressure and / or adding H$_2$ or hydrocarbons to the air plasma makes the discharge less uniform and results in formation of well-defined filaments, due to development of ionization – heating instability. This effect is especially well pronounced in hydrocarbon-air mixtures at pressures of ~100 torr and above, although mild preheating to T$_0$=400-500 K reduces the nonuniformity considerably. Fig. 11 shows ICCD images (50-nsec exposure) of discharges in air, H$_2$-air (\(\phi=0.3\)), and C$_2$H$_4$-air (\(\phi=0.3\)) preheated to T$_0$=500 K, taken through the window in the end of the channel. These images illustrate that the plasma remains diffuse and filament-free at these conditions. As in Fig. 10, the images show the entire channel cross section (22 mm x 10 mm). Note, however, that nsec pulse plasma-assisted ignition in CH$_4$-air and C$_2$H$_4$-air mixtures still exhibits a well-defined propagating flame [9], such that near-homogeneous ignition could not be achieved. In the present work, this problem is circumvented by employing short discharge bursts (50 pulses at the pulse repetition rate of \(v=10\) kHz, far less than needed for ignition) and operating in fuel-lean mixtures below the flammability limit, with the main emphasis of measuring OH number density in the plasma prior to ignition. As discussed in Section 2, LIF signal from (0,0) excitation is collected from the region in the center of the plasma approximately 3 mm long, where the plasma is uniform in both side view and front view (taken through the end window) ICCD images. This
eliminates the effect of discharge nonuniformity that may be found near electrode edges at high pressures [9].

7.2 OH Number Density after the Discharge

Temperature in the experimental conditions in the plasma reactor used in the current work has been measured previously with both OH LIF thermometry and CARS measurements [7], demonstrating good agreement between the two methods. Temperatures at the end of the discharge burst, measured by these two techniques, are in the range of T=550-580 K, indicating a modest temperature rise of 50-80 K occurs in the discharge burst, consistent also with kinetic modeling predictions. The temperature after the burst remains essentially unchanged, for up to a 10 msec delay. N$_2$ vibrational temperatures inferred from CARS measurements are quite low, T$_v$≈850 K in air and T$_v$≈600-700 K in fuel-air after a 50-pulse burst, demonstrating that vibrational nonequilibrium is not a significant factor at the present conditions [7]. An average temperature T=570 K is used when calculating Boltzmann factor for LIF signal reduction.

As discussed in Section 4, total decay time 1/(A$_0$+Q$_0$) can be determined from fitting the fluorescence decay with a single exponential fit. Figure 12 shows a sample time-resolved LIF pulse signal (50-shot averaging) taken in H$_2$-air (ϕ=0.03) with R$_1$(4.5) in the (0,0) band. The fluorescence decay about 20 nsec after the initial signal rise is fitted to a single exponential function, with a best fit of τ=12.79±0.1 nsec (R$^2$=0.9969). The quenching rate inferred from the total decay time is 7.68∙10$^7$ sec$^{-1}$ (with A coefficient calculated by thermal assumption for v’=0). The total decay rate remains nearly constant over 1 msec after the discharge burst, as shown in Fig. 13. Fluorescence decay time inferred from (1,0) excitation at the same condition in our previous work [7] is also plotted here. As the case shown in Fig. 13, it is found that the total decay time measured by (1,0) excitation is systematically lower than that from (0,0) excitation in
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**Figure 12:** A sample time-resolved fluorescence signal pulse measured by exciting R$_1$(4.5) in the OH A-X (0,0) band in a ϕ=0.03 H$_2$-air mixture at T$_0$=500 K and P=100 torr, 3 µsec after the gas mixture is excited by a 10 kHz, 50 pulses nanosecond pulse discharge burst. The fluorescence total decay time inferred from the exponential fit is τ=1/(A$_0$+Q$_0$) =12.79±0.1 nsec (R$^2$=0.9969).
all fuel-air mixtures studied in this work. After obtaining the quantum yield, OH signal taken from (0,0) excitation is put on an absolute scale by calibrating against Rayleigh scattering signal, measured in the same plasma reactor at room temperature, using the approach described in Section 6.3. For each fuel, OH concentration at two equivalence ratios (the second and fourth richest cases shown in Figs. 15-17) is measured using the (0,0) excitation scheme and calibrated by Rayleigh scattering. The absolute concentration calibration constant for OH LIF recorded with (1,0) excitation (from ref. [7]) can then be determined, and all of the data points are plotted in Figs. 15-17. The absolute number density inferred from the plasma reactor has an estimated uncertainty of about ±20%.

To obtain insight into kinetics of plasma/chemical fuel oxidation and ignition, we use a kinetic model developed in our previous work [4, 6, 8, 26]. Briefly, the model incorporates nonequilibrium air plasma chemistry [27], expanded to include hydrocarbons and hydrogen dissociation processes in the plasma [26, 28]. In the present work, the plasma chemical reaction set is also expanded to incorporate C₃H₈ dissociation reactions by electronically excited N₂ [29]. The plasma chemistry model is coupled with one of two “conventional” hydrogen-oxygen chemistry mechanisms developed by Popov [28] and Konnov [30], and one of the three hydrocarbon chemistry mechanism: a) GRI Mech 3.0 [31]; b) USC / Wang mechanism [32]; or c) Konnov mechanism [33]. Note that the mechanisms have been developed and validated for relatively high-temperatures, significantly higher than found in the present experiments, and may well be inaccurate at the present conditions. Assessing applicability of these mechanisms, used as a starting point for development of a nonequilibrium plasma assisted combustion mechanism, is one of the objectives of the present work.

Figure 14 plots absolute, time-resolved [OH] measured in lean H₂-air mixtures at T₀=500 K and P=100 torr vs. time delay after a ν=10 kHz, 50-pulse discharge burst, at different
equivalence ratios ($\phi=0.015-0.12$). Rotational temperatures measured by LIF thermometry at the end of the burst (time delay 2 $\mu$sec after the burst) at these conditions are also shown in Fig. 14(circled). It can be seen that peak [OH] after the burst, $(3.0-3.6)\times10^{13}$ cm$^{-3}$, is not sensitive to the equivalence ratio in this range. Also, there is essentially no transient [OH] rise after the burst. The fairly long [OH] decay time, $\sim0.5-1.0$ msec, shows that it accumulates during the 10 kHz burst (time interval between the pulses of 0.1 msec), consistent with our previous results in H$_2$-air at a discharge pulse repetition rate of $\nu=40$ kHz [8]. Temperature measured at the end of the discharge burst by OH LIF thermometry with (1,0) excitation from our previous work [7] (also plotted here) is not very sensitive to the equivalence ratio and delay time after the discharge [7] and remains within the range of $T=540-580$ K (see Fig. 14).

Figure 14 also compares kinetic model predictions with the experimental results, using two different “conventional” H$_2$-air chemistry mechanisms developed by Popov [28] (Fig. 14 (a))

![Figure 14: Comparison of experimental (y-axis on the left) and predicted (y-axis on the right) time-resolved, absolute OH number densities after a $\nu=10$ kHz, 50-pulse discharge burst in H$_2$-air mixtures at $T_0=500$ K, P=100 torr, and different equivalence ratios. Data points for temperatures measured at the end of the burst (time delay 2 $\mu$sec) are circled.

(a) Popov mechanism
(b) Konnov mechanism]
and Konnov [30] (Fig. 14 (b)). Note that the model predictions for [OH] are plotted using the vertical axis on the right-hand side of the figures, while the experimental data are shown using the vertical axis on the left-hand side. As can be seen, the Popov mechanism matches the weak dependence of [OH] on the equivalence ratio (by 50-60%) but consistently overpredicts absolute [OH] and somewhat overpredicts the [OH] decay time at the higher equivalence ratio of ϕ=0.12 (see Fig. 14 (a)). On the other hand, the Konnov mechanism matches absolute [OH] concentration as well as decay time (except at ϕ=0.12) but shows a somewhat greater dependence of peak [OH] on the equivalence ratio than seen in the experimental results. Kinetic sensitivity analysis has shown that the difference between the two mechanisms is almost entirely due to the difference in the rate coefficients of reaction O + OH → H + O₂, k=1.2·10⁻¹¹ cm³/s [28] and k=5.3·10⁻¹¹ cm³/s [30] at T=500 K (while the value suggested in a recent review [34] is k=3.0·10⁻¹¹ cm³/s).

The results in lean CH₄-air mixtures are shown in Fig. 15. Unlike in H₂-air mixtures, peak [OH] after the burst is reduced as the equivalence ratio increased, by about 50% between ϕ=0.03 and ϕ=0.24. Like found with H₂-air mixtures, almost no transient [OH] increase is observed, except for a modest rise at ϕ=0.24. The [OH] decay time in CH₄-air is somewhat shorter than in H₂-air, ranging from ~1 msec at ϕ=0.03 to ~0.2 msec at ϕ=0.24. Again, this suggests fairly significant OH accumulation during the discharge burst at the pulse repetition rate of ν=10 kHz. At the higher equivalence ratio, ϕ=0.24, a modest transient [OH] overshoot after the burst is apparent. [OH] after the discharge burst predicted by two “conventional” hydrocarbon-air chemistry mechanisms, GRI 3.0 [31] and USC / Wang [32], are relatively close to each other (see Fig. 15 (a,b)), both exceeding peak measured [OH] by 60-100%. Both mechanisms reproduce weak transient [OH] rise in higher equivalence ratio mixtures, with Wang mechanism showing better agreement with [OH] decay after the burst. The Konnov mechanism, on the other hand, matches absolute [OH], the weak transient rise, and the [OH] decay relatively well (see Fig. 15 (c)). Comparison with the modeling calculations shows clearly that both peak [OH] and decay time reduction at higher equivalence ratios are primarily due to increase in net rate of radical removal via fuel oxidation reactions, since coupled discharge pulse energy and the net rate of radical generation are nearly independent of the equivalence ratio.

Figure 16 plots the results in lean C₂H₄-air mixtures. It can be seen that in the entire range of equivalence ratios, [OH] after the burst first increases, by up to 60%, before eventually decaying. Similar to the results in CH₄-air mixtures, increasing the equivalence ratio reduces peak transient [OH] after the burst by approximately a factor of 2, from ≈2·10¹³ cm⁻³ at ϕ=0.05 to ≈1·10¹³ cm⁻³ at ϕ=0.36 (see Fig. 16). Finally, [OH] decay time is much shorter than in H₂-air and CH₄-air and is reduced considerably as the equivalence ratio is increased, from ~0.1 msec at ϕ=0.05 to ~0.03 msec at ϕ=0.36. This shows that no significant OH accumulation occurs during the discharge burst, since [OH] decay time is comparable with time delay between the pulses in a 10 kHz burst. Again, these trends (both peak [OH] and decay time reduction) are due to more rapid net rate of radical removal via fuel oxidation reactions at the higher equivalence ratio. As can be seen, GRI 3.0 mechanism overpredicts both peak [OH] and decay time, by a factor of 3-4.
The USC / Wang mechanism performs noticeably better, although peak [OH] and decay time are still underpredicted by about a factor of 2 (except at higher equivalence ratio, \( \phi = 0.36 \), where the model underpredicts the decay time by about a factor of 4). Finally, the Konnov mechanism reproduces both peak [OH] and its decay in very lean mixtures well, although the agreement is not as good as the equivalence ratio is increased.

Based on the comparison of the present experimental results with kinetic modeling, the Konnov mechanisms for \( \text{H}_2 \)-air, \( \text{CH}_4 \)-air, and \( \text{C}_2 \text{H}_4 \)-air show better overall agreement with our measurements, compared to the Popov, GRI 3.0, and USC / Wang mechanisms. Note that kinetic modeling shows that significant transient [OH] rise after the burst, observed in \( \text{C}_2 \text{H}_4 \)-air, is not due to chain branching processes, which remain insignificant at these low temperatures. In fact, it is produced primarily by O and H atoms generated by electron impact and by quenching of electronically excited nitrogen during and immediately after the last pulse in the burst (within ~ 1 \( \mu \text{sec} \) [10]).

The experimental results in \( \text{C}_3 \text{H}_8 \)-air are very similar to those in \( \text{C}_2 \text{H}_4 \)-air (compare Fig. 16 and Fig. 17). In both fuel-air mixtures, peak [OH] is reduced as the equivalence ratio is increased, exhibiting a transient rise after the burst, and the [OH] decay rates in these two fuel-air mixtures are similar. However, kinetic modeling significantly overpredicts peak [OH] (by a factor of 3 for GRI 3.0, a factor of 6 for USC / Wang, and a factor of 2 for Konnov). Also, [OH] decay time is overpredicted considerably by all three mechanisms, and the significant transient rise in the lean mixture (\( \phi = 0.04 \)) is not reproduced by any of them. In particular, predictions from the Konnov mechanism, which performs relatively well in \( \text{H}_2 \)-air, \( \text{CH}_4 \)-air, and \( \text{C}_2 \text{H}_4 \)-air, are at variance with the experimental results in \( \text{C}_3 \text{H}_8 \)-air.

We believe that these differences are primarily due to uncertainties in “conventional” \( \text{C}_3 \) chemical reaction pathways and rates. Indeed, the fuel fraction in the leanest \( \text{C}_3 \text{H}_8 \)-air mixture tested (\( \phi = 0.04 \)) is only 0.18%, suggesting that dominant plasma chemical radical generation processes occur during electron impact excitation and quenching of excited \( \text{N}_2 \) and \( \text{O}_2 \), within ~ 1 \( \mu \text{sec} \) after the burst. Kinetics of these processes appear to be captured by the present plasma chemical model (using Konnov mechanism) relatively well, since the model predictions in very lean \( \text{H}_2 \)-air, \( \text{CH}_4 \)-air, and \( \text{C}_2 \text{H}_4 \)-air are close to the experiment values. Thus, the present data show the need for development of an accurate, predictive plasma chemistry / fuel chemistry kinetic model that would be applicable to fuels \( \text{C}_3 \) and higher. Also, tracing the cause of the differences between different fuel-air kinetic mechanisms to individual species and reactions requires detailed sensitivity analysis, which will be undertaken in our future work.
Figure 15: Comparison of experimental (y-axis on the left) and predicted (y-axis on the right) time-resolved, absolute OH number densities after a ν=10 kHz, 50-pulse discharge burst in CH₄-air mixtures at Tₒ=500 K, P=100 torr, and different equivalence ratios. Data points for temperatures measured at the end of the burst (time delay 2 μsec) are circled.

(a) GRI 3.0 mechanism
(b) USC / Wang mechanism
(c) Konnov mechanism
Figure 16: Comparison of experimental and predicted time-resolved, absolute OH number densities after a ν=10 kHz, 50-pulse discharge burst in C₂H₄-air mixtures at T₀=500 K, P=100 torr, and different equivalence ratios. Data points for temperatures measured at the end of the burst (time delay 2 µsec) are circled.

(a) GRI 3.0 mechanism
(b) USC / Wang mechanism
(c) Konnov mechanism
Figure 17: Comparison of experimental and predicted time-resolved, absolute OH number densities after a ν=10 kHz, 50-pulse discharge burst in C₃H₈-air mixtures at T₀=500 K, P=100 torr, and different equivalence ratios. Data points for temperatures measured at the end of the burst (time delay 2 μsec) are circled.

(a) GRI 3.0 mechanism
(b) USC / Wang mechanism
(c) Konnov mechanism
8. Summary

In the present work, OH Laser Induced Fluorescence (LIF) is used to measure temperature and OH concentration in an atmospheric, near-stoichiometric CH$_4$-air flame generated by a Hencken burner. OH rotational temperature is inferred both with excitation transitions of the OH $A^2\Sigma^+ - X^2\Pi$ ($v'$=0, $v''$=0) band and the ($v'$=1, $v''$=0) band. OH LIF signal is corrected by considering transition-dependent total radiative decay rate, fluorescence trapping, and the effect of laser absorption on the overlap integral. The relative OH concentrations are put on an absolute scale by calibrating the optical collection constant using Rayleigh scattering. The absolute OH number density in the flame (with calibration through Rayleigh scattering) is compared with laser absorption measurements done at the same location. Overall, the OH number density calibrated by Rayleigh scattering demonstrates good agreement with absorption measurements both at the center and near the edge of the flame. The OH thermometry values are roughly in accord with values expected for this burner (close to an adiabatic equilibrium value), but it is emphasized that the high OH concentrations that make OH absorption easy to implement also complicate the use of LIF thermometry in particular, requiring the corrections noted above.

Time-resolved absolute OH number density measurements are also performed in fuel-air mixtures in a nanosecond (nsec) pulse discharge cell / plasma flow reactor. Relative OH concentrations are put on an absolute scale by calibrating using Rayleigh scattering. The premixed fuel-air flow in the reactor is excited by a repetitive nsec pulse discharge in a plane-to-plane geometry, operated at a high pulse repetition rate, $\nu$=10 kHz. The experiments are conducted in lean, slowly flowing H$_2$-air, CH$_4$-air, C$_2$H$_4$-air, and C$_3$H$_8$-air mixtures preheated to $T_0$=500 K in a tube furnace, at a pressure of $P$=100 torr. In the present measurements, the discharge burst duration is limited to 50 pulses, insufficient to produce plasma-assisted ignition. The discharge uniformity in air and fuel-air flows has been verified using sub-nsec-gated images from an intensified camera demonstrating that diffuse, homogeneous plasma is sustained in the entire range of operating conditions.

The measured, time-resolved, absolute OH number densities demonstrate that OH generated in C$_2$H$_4$-air and C$_3$H$_8$-air mixtures is highest in very lean mixtures and is reduced by about a factor of 2 as the equivalence ratio is increased by a factor of 8, from $\phi$=0.05 to 0.36 for C$_2$H$_4$-air mixture and from $\phi$=0.04 to 0.32 for C$_3$H$_8$-air mixture. In these two fuels, transient OH overshoot after the discharge burst, by up to a factor of 2, is detected. No significant overshoot is observed in CH$_4$-air and in H$_2$-air mixtures, however. In CH$_4$-air mixtures, OH concentration is also reduced as the equivalence ratio is reduced, but in H$_2$-air mixtures, OH concentration after the burst is nearly independent of the equivalence ratio. OH decay rate after the burst in C$_2$H$_4$-air and C$_3$H$_8$-air occurs on the time scale of ~0.02-0.1 msec, suggesting little accumulation during the burst of pulses. In CH$_4$-air and H$_2$-air, the OH decays within ~0.1-1.0 msec and ~0.5-1.0 msec, respectively, suggesting significant OH accumulation in lean mixtures during the burst.

The experimental results are compared with kinetic modeling calculations using a plasma / fuel chemistry model employing several different “conventional” H$_2$-air and hydrocarbon-air...
chemistry mechanisms. Based on this comparison, kinetic mechanisms for H$_2$-air, CH$_4$-air, and C$_2$H$_4$-air developed by A. Konnov show better overall agreement with the experimental results, compared to H$_2$-air mechanism developed by Popov, as well as GRI 3.0 and USC / Wang mechanisms. In C$_3$H$_8$-air, none of the hydrocarbon chemistry mechanisms tested agrees well with the data. The present results show the need for development of an accurate, predictive low-temperature plasma chemistry / fuel chemistry kinetic model applicable to fuels C$_3$ and higher.
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