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Semantic Interoperability Framework
(RTO-MP-1ST-097)

Executive Summary

INTRODUCTION

Information superiority is one of the primary issues for NATO Network Enabled Capability (NNEC). It builds
on the idea of a common information space where all participating elements and organizations have the
opportunity to supply and retrieve information according to their particular roles in the operation. Future
C41 systems must be capable of accessing, ‘understanding’, and utilizing the information content within
this space. Information must be conveyed in a secure and trusted way. This includes the idea that the
meaning of the information and the purpose of the information exchange are understood and interpreted
identically everywhere and at all times. This level of understanding between all elements participating
in joint/combined operations requires a broad attention to the context of information and the concepts
contained within the information. True understanding of the concepts within the information can be equated
to understanding the semantics of the information.

The vital need for Semantic Interoperability has been repeatedly recognized and some related projects
have been set up but, on one hand, further research is still required and, on the other hand, Semantic
Interoperability still needs dissemination and must be brought to the attention of decision makers at all
decision levels.

WORKSHOP

The RTG IST-094 on “Semantic Interoperability”, which organized the 1.5 day Workshop subsequent to the
Symposium on “Domain-Based and Semantic Interoperability”, has developed a Framework (Semantic
Interoperability Logical Framework — SILF) that supports the mediation of information exchanged between
heterogeneous C2 systems and guarantees that this information aligns to the semantic concepts of the target
system and the context of the task. The RTG presented the architectural concepts of SILF, the mediation
functionality as well as a concept for a centralized repository that provides the mediation resources.

Two prototypes implemented by two companies were demonstrated and provided the first proof of
concept for SILF.

In three parallel tracks the interested community discussed the concepts and several useful suggestions for
both technical improvements and for operational premises (e.g., use cases) necessary for a deployment of
a mediation solution were presented.

RTO-MP-IST-097 ES-1



Cadre d’interopérabilité semantique
(RTO-MP-I1ST-097)

Synthese

INTRODUCTION

La supériorité en matiére d’information constitue une des questions majeures pour la Capacité en réseau de
I’OTAN (NNEC). Elle s’appuie sur le concept d’un espace d’information commun ou toutes les parties et
organisations participantes ont la possibilité de fournir et de retirer des informations en fonction de leurs
roles particuliers dans I’opération. Les futurs systemes C4l1 doivent étre capables d’atteindre, de < comprendre >,
et d’utiliser le contenu des informations situées dans cet espace. Les informations doivent étre transmises par
un moyen sar et sécurisé. Cela suppose que la signification des informations et I’objectif de I’échange
d’informations sont compris et interprétés de maniere identique, en tout lieu et a tout moment. Ce niveau de
compréhension entre tous les membres participants engagés dans des opérations interarmées/multinationales
nécessite qu’on accorde un maximum d’attention au contexte des informations et aux concepts inclus dans
les informations. Une réelle compréhension de ces concepts peut étre assimilée a une compréhension de la
sémantique de I’information.

La nécessité vitale d’interopérabilité sémantique a été reconnue a maintes reprises et quelques projets de
référence ont été créés mais d’une part, des recherches approfondies s’avérent nécessaires et d’autre part,
le concept d’interopérabilité sémantique a encore besoin d’étre répandu et doit notamment étre porté a la
connaissance des décideurs a tous les niveaux de prise de décision.

ATELIER

Le RTG IST-094 sur « L’interopérabilité sémantique », qui a organisé I’atelier sur un jour et demi a la suite
du symposium relatif & « L’interopérabilité sémantique et basée sur les domaines », a développé un cadre
(Cadre Logique d’Interopérabilité Sémantique — CLIS) qui soutient la médiation d’informations échangées
entre les systémes hétérogénes C2 et qui garantit que ces informations s’alignent sur les concepts sémantiques
du systéme cible et sur le contexte de la mission. Le RTG a présenté les concepts architecturaux du CLIS,
la fonctionnalité de la médiation ainsi qu’un concept de référentiel centralisé qui fournit les ressources de la
médiation.

La démonstration de deux prototypes mis au point par deux sociétés a été effectuée et a fourni la premiére
validation du concept de CLIS.

La communauté concernée a discuté des concepts en suivant trois pistes paralléles, et plusieurs
suggestions ont été présentées, concernant a la fois les améliorations techniques et les locaux opérationnels
(cas d’utilisation) nécessaires au déploiement d’une solution de médiation.
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Uninterpreted Semi-Automatic Schema Matching 
Approach Using Inter-Attribute Dependencies 


Boris Rabinovich, Mark Last

borisrabin@gmail.com / mlast@bgu.ac.il

Abstract 

Schema matching is aimed at identifying semantic correspondences between elements of two database schemas. It is one of the key challenges in many database applications such as data integration and data warehousing. Before any data can be integrated, table columns in the two databases should be matched. It is a strenuous and time consuming process. To cope with this problem, many automated/semi-automated solutions have been proposed. Most of the existing solutions mainly rely on textual similarity of the data to be matched. While these approaches are valuable in many cases, they are not enough, and there exist instances of the schema matching problem for which they do not even apply. Such problem instances typically arise when the column names in the schemas and the data in the columns are opaque or difficult to interpret. Our research scope is focused on the uninterpreted matching. In this paper, we propose a five-step schema matching technique. In the first step, we find dependencies between attributes in each table. In the second step, we compute pairwise mutual information between dependent attributes only and construct a dependency graph using the mutual information as weights on arcs between attributes. In the third step, if the number of attributes in each table is different we add dummy nodes in order to complete to the same number of attributes. In the fourth stage, we find matching node pairs in the dependency graphs by running a graph-matching algorithm. In the fifth stage, we remove all attributes which are mapped to the dummies and present the results to the user. We validate our approach with experiments which show that this approach can be a useful addition to a set of existing automatic/semi- automatic schema matching techniques.

1.0
Introduction


Manual solutions to schema matching problems produce errors, limit the scalability of matching, and often are too slow to satisfy the requirement of quick information integration. Automatic and semi-automatic schema matching techniques have been recognized to play a central role in several database applications like schema integration, data warehousing, etc.

The instance-based schema matching approach [2] identifies the semantic correspondence of schema attributes by the analysis of instance data without any schema-level information. Therefore, a deep insight into the content of schema elements such as data range, data domain and statistics is very helpful for uncovering the semantic correspondence. Traditional instance-based matching is not always successful. Instance-based mapping often fails due to its inability to distinguish different columns over the same data domain and, similarly, its inability to find matching columns over different encodings of logically similar domains. For example, “Employee ID” and “Customer ID” columns in a table are unlikely to be distinguished if both the columns are of numeric data types and the ranges of the IDs are identical. However, if one company uses numeric values for the “Employee ID” while the other company uses a formatted text for what is logically the same column, the traditional instance-based approach will fail to identify the correspondence between the two “Employee ID” columns. The technique proposed in this paper is also instance-based, but it is important to emphasize that rather than outperforming existing techniques it applies to cases where other techniques fail. Therefore this approach can be a useful addition to a set of existing automatic/semi- automatic schema matching techniques.  


In order to demonstrate the limitations of existing techniques, consider the example in Figure 1, which shows two schemas, (a) and (b).  Assume that these schemas belong to two different automotive companies or two different divisions in the same company. Imagine that the column names of Table (b) and the data values in columns B and C have some specific semantics that is comprehensible only to someone with access to the semantic description or the specific knowledge. Therefore this semantics will not be utilized by existing schema matching tools. Conventional instance-based schema matching tools may be able to find correspondences between attribute values "Model" and "A" due to syntactic or lexical similarities between the values in the "Model" and the "A" columns. However, no structural match can be found in schema (a) for the columns "A" and "B" in schema (b) because these columns cannot be interpreted and both of them have the same statistical characteristics such as the number of distinct values and the frequency distribution.
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Figure 1: Two schemas, (a) and (b), from an automotive database.


In order to handle these situations the proposed technique uses the inter-attribute dependencies in each table. For example in Table (a) if car's type is determined by its model then there would be some degree of dependency between Model and Type attributes. In contrast, there could be very little dependency between the Model and the Colour attributes. Additionally by computing dependencies between attributes A and B and attributes A and C, in Table (b), we can compare them with the dependencies computed in Table (a) and to infer appropriate correspondences between these two tables.


As shown by the example above, no data interpretation is necessary even if the encoding done between two tables is different. Schema matching techniques, which do not depend on column names and values interpretation, are called uninterpreted matching techniques and they are the focus of this paper. A formal definition is provided below.


Definition 1.1 Interpreted vs. Un-interpreted Matching [9],[11]: " Let [image: image4.png]M1 = match{ R(ry,7s,..,7,),5(51,52,..,5m) )
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 is an arbitrary one-to-one function applied to the values of columns [image: image20.png]



 in the target schema. We call the given matching algorithm, match, an un-interpreted matching algorithm if and only if the two match results [image: image22.png]M1
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. Conversely, it is called an interpreted matching if the two results are different".

Another useful definition is the difference between matching that considers data elements as individual ones or with relation to other data elements. 

Definition 1.2 Elements vs. Structure matching [29]: Element matching can be performed for individual schema elements such as attributes.  On the other hand, structure matching takes into account combinations of elements, such as complex schema structures.


The primary contributions of this paper are:


· We introduce a five-step uninterpreted structure matching technique that uses Bayesian Network in order to find dependent discrete attributes in each table and Pearson's correlation in order to find dependent continuous attributes in each table.


· Expanding the one-to-one mapping algorithm ([1, 1]-[1, 1]) in order to handle Onto schema matching ([0, 1]-[1, 1]).  It means that each attribute in table 1 has a unique match in table 2 while each attribute in table 2 either has a unique match in table 2 or remains unmatched.  In other words, enable schema matching between tables with a different number of attributes.


· Demonstrate the computational effectiveness of the proposed approach in an experimental study, where we compare our results to Kang and Naughton [9] [11] . 


The rest of this paper is organized as follows: Section 2 covers the related work. Section 3 describes proposed approach. Section 4 presents initial results. Section 5 concludes the paper.


2.0
Related work


Schema matching can be applied to different data representations, whether they are relational, object oriented, or XML based. Many different methods for matching database schema elements have been proposed (see reviews in [15] , [29] and [30]).  The limited success of the existing methods shows that the problem is not yet completely solved.  Most of these techniques rely on data interpretation and therefore are not applicable to the uninterpreted matching domain.


Column dependency approach. Kang and Naughton [9] ,[11] proposed two-step schema matching algorithm using inter-attribute dependencies. In the first step, they measure dependencies by calculating mutual information between all attributes. In the second step, they find matching node pairs in the dependency graphs by running a graph matching algorithm. In the first article [9], they execute graph matching using naïve exhaustive search, which is impractical for schemas with large number of attributes. In the second article [11],  they proposed several heuristic algorithms but the sub-problem they discuss is schema matching between tables with the same number of attributes where each attribute in table 1 has a unique match in table 2 and vice versa. Another disadvantage is that they calculate mutual information between the Cartesian product of all attributes.

Machine learning approach. Some techniques employ machine learning. Li and Clifton proposed a neural network-based schema matching prototype called SemInt [13],[14].  Its input: metadata (schema information and data content statistics). The Self-Organizing Map algorithm is used to cluster attributes into categories in a single database (A).  The resulting cluster centroids are used to train the neural network algorithm. The trained network can compute the similarity between each attribute of another database (B) and each category of the original database (A). Yang, et al [1] propose another neural based algorithm. Their schema matching algorithm is based on data content, which has two-step process. The first step is, training a set of neural networks for calculating candidate matching pairs. The second step is, applying a rule-based algorithm to filter the candidate pairs and get correct matching result. The back-propagation neural network, which can learn and store a mass of mappings between input and output, is very suitable for schema matching in heterogeneous database integration.


Berlin and Motro proposed the Automatch, a technique based on machine learning with feature selection [5]. It acquires probabilistic knowledge from examples, which have been provided by domain experts. This knowledge is stored in a knowledge base called the attribute dictionary. Attribute dictionary characterizes different attributes by means of their possible values and the probability estimates of these values. An attribute such as Customer Name could assume thousands of values, thus imposing considerable space and processing requirements. For the optimal selection of attribute dictionary, they are using feature selection strategies (Mutual Information, Information Gain, and Likelihood Ratio) in order to keep only the relevant features. 


Holistic schema-matching approach. Sinha et al.[6] introduced a holistic schema-matching technique for discovering complex matches. The holistic approach to improve the effectiveness of schema matching integrates and generalizes techniques based on structural and syntactic comparisons, as well as probability distribution and mutual information. Multiple aspects are integrated using a weighted average.


Clio system. Miller et al. introduced Clio [4] that creates a mapping between two input schemas in an interactive fashion using the user feedback. Creation of mappings between heterogeneous schemas and use them later for the data exchange. The mapping algorithm first use algorithm for finding natural associations within a schema. Afterward use another algorithm that given a set of correspondences and set of association, between source and target schemas, creates the schema mappings. Clio uses algorithm for discovering queries over the source, queries over the target, and a precise specification of their relationship. Clio uses schema mapping queries in order to capture the relationship between data in two heterogeneous schemas.


Hernandez, et al.  [12] proposed  semi-automatic schema integration system which is built in conjunction with Clio, a schema mapping system that produces a mapping relationship between a source and a target schema, based on a set of correspondences between their attributes. Their system is constructed using three main steps. In the first step, each source schema is converted into the corresponding concept hierarchy. In the second step, matching concepts in different hierarchies are identified, based on correspondences between their attributes. The final step of the integration methodology is to interactively assist the user in choosing the final target schema. The users can browse and search through the generated schemas based on several criteria. Furthermore, the users can enter constraints on the merging process itself, based on their domain knowledge, as well as the integrated schemas they have already seen. For instance, the users may specify that two or more source concepts should never appear merged in the integrated schema.


Naïve Bayes approach. Nuhmann, et al. [16] introduced method which is using Naive Bayes classification techniques based on domain-independent feature selection. For numerical data, they use a quantile-based classification method, discovering characteristic distributions of the data. Determining the similarity of two vectors, provides possibility to classify attributes using signatures, and hence, make suggestions about which attributes might correspond to each other: a strong similarity between the two signatures suggests a correspondence. 


Cluster and match approach. Another interesting approach proposed by Chua, et al. [7]. This method examines the schema and attributes values to identify appropriate functions for measuring correspondence between the attribute groups. The correspondence scores are then used to identify matching attribute groups. One-to-one matching between attribute groups is established to avoid inferring redundant attributes. By applying the proposed method, the database integration specialist plays a supporting role for attribute identification, mainly in validating the results of each step. In the first step, attributes are classified into domain classes and combined to make attribute groups. In the second step, the correspondence scores of candidate pairs of attribute groups for integration are then measured. In the last step, based on the correspondence scores, the process matches attribute groups for integration.

Quickmig tool.  Drumm, et al. [10] developed Quickmig tool , which  uses integrated  approach for schema matching and mapping discovery to support migration and transformation of data between heterogeneous sources. QuickMig employs several techniques to identify mapping expressions and complex matches. First, sample instance data makes it possible to identify string split and concatenation using simple string comparison. Second, sample instance data combined with domain knowledge, such as standard formats and structures for modelling date, time, address, phone, fax data, enables the detection of complex matches between these formats and structures. Finally, mapping categories are associated with these correspondences. These mapping categories can be used to create parts of the necessary mapping expressions automatically or at least to provide a mapping expression template that can easily be completed by a developer.

Ontological approach. Another interesting approach is using ontological methods for schema matching. Xue, et al. [8],[19] proposed instance-based domain ontological  method which discovers semantic correspondences between schema elements. The main idea is using the schemas and data instances of the information repositories to discover semantic correspondences between the schema elements and build a domain ontological view. A hierarchical clustering technique is applied to the data instances and the clusters are used in the further analysis to reduce the cost of processing a large amount of data. The matching of schema elements is based on the probability distribution of the data instances.


3.0
The Proposed approach


The technique proposed in this paper is based on uninterpreted structure matching. We propose a five-step technique. In the first step, we identify discrete and continuous attributes in the database.   Then we find dependencies between the discrete attributes using Bayesian networks and denote as dependent only directly connected attribute pairs.  Dependencies between continuous attributes are found using Pearson's correlation and only attribute pairs with the correlation coefficient higher than a pre-defined threshold are denoted as dependent. In the second step, we compute pairwise mutual information ‎[26] between dependent attributes only and construct a dependency graph using the mutual information as weights on arcs between attributes. In the third step, if the number of attributes is different between the two tables we will add dummy nodes in order to complete to the same number of attributes. In the fourth stage, we find matching node pairs in the dependency graphs by running a graph-matching algorithm with the random-restart hill climbing approach‎ [23]. In the fifth stage, we score the matching results and present them to the user. Additionally, we propose an extension to our algorithm that enables partially uninterpreted matching. 

Our approach can be a useful addition to a set of existing automatic/semi- automatic schema matching techniques.  Its important advantage is data privacy preservation, since Steps 4 and 5 are dependent only on the local models, which were created in the earlier steps for each database separately.  Therefore no data exchange between different organizations is necessary. One organization can simply transfer the induced models to another organization without revealing any sensitive information.   

3.1
Matching Strategies

Kang and Naughton [9] examined three types of cardinality constraints that should be considered in schema matching:


· One-to-one mapping ([1,1] – [1,1], in UML notation): Each attribute in A has a unique match in B, and vice versa. This corresponds to a case where we know that the tables that we are trying to map have the same number of attributes, so the problem is just finding a correspondence between the attributes.

· Onto mapping ([0,1] – [1,1]): Each attribute in A has a unique match in B while each attribute in B either has a unique match in A or remains unmatched. This corresponds to a case where we know that table A’s attributes are a subset of table B’s, so we have to discover this subset and then decide how to map attributes within this subset.


· Partial mapping ([0,1] – [0,1]): Each attribute in A either has a unique match in B or remains unmatched, and vice versa. This corresponds to the most general and difficult case where we do not know which attributes of A map to B, nor we do even know how many attributes of A map to B. In this case we need to find the best subset of attributes of A to map to B, and also need to find how this subset of A should be mapped.

In order to evaluate the quality of matching we use a distance metric. In this paper we use the Normal distance metric that Kang and Naughton [9],[11] presented. The Normal distance metric is suitable for all three types of cardinality constraints that are mentioned above. 


Definition 3.4 (Normal Distance Metric[9]
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3.2       The Five Phase Algorithm

Step1.0: Identify Discrete and Continuous attributes.

Step1.1: Detect dependencies between all continuous attributes using Pearson's correlation.  Only attribute pairs with a correlation coefficient higher than a user-defined threshold are considered dependent.


Step 1.2: Detect dependencies between all discrete attributes, using Bayesian Network learning algorithm. Only the directly connected pairs are considered dependent.  We are using the greedy search algorithm with random restarts [18] [22] to construct the Bayesian network.

Step 2: Calculate Mutual Information between pairs of dependent continuous and dependent discrete attributes only, in each table. Then calculate Mutual Information between each discrete and each continuous attribute. Store the results in square matrix of the Mutual Information, which represents the dependency graph.

Step 3: In order to have the same number of attributes in both tables we add dummy nodes.  Each arc's weight between dummy nodes is zero.  Dummy nodes have two main roles:  allow using most of the existing one-to-one mapping infrastructure and filtering all the unsuitable mapping.  For example: if dummy node "D" in table 1 is mapped to node "5" in table 2 it means that node "5" has no suitable match in table 1. 

Step 4:  We execute graph matching between the two graphs constructed in Steps 2 and 3 using the random restart Hill Climbing approach[23].  We have made several modifications in the hill climbing's search mechanism.  Instead of limiting the number of iterations, the algorithm performs iterations as long as they improve the global score. When the score stops improving, the algorithm continues the search for an additional fixed number of iterations. The reason is that schema matching using the Hill Climbing approach is based on initial random mappings and our modifications should increase the chances of finding a better scored match. Another modification we made to the Hill Climbing's mechanism is "remembering" each random mapping created, so that it is not repeated in the subsequent restarts.    


Step 5:  Remove all attributes, which are mapped to dummies, and present the recommended matching results to the user. 

4.0    Validating the framework

In this section, we present the results of our algorithm for the following two cases: One to one mapping and Onto mapping. We have compared our algorithm to Kang and Naughton [9], [11]. The accuracy of matching results was measured using precision and recall metrics, Eq. (1) and Eq. (2). Another comparison metric is execution time. 


Performance Metrics
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· [image: image45.png]Execution time as function of the number of table attribues
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Note: Precision and recall in the one-to-one and onto mapping are actually identical because the number of returned matches and correct matches should be always the same due to the cardinality constraints. 


Experimental Data


We ran our experiments over a real-world dataset, IPUMS census database: Los Angeles - Long Beach 1980 small version [27], which contains 7,500 instances with 22 continuous and 39 discrete attributes.


· We partition the original table horizontally into two random sub-tables so that each instance is randomly inserted into only one sub-table. 


· These sub-tables simulate two different tables that we need to match, providing us the “ground truth” for the correct mappings.


Implementation

We implemented our five phase matching algorithm using C# with the data stored on SQL Server 2008.  In order to create two random sub-tables we used stored procedures on SQL Server. The core of our Bayesian Networks structure learning implementation is based on the SMILE reasoning engine for graphical probabilistic model contributed to the community by the Decision Systems Laboratory, University of Pittsburgh (http://dsl.sis.pitt.edu). 

We implemented Kang and Naughton one-to-one mapping sub problem using Hill climbing approach [11], as improvement to the one-to-one mapping presented in [9].  This graph matching algorithm was selected for comparison because the Hill climbing approach showed the most promising results. In order to compare our algorithm with Onto sub-problems as well, we implemented the Kang and Naughton's Naïve exhaustive search with filter [9], which consider as candidate attributes only these that within the three closest entropy values.

Bayesian Networks Structure Learning Algorithm's Parameters 

Link Probability is used for randomly generating a starting network for the search procedure. It sets the probability for an edge to be created between two nodes. Setting it very high and the random restarts will have very dense networks, setting it low and the networks will be very sparse. 

Prior Link Probability allows setting a prior probability of a link between any two nodes. In our case it is a general prior that applies to all edges. A high prior probability will make the algorithm favor more dense networks and a low probability will make the algorithm favor more sparse networks.

Prior sample size, measures the importance of our past experience. Larger values assign higher importance to the 'a priori' probabilities.


Iterations, number of random restarts that the greedy search algorithm performs in order not to be stuck in local maximum.

Our goal is to achieve the best scored network that is dependent more on the data and less on the randomly generated network. Therefore we set the "Link Probability" to a relatively high value and the "Prior Link Probability" to a value very close to zero. Intuitively, this configuration should increase the number of examined dependencies between attributes in the absence of any prior knowledge.  The exact probability settings are presented below.


General Experiment Setup

· In each table split, we are forcing the same number of continuous and discrete columns.


· In each table split, the number of attributes in both tables is forced to be even.


· The  [image: image47.png]



 control parameter (def 3.4.) is set to the value of 4, based on our experimental results.   

· The correlation threshold is set to the value of 0.5 (Step 1.1 in the five-phase algorithm).


One-to-One Mapping

Here we present comparison results between our algorithm and Kang and Naughton's Hill climbing search approach [11]. We ran the experiment while increasing the number of attributes in the two input tables to be matched. For each table size, from four to 24 attributes, we repeat the measurement 50 times with randomly chosen subsets of attributes and average the results. We set the link probability=0.5, prior link probability=0.001, prior sample size=100 and iteration to 50 based on our experimental results and execution time constraints. 


Figure 2 shows precision and execution time of schema matching obtained for the census: Los Angeles - Long Beach 1970.We can see that both algorithms provided very high and similar precision scores for any number of attributes. However Kang and Naughton's execution time outperforms our algorithm as the number of attributes grows. 


[image: image48.png]Precision=Recall

100.00%
95.00%
90.00%
85.00%
80.00%
75.00%
70.00%
65.00%
60.00%
55.00%
50.00%

6 8 10 12 14 16 18 20 22 24
Number of attributes

—#—Kang_And_Naughton —f—Rabinovich_And_Llast







[image: image49.png]Execution time(sec)
bR NN W W
© ® I N & & &

SIS

8 10 12 14 16 18
Number of attributes

—4—Kang_And_Naughton —f—Rabinovich_And_Llast

20

22

24







IPUMS census database: Los Angeles - Long Beach 1980 small version

Figure 2: One-to-one mapping results.


Onto Mapping

Here we present comparison results between our algorithm and Kang and Naughton's naïve exhaustive search [9]. We ran the experiment while we keep the target schema size constant at 14 attributes while increasing the source schema size from four to 10 attributes. In each step we repeat the measurement 50 times with randomly chosen subsets of attributes and average the results. We ran the Onto experiments only up to 14 attributes due  to computational time constrains of executing Kang and Naughton's naïve exhaustive search [9]. We set the link probability=0.75, prior link probability=0.001, prior sample size=100 and iteration to 50 based on our experimental results and execution time constraints. 

Figure 3 shows precision and execution time of schema matching obtained for the census: Los Angeles - Long Beach 1980.We can see that Kang and Naughton's presented better precision scores particularly for a small number of attributes in the source table. However our algorithm's execution time outperforms the Kang and Naughton's algorithm drastically with execution time not exceeding one minute while the Kang and Naughton's algorithm requires almost 90 minutes on average for the source table size of 10 attributes.
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Figure 3: Onto mapping results.

One reasonable explanation for the relatively low precision with small source tables is that it is easier to find more matches when the number of correct matches is higher. If we divide the matching process into two main procedures, then the first one is selecting a subset of attributes from the target table and in the second one, we search for the best permutation for this subset. As we saw in the one-to-one mapping results, the second procedure performs with very good results while the first procedure is not needed because the number of attributes is the same. Therefore we can assume that the second procedure returns the correct permutation in the Onto mapping sub-problem. Now let us consider the first procedure, for example finding ten out of 14 attributes. If the maximum number of wrong mismatches is 4, it will give 60% precision/recall. While finding 4 out of 14 attributes, with the maximum number of wrong mismatches is 4, it will give 0% precision/recall. Considering this small example it is understandable why the precision improves as the number of attributes in the source table grows. Additionally, it must be considered that our algorithm uses a heuristic search algorithm unlike the Kang and Naughton's naïve exhaustive search [9].  Therefore their precision results were relatively better.

5.0    Conclusions

In this paper, we presented the five-phase uninterpreted schema matching algorithm that relies on inter attribute dependencies, which are recognized by Bayesian networks structure learning and Pearson's correlation. One advantage of this algorithm that it can be used for three matching sub-problems: one-to-one, Onto, and partial mapping. Another important advantage of this approach is preserving data confidentiality because no information exchange between different organizations is necessary except for the locally induced models. We have applied our approach to one-to-one and Onto mapping in a real-world dataset where it has produced relatively high precision/recall scores in reasonable execution time contrary to the exhaustive naïve search approach [9], which is simply impractical for real-world datasets with a large number of attributes.
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Abstract


Increased focus on multi-functional and multi-national operations brings new requirements to today’s and tomorrow’s military command and control systems. In such contexts, the Swedish Armed Forces as well as other nations’ armed forces need to interact intensely with each other and with civilian organizations. Thus the need for information exchange between heterogeneous systems that are owned and designed by different organizations has radically increased. It is therefore of great importance that future command and control systems are developed with flexibility in mind, in order to be able to adapt to different situations in which the need to exchange information between heterogeneous systems exists. Semantic heterogeneity is a particularly challenging form of heterogeneity which occurs when there is disagreement regarding the meaning, interpretation and intent of information or when information is described in different ways in two different systems.


Within NATO, semantic interoperability (SI) has been identified as a core capability for future command and control systems. An effort to address this need, called Semantic Interoperability Logical Framework (SILF) was initiated by a NATO research group IST-075 and is currently under development within a follow-on group IST-094. SILF includes tool and methodology support for harmonising data/information models on a semantic level, as well as mediators to translate between heterogeneous abstractions. The framework builds on a knowledge-based approach utilizing emerging semantic technologies, such as ontologies. However, SILF has never been prototyped in an implementation manner. The Swedish Defense Research Agency (FOI) has since 2007, in a parallel project and in cooperation with NATO's former as well as current research groups in this field (IST-075 and IST-094), worked to clarify the concept of semantic interoperability, to build skills in this area, and to propose solutions for this problem. In this paper we will show how the Semantic Interoperability Project at FOI, commissioned by the Swedish Armed Forces, has realised the first prototype of the SILF, point out some pitfalls and state some conclusions. By taking the first steps towards an implementation of SILF, we believe that the Logical in the Semantic Interoperability Logical Framework, i.e. the L in the SILF, can be dropped. Thereby the FOI version of the SILF is hereafter referred as SIF.

Keywords: Multi-national operations, Semantic interoperability, Ontology, Ontology Mapping, Ontology tools, SILF.

1.0
The Problem


The ongoing globalization poses new challenges for military operations. In particular, it has become much more common to carry out activities together with other nations' civil and military organizations, i.e. to interoperate in multinational and multifunctional contexts. In order to cooperate efficiently, it is necessary for different organizations to exchange information between their command and control (C2), management and information systems (IS), i.e., to be interoperable. It is therefore essential to develop future IS that can adapt to different types of situations in which the information exchange needs are not known in advance. A prerequisite for an improved interoperability between IS of different organizations is to create standards, methods and tools which can align different terminology, and facilitate translation of data between heterogeneous systems. 

The core problem is that the traditional means of exchanging information between heterogeneous systems do not guarantee that the intended meaning of information (the semantics) is preserved. To ensure that meaning is preserved, we need shared terminologies (ontologies); every message between communicating actors may then include references to one or several ontologies according to which the message should be interpreted. Common representation of semantics through ontologies represents one important step towards information interoperability. 

2.0
Semantic Interoperability 


NATO's primary research group in this field, NATO RTO IST-094, has defined Semantic Interoperability as the ability of two or more computerized systems to exchange information for a specific task and have the meaning of that information accurately and automatically interpreted by the receiving system, in light of the task to be performed [1].

Hence, two actors that are semantically interoperable can not only exchange information, but can also interpret and understand the intended meaning of the information in a common way. This is a key issue in the interaction between groups that do not share common frames of reference acquired through a common culture or through education. Support for semantic interoperability is therefore a prerequisite for the ability to participate in international operations with allied forces. 

One way to achieve semantic interoperability between two systems is to align the ontologies of those systems. Ontologies have more recently become recognized as an emerging mechanism for dealing with semantic interoperability of Information Systems (cf. [2]). Ontology alignment is the result of an ontology matching process which is the task of determining correspondences between the concepts of different ontologies. Ontology matching and alignment are required when two heterogeneous systems want to harmonise their ontologies in order to achieve semantic interoperability. This process of harmonising two different ontologies is known as ontology reconciliation.

3.0
SIF – Semantic Interoperability Framework 


Before we go through the development of our first prototype of the SIF in the next section, we will in this section briefly describe the SIF, its main components and functions as well as its assumptions and conditions. As we try to keep our description of SIF as a concept to the level that is adequate to understand the prototype development and not deeper, the interested reader who seeks for deeper details is referred to the Final Report of the NATO task group IST-075 [3].


In order to ensure semantic interoperability between heterogeneous systems, an architecture is needed which includes a party-wise set of common ontologies between communicating parties. Such is always implied by actors who exchange messages (otherwise communication is impossible), but in this architecture it is made explicit. This allows each message between communicating parties to be provided with references to one or more of the ontologies according to which the message should be interpreted. SIF is a high level view of such an architecture that supports semantic interoperability among heterogeneous information systems. In terms of features, SIF is a middleware that performs interoperability in a communication medium and not as part of the communicating systems. SIF applies means of knowledge-based systems, using ontologies, for mediation purposes.


Assumptions and Conditions


The application of SIF assumes that the lower levels of interoperability have already been achieved between the concerned systems. This means that the systems are connected (physical interoperability is established) and that they can exchange data in such a way that automatic data processing is possible (syntactic interoperability is also established). It also assumes that semantic descriptions of systems can be obtained in some way. These descriptions can more or less automatically be (partly) derived from systems, but in order to achieve the necessary quality of the descriptions the process normally requires human intervention.


It is important to note that the starting point for SIF is that existing systems have a need to share information in order to be able to interact in some kind of coalition. This must also be done without claiming major changes to the systems, and without any requirements of knowing the other systems' intention beforehand. Nations will unlikely change their C2 systems in order to be able to interact with other nations. Nor is it likely that they want to adapt their C2 systems every time a new nation will integrate. The optimum for each C2 system is to "talk and listen" in their own language. In addition, the general situation is that of a sender creating a message without knowing in advance who the receiver will be.


Main Components and Functions 

The basic idea of SIF is to foster the use of a semantic description of all of the information to be exchanged and then take advantage of a number of existing and emerging semantic technologies, mainly ontologies, to improve interoperability. Figure 1 shows an overall view of SIF which can be described as follows. SIF mediates an exchange of information between systems A and B, which do not necessarily know each other. Furthermore, the assumption is that the systems information structures are different and therefore the exchange of information cannot happen painlessly. This means that to make the communicated information correctly interpreted in accordance with the semantics of system B a transformation is required for all information that system A communicates. A number of ontology operations take place in order to define and produce the rules necessary for these transformations. Input to these ontology operations and transformations are not only semantic descriptions of systems A and B, but also references to potential shared concepts and definitions which will exist in the "Common Ground" (CG). 
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Figure 1: An overall view of SIF.

The most important components of SIF according to Figure 1 are as follows. The main purpose of Common Ground (CG) is to provide knowledge resources that will serve as common references for the semantic descriptions supplied by independent systems, in order to produce accurate ontology mappings. The idea here is that a portion of "all knowledge" available in the world, either exist or can be made available in machine-readable form. If this available machine-readable knowledge proves to be useful, reliable and validated for military use, it can be placed in CG to support SIFs ontological activities. An ontology manager within SIF provides services for ontology operations that identify similar concepts across ontologies and otherwise harmonise and align ontologies. Translation rules are the output of the mappings between concepts in system A’s and B’s ontologies, their Semantic Descriptions and the Common Ground. Transformation is used to convert a message from a form which was suitable for system A into a form which is appropriate for system B. It is important to note that the structure of the message is converted without loss of semantics. 

The major functionality of SIF is to facilitate the exchange of messages (information) by the help of the above described components. The information exchange is orchestrated into a number of stages, which we have defined as the life-cycle process of SIF, namely Semantic Interoperability Development and Execution Process (SIDEP).

4.0
SIDEP


We have designed SIDEP as the process of preparing and executing a semantic interoperability task between two or more C2 systems.


SIDEP guides the life-cycle of a semantic interoperability task initiated by task initiator and involving at least two actors. The process consists of four phases Preparation, Configuration, Operation and Post-Operation. Every phase is a distinct sub-process, having a strict position in the phase sequence. Every phase includes one or more activities, which are executed within an order. Activities are considered to be implemented as the services of SIF. A service can be internal to SIF, or external, when consumed by an actor participating in a semantic interoperability task. Every service has input and/or output, which capture acquired and produced artefacts respectively. 

In Figure 2, the four major SIDEP phases are depicted, together with containing activities.
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Figure 2: SIDEP phases and activities.

The Preparation is an "off-line" phase, where the military organizations accommodate their system by new capabilities required for knowledge based semantic interoperability according to SIF. When a certain operation and the goal for it have been specified, the Configuration phase will start to harmonise the semantic descriptions of the heterogeneous participating systems in the operation. The Operation phase is the only online phase from a military perspective where the configuration is completed and the SI tasks are executed with the support of SIF realizing the message exchanges between the involved systems. The last phase, Post-Operation, concerns analysis and evaluation of the results to be able to propose improvements for future uses. For more details on the responsibility of each of the phases we refer to [14].


In what follows, we will illustrate the implementation of the prototype of the semantic interoperability framework (SIF) and its life-cycle (SIDEP) on a case study example.


5.0
SIF case study


In this section we describe our SIF case study. The scenario is as follows. An Automatic Identification System (AIS) communicates with a JC3IEDM-compatible receiver by way of a message broker middleware (figure 3 below). The sender and receiver are thus syntactically interoperable. However, the receiver does not understand the AIS messages and simply puts them in an error log.


[image: image3]

Figure 3: SIF case study.

Systems


The scenario involves three systems: an AIS sender, a broker middleware and a JC3IEDM-compatible receiver.


System A – AIS. The sending system (A) is an Automatic Identification System (AIS). Such systems are used by ships to identify themselves by broadcasting AIS messages containing information about the ship such as position, speed, bearing and type of ship. 


In our scenario the system A contains an AIS simulator NemaStudio from SailSoft, and our own developed AIS adapter. With this simulator we can create multiple fictive ships, setup their individual traffic properties (bearing, speed etc) and simulate the routes by sending AIS messages calculated according to the settings. To be able to serialize and transmit AIS messages we developed an AIS adapter that catches the sampled messages and convert them into RDF-triplets [4]. 


System B – JC3IEDM. The receiving system B implements the Joint Consultation, Command and Control Information Exchange Data Model (JC3IEDM) [5] with the aim to simulate a command and control center which uses an earth browser to visualize vessels on a map.


The system is developed as a web application with a RESTful [6] service interface for the incoming messages (RDF-triplets). A message handler updates a semantic information model from which a query engine reads out information and updates a KML-file [7]. The Earth browser frequently pulls information from this file to display on the screen.  


SIF Broker. Systems A and B communicate by way of the SIF Broker, a message broker middleware with a translation functionality. A broker administrator configures what translation service the broker will call. The default translation service simply echoes the message, i.e., does not modify the message.
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Figure 4: SIF Broker.


In the design of the SIF Broker we took a service oriented approach (SOA) [8]. SIF Broker offers a service where messages from the AIS system are uploaded to. The messages are then transmitted to a chosen translation service. The result is then dispatched to the destination service. The motivation of the SOA approach is the very low coupling it offers, and in longer term the simplicity for real systems to interact with the SIF Broker. In fact, it is possible to directly call the translation service from other message brokers, not just the SIF Broker developed here.


The implementation of SIF Broker follows message oriented middleware for point-to-point communication with additional dispatching to a translation service. The interaction between the systems is done over HTTP using RESTful services. In this way SIF Broker opens an interface for the sending system which simply posts a file to an URL residing in the SIF Broker domain. In the same manner the translation service and the JC3IEDM are offering RESTful APIs to communicate over HTTP with SIF Broker.


Development of the Translation Service Following SIDEP


Initially, system B does not understand the messages coming from system A and simply puts the messages received in an error log; a message translation is needed. Accordingly, we use SIDEP to develop a RESTful translation service that the broker middleware may call before dispatching messages.


Preparation phase. In the preparation phase, two ontologies are created using Topbraid Composer [9], one for the sending AIS system and another for the receiving JC3IEDM-compatible system.


Configuration phase. In the configuration phase, entities from the AIS ontology are matched with corresponding entities in the JC3IEDM ontology with the help of semi-automatic matching tools, e.g. OntoConto [10] (described below). Based on the entity matches, we write SPARQL [11] rules that translate messages expressed in the AIS ontology to messages expressed in the JC3IEDM ontology. The SPARQL translation rules are created using the visual mapping tool SPINmap [9] in TopBraid Composer. Finally, the translation rules are (automatically) compiled in Topbraid Composer into a RESTful translation service.


Operation phase. During the operation phase, the RESTful translation service constructed during the configuration phase is called by the broker middleware that mediates between systems A and B.


Post-operation phase. We did not perform any post-operation analysis during this case study. The case study was set up to explore only the first three SIDEP phases.

Ontology Tools

The RESTful translation service was developed using Topquadrant’s Topbraid Composer [9] extended with OntoConto [10], an open source Eclipse [12] plugin released as part of  the NEON Toolkit 2.3.1 [13] – the plugin had to be adapted to work within TopBraid Composer. OntoConto visualises ontology alignments and offers functionality to edit, store, load and automatically generate alignments. In Figure 5 two ontologies are displayed side by side, and alignments are visualised as arcs connecting elements from these two ontologies. The user generates a new alignment by selecting a matching algorithm from a dropdown menu offering various matching algorithms. 



[image: image5]

Figure 5: Screen shot of the OntoConto plugin in TopBraid Composer.


In addition to Tobraid Composer, we considered using several other ontology tools, among others OntoStudio from Ontoprise and the free, open-source platform Protégé. However, after an evaluation of the suitability we decided to implement our prototype in Topbraid. 

Lessons Learned

The first lesson learned in this study was that to create expressive ontologies from informal information models is non-trivial, but the result can be of great use. We ran the SIDEP process twice, first trying a light-weight approach to the preparation phase and subsequently a more heavy-weight approach.  During the light-weight preparation phase, ontologies for systems A and B were (semi-automatically) extracted from the AIS message format and the JC3IEDM exchange format respectively; the result could perhaps be described as physical data models expressed in OWL since the two ontologies do not refer directly to the maritime domain but rather mirror the AIS and JC3IEDM message formats. During the more heavy-weight preparation phase, we (manually) mapped the respective ontologies to a common ground for the maritime domain. We found the matching tools helpful only after the more heavy-weight preparation phase.


The second lesson learned was that it can be far from trivial to transform matching results into translation rules expressed as SPARQL queries. While the visual mapping tool SPINmap removed the need for low-level SPARQL coding, constructing the (visual) translation rules based on matching results required considerable effort none the less.


6.0
Conclusions


Ontologies can be matched semi-automatically - more automatically the more accurate and detailed the ontologies are. Indeed, we found that extra effort put into the preparation phase resulted in a more automated configuration phase. In fact, we found that automated matching services provided useful matches during the configuration phase only if concepts in each ontology had been mapped to relevant concepts in the common ground (in our case, maritime concepts) during the earlier preparation phase.


Presently, matching result are manually compiled into translation rules in SIF, but visual mapping tools such as SPINmap can considerably reduce the need for tedious low-level coding. 

Semantic technologies, tools and best practices are still young, but the conditions improve fast. 
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ABSTRACT

It is common for information exchange between heterogeneous systems to be syntactically correct but
fail to achieve its intended purpose due to semantic mismatches. NATO research group IST-094 is
developing a framework to facilitate semantic interoperability. We will show a live demonstration of one
possible approach to implementing a message translation broker, following the Semantic Interoperability
Framework phase structure (i.e., preparatory, configuration, and operational phases). The broker uses
a combination of OWL, SWRL, Prolog, Java, XSLT, and Javascript. What follows is an extended
abstract of the translation broker demonstration and the introductory presentation that will describe its
technical foundations.

1.0 INTRODUCTION

The motivation for and general approach to semantic interoperability that underlies our presentation
and demonstration is presented in the “Position Paper on Framework for Semantic Interoperability”
(IST-094/RTG-044) [7]. There are many possible ways to realize the framework. In this demonstration
we present one that leverages work that SRI has performed for the Open Netcentric Interoperability
Standards for Training and Testing (ONISTT) and Analyzer for Netcentric System Test Confederations
(ANSC) programs. It also leverages work done in collaboration with other members of the SILF working
group. (See Acknowledgements below).

ONISTT and ANSC have developed a conceptual approach for expressing detailed and precise
information about systems and their interoperability context, and an automated toolset that applies a
reasoning engine to draw conclusions about interaction issues and opportunities (see [1], [2], and [6]).
The basic approach is to create knowledge bases that capture formal representations of the capabilities
that are needed to do a task, and the capabilities available among candidate resources. We usually focus
on tasks that involve interactions between two or more roles. The capabilities needed and capabilities
available are weighed against each other by an inference engine to see if there are resources in the
candidate pool that have the right kinds of capabilities, and if they are compatible with resources with
which they need to interact. We call this purpose-aware interoperability because we’re not trying to
solve the unbounded question of determining whether two resources are interoperable for any purpose.
Although the approach and the toolset were initially developed to facilitate planning for improvisational
LVC training and testing events, they are very general in design and can be applied to a wide variety
of domains, and all phases of the systems engineering process (e.g., including automated assessment of
an as-designed or as-tested system’s compliance with its required capabilities).
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The ONISTT/ANSC ontologies and Analyzer have been approved for public release. Many of
the ontologies are directly applicable to the needs of the Semantic Interoperability Framework. In
addition, although semantic translation of information exchanges is not the same as ONISTT/ANSC
planning analysis, our inference engine and methods for applying semantic technologies are well suited
to provide the core capabilities of a semantic translation broker. This extended abstract describes the
ontology context and general technical approach of the broker. It also includes a brief description of
the demonstration.

2.0 COMMON MEDIATION RESOURCES

The “Position Paper on Framework for Semantic Interoperability” [7] explains the concept of Common
Mediation Resources, which includes ontologies. In this section we describe the approach to ontologies
underlying our demonstration example.

2.1 Ontology Languages

Ontologies are highly structured and expressive knowledge representation (KR) schemes. Formal logics
have been used to capture knowledge since Aristotle. Logics come with inference rules, allowing us
to draw potentially unanticipated conclusions from asserted facts. The asserted facts could all be
very simple, yet the inferred facts can be complex and non-obvious. Because the inference rules are
strict if-then rules, their application can be automated. Automated inference is also known as machine
reasoning, and automated inference systems are usually called reasoning engines or inference engines.

There are many different logics, e.g., Horn logic, first-order logic, modal logics, higher-order logic,
which differ in their expressiveness. More expressive logics come at a price: the automated inference
requires more time and computing resources. Description Logics (DL) are a family of logics that
represent a good trade-off between expressiveness and tractability for many types of applications.

OWL (Web Ontology Language) is a standardized DL language that has gained wide acceptance in
different communities. There are many freely available tools and reasoning engines for OWL. The basic
building blocks of OWL are classes, properties, individuals, and axioms that describe how these relate
to each other. SWRL (Semantic Web Rule Language) is an extension that makes it possible to write
rules expressing mathematical and other relationships that cannot be described in plain OWL.

We use the OWL and SWRL languages for the prototype ontologies used in our demonstration
example.

2.2 Ontologies and Knowledge Bases

We can distinguish two types of knowledge acquisition: building ontologies and populating knowledge
bases (KBs). The building of ontologies consists of creating a structure of classes and properties,
axioms (restrictions) that relate these to one another, and rules. Population of KBs consists of creating
individuals that instantiate the classes in the ontology, and specifying how the individuals are connected
to each other.

Building an ontology requires both a deep understanding of the domain and the ability to abstract
from specific details to situate specialized knowledge from a sub-field in a larger framework. Once
the ontological structure is in place, populating the KB should not require any fundamental thinking.
However, the distinction between ontology building and KB population is somewhat blurry — often
one discovers flaws in the ontology while populating the initial KB, creating a back-and-forth workflow
between the two tasks. Further KBs of a similar type should require fewer or no revisions to the ontology.
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Common mediation ontologies range from fundamental scientific or engineering concepts to specific
types of systems or resources. Ideally, the ontologies will be developed and maintained by recognized
standards bodies or other authoritative organizations or consortia. We do not believe that it is feasible
(at least not at present) to develop the “one true ontology” in any domain. However, the unchecked
proliferation of ontologies within particular domains is unwise given the difficulty of mapping hetero-
geneous overlapping ontologies unambiguously and with sufficient detail to support machine reasoning.
One approach is to select a set of ontologies as the unifying standard to which other ontologies are
mapped instead of directly mapping pairs of ontologies to each other. This is the approach we take in
our message translation demonstration. The messages are converted to OWL and are mapped to the
unifying ontologies using SWRL.

The OWL ontologies used in the demonstration example include:

e quantity, engineering value, engineering_measurement

e spatial, is018026/spatial_reference_frame, nima/wgs84

e time, w3/time_entry

e communication, message_format, protocol

e tspi_projection

e swrl-extensions, swrl-utilities

The information exchange KBs built with reference to these ontologies include:
e nffil3, dis_pdu

Our engineering_value.owl is a fundamental ontology that is used extensively in our KBs to represent
physical quantities unambiguously. It is common to encounter problems with unstated units of measure,
or cases where units are not collocated with the relevant data. EngineeringValue subclasses are quantity
types like Mass or Length. EngineeringValue individuals contain a magnitude and a mandatory unit.

Also encoded in the engineering value ontology are conversion factors to the unit of measure in
the International System (SI) standard for each particular quantity type. (For example, meter is the
ST standard unit of length; the conversion factor from foot to meter is 0.3048.) One or at most two
applications of these conversion factors allow conversion between any supported pair of units. This
practice is consistent with the approach taken by the National Institute of Standards and Technology
(NIST) in [8]. This ontology has been enhanced with SWRL rules that support the definition and usage
of quantity intervals (e.g., “0 to 100 meters”) and the comparison of quantities and quantity intervals.

Quantities are not limited to SI concepts. We have also developed a domain ontology for binary data
concepts addressed in IEC 80000-13 [5]. Although such concepts are central to the world of computers,
they are inconsistently applied and not always well understood even by industry professionals. Do you
know the difference between a mebibyte and a megabyte, or why your 700 MB file (actually MiB) won’t
fit on a 700 MB CD?

Related to the engineering value ontology is engineering_measurement.owl. This ontology is based
on the practices documented in [3]. EngineeringMeasurement individuals are built from an Engineering-
Value representing the measurand and another Engineering Value of the same quantity type representing
the uncertainty in the measurement (typically one standard deviation). Acknowledging, documenting,
and sharing measurement uncertainties can be critical in information exchange about military entities,
but they are often unstated or unknown.
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Although these quantity ontologies are essential for documenting systems, contents of messages
on the wire may omit repeated transmission of the same metadata. A simple example is the case
where OWL-based, machine-processable metadata declares that all lengths will be exchanged as meters;
the unit indicator can then be omitted from the wire message to reduce bandwidth consumption.
This approach can also be used to support heterogeneous exchange, for example, one system publishes
metadata saying lengths of one class of data it is sending are to be interpreted as meters and lengths of
another type as centimeters, while another application declares centimeters and millimeters, respectively.

Another group of related ontologies used in the demonstration example is based on the SEDRIS
(Synthetic Environment Data Representation and Interchange Specification) Spatial Reference Model
(SRM) standard, which is published as ISO 18026 [4]. SRM ontologies include spatial reference frame
(SRF), abstract coordinate system, object reference model, and reference datum. The SRM ontologies
are used by the domain KBs describing information exchange standards to identify the spatial reference
frames that are associated with their time-space-position information (TSPI) reports. The communica-
tion ontologies are used to describe both syntactic and protocol details about how this information is
published.

2.3 The SWRL Query Tab and KB Exploration

OWL expressiveness is excellent for constructing rich KBs whose semantics can be understood by a
machine, but the KBs can be very difficult for a human to explore with current state-of-the-art tools
like Protégé and TopBraid. We have developed a SWRL Query Tab plugin for Protégé that has a panel
for entering arbitrary conjunctive OWL/SWRL queries, and then displays the results in tabular format.
The results can be saved to a spargl-results-formatted XML file, which can then be translated by a
simple XSLT script to a suitable display in a language such as HTML.

In our demonstration we will show queries that derive asserted and inferred facts about the example
systems. The results will be shown in a browser.

3.0 TECHNICAL APPROACH

3.1 Translation Broker Overview

The common unifying ontologies and KBs used by the translation broker will be created during the
SILF preparation phase.

In the configuration phase, OWL ontologies for specific systems or information exchange models are
acquired or created. In our demonstration example, they are auto-generated from XSD descriptions
of message syntax and semantics. We customize XSLT and Javascript templates for the particular
message formats that specify the series of actions required to orchestrate mediation and translation in
the operational phase. In the future we hope to automate this step. We also plan to augment the
auto-generated ontologies to improve the mapping to the unifying ontologies.

In the operational phase, the broker automatically translates messages. The broker includes Java-
script that makes calls to SWRL web services. These services convert an input XML message to
OWL, load this OWL data and the relevant OWL ontologies into the reasoner’s knowledge base, query
the knowledge base, translate the positional data, and apply XSLT to format the output messages.
Translation services include direct application of SWRL rules (e.g., to convert a value to SI standard
units), and SWRL calls to Java procedural code (e.g., to perform advanced mathematical operations
such as coordinate system translation). The SWRL rules are executed by the ONISTT Prolog reasoner.
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A SILF operational phase translation broker also needs a realtime capability to acquire and generate
on-the-wire or over-the-air messages. We do not anticipate providing this kind of capability in the
prototype broker at this time. Instead, message input and output is accomplished via files or pasting
into text input boxes.

It is possible that an operational phase broker component such as we are building might be suitable
for deployment as a SILF asset in some circumstances, either standalone (if realtime message handling
is added), or as component or service employed by a gateway or other mediation application. More
generally, the scripts could be used to guide, facilitate, or test the work of the software engineers who
are responsible for developing field-deployable systems.

The translation broker described above is complete at the time of this paper, but additional features
may be added prior to the IST-097 Workshop demonstration. Section 3.2 describes the essential technical
innovations required to implement the broker, none of which is proprietary.

3.2 Technical Discussion

For the main ontologies, OWL is sufficiently expressive. In fact, we make relatively light use of most of
its constructs. We do, however, make heavy use of SWRL rules. SWRL allows us to do mathematical
computations, and define other complex relationships that are not part of OWL itself. However, we
have run into several limitations of SWRL, which we discuss briefly in the following. The first three are
explored in more detail in [1].

SWRL requires user-defined predicates to have only one or two arguments because regular OWL
classes (unary) and properties (binary) are used as predicates. This effectively limits the language to
functions of one variable, because one argument position has to be used for the result of executing the
function. There are two ways around this problem, neither of them fully satisfactory. The first is to use
an RDF (Resource Description Framework) list to contain several arguments. This makes the rules very
verbose and mired down in representation details that make them hard to understand and change. It
also means that one cannot “pattern match” on the rule head, which could otherwise make rules more
elegant. The second solution is based on the fact that SWRL has so-called built-in predicates which can
take an arbitrary number of arguments. In Protégé, we can create our own pseudo-built-ins simply by
creating new individuals of the swrl:Builtin class. These can be used as n-ary predicates in rules, and
fully defined in SWRL itself with no need for an external “built-in” definition. This is the solution that
we have adopted, but it is less than ideal because it is unlikely to work in tools and inference engines
other than our own.

A second serious limitation of SWRL is the lack of closed-world reasoning. OWL and SWRL adopt
an open world assumption, which means that it is always possible that a fact may be true, even if
it is not currently known to be true. The assumption is that we do not know everything there is to
know, which is quite reasonable for Semantic Web applications with distributed sources of knowledge.
However, it causes difficulties for writing rules, because it is too hard to prove negations under the
open-world assumption — we cannot prove that a fact is not true as long as it is at all possible that
the fact is true. This is called “classical negation”. Some languages, like Prolog, have a “closed-world
assumption,” and along with it a different form of negation called “negation as failure” (NAF), where
a fact is considered to be false if it cannot be proven to be true. In other words, one only reasons with
locally known information, which makes negations easy to prove. While we cannot entirely drop the
open-world assumption, having some form of local closed-world assumption is crucial, in our experience.
For now we have adopted the following solution: we have added a new built-in predicate allKnown which
returns a list of all the known values for a given individual and property. A list is inherently a closed-off
collection on which we can conveniently perform various kinds of computations. Again, this is not an
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ideal solution — reasoning engines have to implement this new built-in for our rules to work (of course,
our own engine is currently the only one that does implement it), and a more general form of local
closed-world reasoning would be preferable.

A third limitation of SWRL is its inability to create new individuals as a result of evaluating rules.
SWRL can create new relationships between individuals, or calculate numbers, but cannot create new
individuals. This limitation initially motivated us to consider SPARQL and SPIN as an alternative to
SWRL. SPARQL CONSTRUCT can create new individuals, and SPIN can associate SPARQL queries
with specific OWL classes. However, we found the gain to be inadequate compensation for the losses.
SPARQL only looks at asserted RDF triples instead of inferencing based on OWL language axioms,
which means that reasoning using SPARQL in effect requires re-implementing semantics that are native
to OWL and SWRL. In addition, we find the procedural character of SPARQL queries to be much more
verbose and difficult to work with than the declarative elegance of SWRL rules. The technical solution
described in Section 3.0 does not require creating new OWL individuals, and thus this limitation of
SWRL is not relevant to the design of the translation broker.

Although we have succeeded in implementing fairly complex mathematical functions such as matrix
operations in SWRL, there are many advanced functions (e.g., differential equations) that are not
feasible. In addition, it is inadvisable to try to reimplement some well-tested and trusted code. SEDRIS
coordinate transformations are an example to which both reasons apply. Recently, we have combined
the declarative benefits of OWL and SWRL, the reasoning ability of our Prolog inference engine, and
the unrestricted functional capability of procedural code, by creating a general capability to call Java
procedural attachments from SWRL.

4.0 EXAMPLE

The demonstration example uses the configuration phase and operational phase components that are
described in Section 3.1 to translate TSPI (time-space position) information from NFFI (NATO Forces
Friendly Information) messages to DIS (Distributed Interactive Simulation) PDUs (protocol data units).
The semantic distance between corresponding elements of the two information exchange standards (e.g.,
coordinate systems, timestamps) is considerable. This example represents a continuation of semantic
analysis and ontology development to which the SILF team contributed during the November 2010 and
March 2011 meetings.

What follows is a notional description of the demonstration. Exact details and sequencing of the
final version of the November presentation may differ.

The demonstration will begin with an end-to-end functional view of the operational phase broker,
including:

e The positional data fields of an XML source NFFI message report are shown. A SWRL query
invokes a Java attachment to display the position on a Google map.

e The NFFI message is presented to the Javascript broker. The broker first converts it to OWL and
loads this OWL data and the relevant OWL ontologies into the reasoner’s knowledge base. It then
invokes SWRL Query endpoint services to query the knowledge base and to translate the positional
data. The translation includes unit conversions, timestamp conversion, and a Java attachment to
perform SEDRIS geodetic-to-geocentric coordinate transformations. Finally it applies XSLT to
transform the query results into a DIS message in XML format.

e The fields of the output DIS message are compared with the source NFFI message.
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We will then show and discuss the constituent parts of the ontologies, configuration phase broker,

and operational phase broker, including:

The auto-generated NFFI and DIS ontologies.

The unifying spatial and time ontologies.

The SWRL rules that convert NFFI to DIS.

The XSLT that generates the destination DIS/NFFI messages.

The customized Javascript template that controls calls to SWRL web services that perform the
NFFI-to-DIS and DIS-to-NFFI translations.

Description of the Prolog reasoner that processes the SWRL rules.

Description of the Java software that creates a SWRL Query endpoint.

Some protocol differences between the two message standards (e.g., the expectations for conditions
controlling the timing and frequency of position updates) are not addressed in this translation. The
demonstration may include application of the ONISTT analyzer to:

Issue a warning message that NFFI does not implement DIS dead reckoning (DR) algorithms, and
that NFFI systems may not receive updates from DIS systems at the expected rate.

If information is available regarding position report update rate expectations of systems using
NFFI, a configuration artifact specifying the heartbeat (i.e., maximum update interval) to which
participating DIS systems should be configured.

Issue a warning that some position report timestamps may be unreliable due to their one-hour
rollover interval.

After adding a DIS protocol adapter (e.g., Simulation C2 Interchange Module for Plans, Logistics,
and Exercise) to the pool of resources available for use in the operation, the analysis is rerun
and no warning is issued. (The adapter acts as a surrogate for destination systems that do not
implement the DIS DR protocol. It outputs dead reckoned positions in accordance with DR error
threshold configuration agreements. It also prevents timestamp anomalies that may occur at the
boundaries of a rollover interval.)

ONISTT warnings and configuration artifacts could be provided as metadata to systems participating
in the operation.
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The Framework for Semantic Interoperability covers NATO needs for semantic correct interoperability among coalitions. Knowledge based mechanisms and policies are needed to flexibly bridge semantic gaps. These gaps have to be addressed, because a harmonization of systems or a stabile situation after a harmonization is an illusion due to technical innovations and system evolvements that cannot be globally synchronized. Also an identical understanding of exchanged information at human sender and receiver cannot be taken for granted. To achieve the premises for NNEC (NEC, NCW, CROP) means to guarantee that the meaning of exchanged data and the purpose of the information exchange must be preserved.
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