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**In the beginning,** it was easy. Programming was fun. Requirements were clear and concise. Programs could be ripped out with pizza through an all-nighter. We were solo computer programmers. Then the group project appeared on the horizon. Most of us angled to go it alone. We did not need anyone else! We get stuck with two other people and do some rudimentary planning. Things do not go well and in the end, one person ends up doing 90% of the work because they do not trust the others to get anything done. Then we graduate from college and enter the real world where teams are the norm and solo work is almost non-existent. We enter a world for which we are wholly unprepared—the world of teams and the complexity it brings.

As I enter my 20th year as a professional software developer, more and more I see software projects like jigsaw puzzles in which the pieces are being shaped at the same time they are being assembled. If I am honest, software is probably more like a Rube Goldberg machine, but you get the idea. In fact, the slide in the DoD introductory acquisition training covering software project management has a drawing of the contraption from the board game Mousetrap, but I digress. Anyone who has assembled a large jigsaw puzzle knows the drill: look for the four corner pieces, find the edge pieces, start building the edges, look for color blocks, and so forth. The devilish thing about jigsaws is that they have exponentially rising difficulty relative to the number of pieces in the puzzle. Each piece has four sides, so if you have twice as many pieces, you have 16 times as many possible interconnects.

Software is similar to jigsaws in having an exponential number of interconnects but adds many more complications. The interfaces are flexible and ever changing. The functionality of the parts is ill defined. No one can lay all the pieces out on a large table for everyone to see all at once. Unlike jigsaws, and whether engineers (and their project managers) will admit it, engineering is a creative process. It exists in the minds of the creators until it is communicated in some way whether verbal or written. That is where the difficult project work begins.

Agile methods were originally developed to add two long-sought project attributes: short-term releasability and requirements churn flexibility. Agile thrives in an environment with high levels of verbal communication; the daily meetings; the on-hand stakeholders; and the pair programming. In small-scale agile, every member of the team knows what every other member of the team is doing. Cycles and tasks are short, and meetings are held often, so problems do not fester. One of the problems with agile methods is that they are scaling up to large projects. You end up with teams of teams leading to groups of individuals not being on the same page. Programmers will know what their sub-team is working on in detail, but the other sub-teams’ work will be more opaque. A common solution is documentation in the form of Interface Control Documents and formalized designs.

While the Agile Manifesto does not rule out internal project documentation, the creation of such does slow a project down and make it seem less agile. You end up with things like requirements sprints and architecture sprints before any usable product can be released to a customer. Should it be any surprise that a change in scale of a product would necessitate a change in the process used to create it? People get wrapped up in the pros and cons of one method versus another. Just because Scrum by-the-book does not fit your group does not mean that the Rational Unified Process is your only other choice.

I’ve been a Team Software Process (TSP) coach and I’ve been a ScrumMaster. At the moment, I am a TSP advocate but I’ll be the first to admit that TSP is not the best method for every situation. It does not matter what you call your particular process. They all include planning, estimation, tracking, meetings, and, of course, writing software. Everything is tailorable. Dr. Deming’s famous Plan-Do-Check-Act works perfectly here. Pick a process, use it, measure the results, and modify accordingly. Not one of the TSP teams I know of, and there are many, use TSP exactly by the book. They have all tailored the process according to their circumstances and metrics.

In the end, we are all just looking to get important work done on time, on budget, and with high quality. And maybe, just maybe, have some fun along the way.

**Mark Stockmyer**  
Senior Computer Scientist  
NAVAIR
A Lean Approach to Scheduling Systems Engineering Resources

Dr. Richard Turner, Stevens Institute

Abstract. Integrated Master Schedules serve a critical purpose in coordinating system development. However, in large operational systems where evolution is both rapid and externally driven, they can fail to provide the flexibility and visibility required for strategic decision making. Research into applying lean concepts to both rapid and externally driven, they can fail to provide the flexibility and visibility system development. However, in large operational systems where evolution is often difficult. Schedules are rarely stable due to:

- Size and complexity of capabilities
- Operationally imposed unexpected changes in priorities
- Deep supplier chains and contract structures
- Variety and availability of special engineering resources
- Generally complex nature of the operations.

This instability can cause undue stress on traditional scheduling models and tools. The effort required to maintain large networks and plans—exemplified by Integrated Master Schedules and Plans, complex work breakdown structures and earned value management systems—often outweighs their usefulness for communicating progress and managing resources. It is difficult to understand at any particular point in time:

- How much work the organization, program or project resources have the current capacity to perform within a specified time frame
- What resources are overcommitted or underutilized
- What work is actively proceeding
- How much work is actively proceeding
- What work is blocked and thus inactive
- What is the continuing impact of unpredicted changes in priority, urgent maintenance or critical development responses, changes in requirements or scope, or other emergent issues
- What is the actual progress toward various project outcomes
- How often and when is value finally delivered to the user

Lean approaches strive to maximize flow through a process—often by using on-demand (Kanban) scheduling techniques. Software development organizations have found that iterative and on-demand approaches are more flexible and provide better results than traditional push scheduling methods. The Systems Engineering Research Center (SERC), a University-affiliated research center of more than 20 universities and research organizations led by Stevens Institute, is investigating on-demand scheduling techniques in SE to determine if they can provide:

- Better status visibility managing multiple concurrent development projects
- More effective integration and use of scarce SE resources

- Increased project and enterprise value delivered earlier
- More flexibility while retaining predictability
- Less blocking of product team tasks waiting for SE response
- Lower governance overhead.

To investigate these aspects, SERC researchers have identified large, evolving, software-driven systems as the target environment for their initial work. These systems make up a significant portion of defense acquisitions, and include complex real-time actions that often occur across systems of systems.

After studying the needs of several government and commercial environments, the SERC team has combined several agile and lean ideas and is experimenting with their application in SE. We have defined a general Kanban-based Scheduling System (KSS) that we believe captures the essence of lean flow management visibility and flexibility. We have also developed a concept for SE as a service to support ongoing collaboration between SE and SW tasks. Together, we postulate that these approaches will improve the ability to reallocate resources as needed to meet emergent needs, continue to support ongoing development and maintenance activities, all without overloading resources. We are now describing and simulating the implementation of a network of KSSs in a complex, multi-site health care information system.

The KSS Concept

A KSS is a means of visually controlling workflow. It consists of a set of activities, where each activity has its own ready queue, a set of resources to add value to work units that flow through it, and a done queue.

Visual representation provides immediate understanding of the state of flow through the set of activities. This transparency makes resource issues and process anomalies (both common and special cause) easily visible, enabling the team to recognize and react immediately to resolve issues locally. Because the team and management interact with the visualization and collectively solve problems, this aspect is important in achieving continuous improvement (Kaizen). Control of the KSS is generally maintained through Work in Progress (WIP) limits, small batch size, and Classes-of-Service (CoS) definitions that prioritize work with respect to risk.

WIP is partially completed work, equivalent to the manufacturing concept of parts inventory waiting to be processed by a production step. WIP in knowledge work can be roughly associated to the number of work items started and not delivered. WIP Limits specifically cap the amount of work assigned to a set of resources. This lowers the context-switching overhead that impacts individuals or teams attempting to handle many simultaneous work items. WIP Limits accelerate useful value by completing work in progress before starting new work and also provide for reasonable and sustainable resource work loads.

CoS provides a variety of handling options for different types of work items and influence the next task selection within KSSs. They allow the WIP limits to be distributed in such a way that certain types of work will always take priority, will have more consistent access to resources, or will only be selected under certain circumstances.

The fundamental KSS building block is shown in Figure 1. In general, the upstream customer for the service provided is
responsible for selecting the work that enters the KSS. This is usually done collaboratively with the KSS to make sure that significant dependencies, date-certain events, and other special concerns are understood. As resources become available, the highest value work item is selected, resources are assigned, the work is executed until it is complete, and then added to the completed work queue. The value of a work item depends on a number of factors, including priority of the project associated with the work, cost of delaying the work, criticality of the work, and the work’s impact across the larger system or system of systems. A scheduling cadence provides regular meetings of the KSS team to assess flow and determine if resources should be moved between activities, WIP limits adjusted, or other actions taken. Often, this is a daily activity, but the actual planning horizon selected and the nature of the work items should be used to establish the most cost-effective cadence.

SE as a Service

Defining SE as a service and using on-demand scheduling is designed to better allocate scarce SE resource and integrate the SE flow with the SW development project flow. If SE is seen as an overarching and somewhat separate activity, there is little ability to interact with the needs of the various development teams, and no means of identifying priority when asked for support. SE and developers both have unique insights into the rationale and reality of the systems or products they are evolving but often do not realize how their decisions impact their counterparts or the system as a whole. Viewing SE as a service performed for management or product/system developers generates communication opportunities that enable negotiation and collaboration in determining the priority, scheduling, and quality level of technical activities.

In general, SE is involved in three kinds of activities in rapid response environments: lifecycle, continuous, and requested. Lifecycle activities are critical in greenfield projects, but are important in all systems and system of systems evolution. They include front-end work like creating operational concepts, defining architectures, and capability and requirement decomposition and allocation, as well as final verification, validation, integration, and deployment activities. Continuous activities are ongoing, system-level activities (e.g., architecture analysis, performance analysis, configuration and risk management, and incremental verification, validation and integration). These require regular resources for analysis and the maintenance and evolution of long-term, persistent artifacts that support multiple projects. Requested activities are generally specific to either individual projects or capability engineering (e.g., issue triage, study trades, impact assessments, needs analyses, cost analyses, interface support, and specialty engineering support), and draw on the persistent SE artifacts and knowledge.

By viewing persistent artifacts (architectures, requirements, interfaces specifications) as key components of services provided to various projects, SE can be opportunistic and apply its cross-project view and its understanding of the broader environment to better support specific projects individually or in groups. It can also broker information between individual projects where there may be contractual or access barriers. When a system-wide issue or external change occurs, SE can negotiate or unilaterally add or modify work items within affected projects to ensure that the broader issue is handled in an effective and compatible way. The quality of a service may be pre-specified, specified as a parameter of the service request, or negotiated as a function of typical value sought and time available to provide the service. SE services may be thought of as a single activity, although many activities are complex enough to have their own set of value-adding activities and specialized resources.

To support timeliness, SE performs its services in parallel to those activities in the requesting project. SE can use the KSS network constructs to compare the values of individual project work across the entire system and select the most critical work (often the work presenting the highest cost of delay) to accomplish next. This increases the effectiveness of the limited SE resources across the enterprise.

Implementing a KSS Network

The initial implementation uses a network of integrated KSSs that are intended to:

- Shorten the time required to deliver value to internal and external consumers
- Make work in progress and status visible at all levels through Dashboards and KSS flow boards
- Monitor organizational capacities at all levels
- Support analysis and decision making at every level of management
- Limit WIP to improve value flow (identify resource issues, cause of blocked work)
- Coordinate multiple levels of SE activity; enable cross-organizational teams and swarming of resources
- Establish a basis for continuous improvement in a rapidly changing environment

The KSS Network shows the relationships between the SW development tasks and the SE tasks. It also clearly captures the relationships between the SW and SE tasks and the capabilities. Understanding the information needs for decision making, including scheduling and flow monitoring/control, at each level of SE activity or utilization, is a key to a successful KSS design. Figure 2 shows the current conceptual design of the hospital system KSS Network.
The KSS Network acts as a distributed database of changing work status and value. This provides a basis for informed decision making at every level and encourages pushing technical decisions to the lowest level appropriate. A critical characteristic is the transparency provided by the near-universal status availability and the specificity of the policies that underlay the scheduling decisions. These policies are most often defined using CoS, WIP limits, and value definitions, and are exercised by informed, collaborative decision makers.

The CoS that have been identified for the health care system KSS Network are presented in Table 1. The definition of initial WIP Limits, collaboration mechanisms for specific types of work items, and value determination algorithms are still underway.

**Conclusions**

This research has included a great deal of wandering through exciting possibilities and running into stark realities. The concepts are reasonable, but the work in applying them to the difficult environments we have chosen is just beginning. The next step is to simulate the example health care LSS Network and experiment with the mechanisms we have defined to implement its activities. This is not a simple task.

To support both the concept evolution and the simulation development, we are also looking for interested organizations or projects to pilot single or multiple level LSS concepts on their own work flow. The data gathered and experience provided by such pilots would be extremely helpful to the research, but may also support the pilot organizations in beginning the culture change initiatives that inevitably accompany transition.
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### Table 1. Initial CoS for Health Care Systems KSS Network

<table>
<thead>
<tr>
<th>CoS Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date Certain</td>
<td>Work items that must be completed by a specific date or will have significant consequences.</td>
</tr>
<tr>
<td>Important</td>
<td>Very high priority work items where the speed of completion is such that this work should take priority over all other work in the ready queue.</td>
</tr>
<tr>
<td>Critical Expedite</td>
<td>A Critical Expedite work item represents something that fixes an existing or imminent issue within the system. Safety, security, or other emergency work items are assigned this CoS. It is disruptive and requires all appropriately skilled resources to suspend their current activities and work on the Critical work item. It also suspends any WIP limits in activities associated with its work items for the duration that the critical work is in the activity. Once a work item is assigned this CoS, the CoS applies to all derived work items in all KSSs, regardless of local priorities.</td>
</tr>
<tr>
<td>Standard</td>
<td>The normal CoS for the development organizations work. A high percentage of work should be assigned at this level for the KSS Network to provide the desired outcomes.</td>
</tr>
<tr>
<td>Background</td>
<td>Background work (sometimes referred as intrinsic or invisible) is work that must go on but is usually not time critical. It includes things like architectural enhancements, low-level technical debt, research and environmental scanning, or time-certain events not due in the near future. It is usually prioritized by its length of time in the queue (FIFO). Some KSSs may have a limit for the time background work can remain in the queue. When reached, this limit automatically triggers placement of the work item in a higher CoS.</td>
</tr>
<tr>
<td>Collaborative CoS</td>
<td>This special CoS is designed for activities that span organizations and organizational levels such as cross-discipline issue analysis. The actual mechanisms for implementing this CoS are not complete, but it will be designed so that shared resources can be tracked across multiple LSSs without changing the basic flow management and scheduling activities.</td>
</tr>
<tr>
<td>Product Support CoS</td>
<td>This CoS is limited to certain SE LSSs that directly support Product Team requests. It is designed to limit the impact of other classes of service on work items resulting from product team requests. There is a guaranteed WIP Limit allocation for this work, meaning there are always resources allocated to this class of work, preventing the complete blockage of flow. It also raises the priority or value of work over time similarly to the Background CoS.</td>
</tr>
</tbody>
</table>

---
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Scaling Agile Development
Large and Multisite Product Development with Large-Scale Scrum

Craig Larman, Bas Vodde

Abstract. Since 2005 we have worked with clients to apply the Scrum framework and to help scale agile development to product groups involving from a few hundred to a few thousand people, in multiple sites. This is organized as large-scale Scrum frameworks 1 and 2, summarized in this article and elaborated on in our two-volume book series on very large-scale agile development.

Background
In 2003, when Craig Larman published Agile & Iterative Development [1], many “knew” that agile development was for small groups. However, we became interested in—and got increasing requests—to apply Scrum to very large, multisite, and offshore product development. So, since 2005 we have worked with clients to scale up—often for “embedded” systems. Today, the two large-scale Scrum frameworks described herein have been introduced to big groups worldwide in disparate domains, including telecom-infrastructure-equipment providers such as Ericsson [2], and investment banking clients such as Bank of America-Merrill Lynch, plus many more.

To quantify “large”, we have seen our large-scale Scrum framework-2 applied to groups of up to 1,500 people, involving seven developments sites spanning the globe. Our median experience is perhaps around 800 people on one product at 5 sites, with about 15 million lines of source code, usually C++, C, and Java.

Based on these experiences we published two volumes on scaling agile development and the large-scale Scrum frameworks summarized: (volume 1) Scaling Lean & Agile Development: Thinking and Organizational Tools for Large-Scale Scrum [3], that explains the leadership and organizational design changes, and (volume 2) Practices for Scaling Lean & Agile Development: Large, Multisite & Offshore Product Development with Large-Scale Scrum [4], that explains concrete suggestions for scaling, including in product management, architecture, planning, multisite, offshore, and contracting. This article summarizes concepts expanded on in those books.

Large-Scale Scrum is Scrum: Change Implications
Scaling Scrum starts with understanding and being able to adopt standard real one-team Scrum. Large-scale Scrum requires examining the purpose of single-team Scrum elements and figuring out how to reach the same purpose while staying within the constraints of the standard “Scrum rules.”

If the entire R&D group was only seven people, the implications of changing to adopt true one-team Scrum are not dramatic, since many elements will “organically” be in place—as in a startup. But when a traditional R&D group of 500 people moves to Scrum, there are major change implications, and these need full understanding and support by senior leadership and hands-on producers. These include:

1) Standard Scrum: A small (five to nine people) cross-functional team of multi-learning team members that do everything end-to-end to develop the product (a real feature team [5]), and no specialized sub-groups within the team, with the only title of “team member” [6].

Change/scaling implications:
- No separate analysis group, testing group, architecture group, user experience group, platform group, etc. And no “tester” or “architect” within the team. That implies the dissolution of existing single-function groups and the management supervising roles, and the elimination of traditional career paths and job titles.

2) Standard Scrum: The business-person “owner of the product” (such as, lead product manager) responsible for ROI and cost, and who can independently decide and change the content and release date becomes the Scrum product owner. The owner of the product steers development directly based on “inspect and adapt” and so is ultimately responsible for the product release, since they have the steering wheel.

Change/scaling implications:
- Traditionally, the owner of the product negotiated a scope-and-date milestone-based internal contract with R&D managers, who were thereafter responsible for the release. Since the owner of the product now steers directly, there is no shifting of responsibility to R&D to develop the release, and no internal contract.
- Since the owner of the product steers development directly and is responsible for the release, there is no separate R&D or IT program/project manager responsible for the release; that role is eliminated.

3) Standard Scrum: Each two- to four-week Sprint, from the first, the product increment must be done and potentially shipable— a potentially shipable product increment. Each Sprint the system must be implemented, integrated, fully tested, documented, and capable to deploy.

Change/scaling implications:
- The concept of a “big release” and the constraint, “it is not ready until the end” dissolves. This implies eliminating big release management systems, practices, roles, and policies that are predicated on a long phase of messy partially-done development before the system is ready.
- Scrum is not for the programming phase after analysis and before testing. There is no prior analysis phase or architecture phase and no following integration/testing phase. Sequential lifecycle development is eliminated, and with it, the groups that were attached to each phase (the analysis group, ...).
4) Standard Scrum: The team is self-organizing (self-managing) and is empowered to independently decide how to achieve their goal in the Sprint.

Change/scaling implications:
• There is no team lead or project manager that directs or tracks team members, which implies the elimination of related team-lead and project-manager roles.
• No organization-wide standard process that everyone must follow.

This is simply standard one-team Scrum, but its adoption especially challenges traditional R&D assumptions and organizational design at scale. Therefore, most groups do not adopt real Scrum, but instead customize it (into “fake Scrum” or “Scrum, but..”) rather than change themselves.

Observations and suggestions:
• Real agile development with Scrum implies a deep change to become an agile organization; it is not a practice, it is an organizational design framework.
• Start a large-scale agile Scrum adoption by ensuring leadership understands the organizational implications, and they have been proven adoptable in the small scale.

Two Agile Scaling Frameworks

After the aforementioned organizational-design changes are understood by leadership and they flip the system, then one of two large-scale Scrum frameworks can be adopted. Most of the scaling elements are focusing the attention of all the teams to the whole product instead of “my part”. Global and “end-to-end” focus is perhaps the dominant problem to solve in scaling. The two frameworks – which are basically single-team Scrum scaled up – are:
• Framework-1: Up to 10 Scrum teams (of seven people).
• Framework-2: Up to a few thousand people on one product.

Framework-1 is appropriate for one (overall) Product Owner (PO) and up to 10 teams. 10 is not a magic number for choosing between framework-1 and framework-2. The tipping point is context dependent; sometimes less. At some point, (1) the PO can no longer grasp an overview of the entire product, (2) the PO can no longer effectively interact with the teams, (3) the PO cannot balance an external and internal focus, and (4) the product backlog is so large that it becomes difficult for one person to work with. When the PO is no longer able to focus on high-level product management, something should change.

A group with seasoned people who know the product and customers well and are co-located with the PO can handle more teams with one PO. A newly formed outsourcing group in India who do not know the domain, with a PO in Boston, will require less teams.

Before switching to framework-2, first consider if the overburdened PO can be helped by delegating more work to the teams. Encourage teams to directly interact with real customers to reduce handoff and reduce the burden on the PO. Most detailed analysis and project management should be done by the teams; the PO does not need to be involved in low-level details – they should be able to focus on true product management.

What is the Same as One-Team Scrum?
• One product backlog (it is for a product, not a team)
• One definition of done
• One potentially shipable product increment
• One (overall) product owner
• Each team is a “team” (and there are no single-specialist teams)
• One Sprint

In summary, all teams are in a common Sprint to deliver a common potentially shipable product increment.

What is Different?
• Role changes: none.
• Artifact changes: none; but to clarify: Sprint backlog and Sprint goal per team.
• Meeting changes: The dominant difference in large-scale Scrum framework-1 is the behavior of Scrum meetings, driven by coordination needs. This is illustrated in Figure-1 and explained next:

1. Sprint Planning Part 1: One meeting, and same maximum duration: one hour per week of Sprint. Rather than all team members participating, limit it to two members per team, plus the one overall PO. Let team representatives self-manage to decide their division of product backlog Items, although if “competition” exists the PO can break a tie. End with the partial-teams identifying dependencies (perhaps with a dependency matrix) between PBIs and discussing coordination.

2. Sprint Planning Part 2: Independently (and usually parallel) per team, though sometimes a member of team-A may observe team-B’s meeting and make suggestions when there is a coordination issue between the teams.

3. Daily Scrum: Independently per team, though a member of team-A may observe team-B’s Daily Scrum, to increase information sharing.
4. (addition) Inter-team coordination meeting: Several times per week, team representatives may hold an open space, town hall meeting, or Scrum of Scrums, to increase information sharing and coordination.

5. (addition) Joint light product backlog refinement: Maximum duration: 5% of Sprint. Only two representatives per team. Splitting, analysis, and estimation for soon-to-develop PBIs. Analysis is lightweight; for example, if using Specification by Example, only three examples per item. Note that the cross-team estimation ensures a common baseline for estimation across teams. Note that this meeting increases product-level learning and team agility – the ability of any team to take on any PBI.

6. Product Backlog Refinement: For this mid-Sprint meeting preparing for future Sprints, for co-located teams, hold this at the same time in one big room with all team members; each team facing a separate wall with their own learning tools (whiteboards, projectors, ...). Apply rotation writing and other large-group workshop techniques so that all members across all teams are eventually exposed to analyzing all items, which is critical for more team flexibility.

7. (optional addition) In-Sprint PBI Inspection: When possible, informally seek out early feedback from the PO or other stakeholders on finished PBIs as soon as possible during the Sprint, to reduce the inspection and discussion that would otherwise be required at the Sprint review; this does not eliminate the Sprint review.

8. Sprint Review: One meeting, and same maximum duration: one hour per week of Sprint. Limit it to two members per team, plus the PO and other stakeholders. Rather than only a common inspection of the running potentially shippable product increment, consider a “bazaar” or “science fair”-style phase during the middle of the Review: a large room has multiple areas with computers, each staffed by team representatives, where the features developed by a team are shown and discussed. In parallel, stakeholders visit areas of interest and team members record their feedback. However, begin and end the Sprint Review with everyone in a common discussion, to increase overall feedback and alignment.

9. Team Retrospective: Independently per team; no change.

10. (addition) Joint Retrospective: Maximum duration: 45 minutes per week of Sprint. Since the team retrospective ends the Sprint, this Joint Retrospective is held early in the first week of the subsequent Sprint. Scrumb Masters and one representative of each team meet to identify and plan improvement experiments for the overall product or organization.

Agility Across Teams

Notice that large-scale Scrum increases learning across teams; most can flexibly do any Product Backlog item. This is in contrast to “team A can only do A-type work”, and critical for agility when scaling, so that teams are responsive to change, and all can focus on the highest-value work, rather than constrained by single specialty. Remember: agile development is for agility (flexibility) over efficiency.

Coordinaton

When scaling, a dominant issue is coordination. In traditional scaling, this is (poorly) handled with major upfront “fixed” specifications and planning, private-code component teams, and extra managers. In scaling agile development, coordination is handled more by increased coordination in shared code and self-organizing teams. Besides meetings, what other coordination elements are in large-scale Scrum?

• Continuous integration: All code, across all teams, is integrated continuously (many times per day) and verified with automated tests, with a “stop and fix” culture of rapidly fixing a broken build.

• Internal open source: Rather than private-code components and “component teams”, there is collective code ownership or “internal open source.” Many open-source practices apply, such as standard coding style.

• Feature teams: Scrum feature teams develop end-to-end “vertical” customer-centric features across all shared code.

• Communities of practice (CoPs): To handle cross-team concerns (architecture, user experience, standards, ...) CoPs are established (and all that implies), with membership from the Scrum teams (not from external people). For example, a Design/Architecture CoP for the key concern of good design at scale; this is not composed of a separate “architecture group”, but by volunteering regular Scrum team members with the skill and passion.

• Team-controlled build system: Rather than a separate “build group”, regular Scrum teams rotate responsibility for maintaining their common build system.

• More talking! Notice as a theme that coordination is handled by self-organizing teams (rather than more managers), and with fast-feedback integration cycles in code (rather than more planning and separated code).

Multisite

If an entire product group is seven people in four sites then a co-located team is difficult. But when 50 people, it is possible to create co-located teams of five to nine people: three teams in Boston, etc. Therefore:

• Co-located teams: Although different co-located teams may be in different sites, avoid a single dispersed team with scattered members. The motivation for dispersion is usually specialist bottlenecks (“only Mary knows X”) but a key value in Scrum is to increase learning and multi-skill to reduce bottlenecks, rather than accept them.

• Continuous integration across all sites: And related...

• Free open-source (FOSS) tools: Especially when multisite, we observe frictions in groups using commercial tools... “We cannot have more licenses”, “Wait for purchasing” etc. FOSS tools (Subversion, Git, GNU tools, Eclipse, Java, etc.) eliminate friction, reduce costs, and are usually superior.

• Free “Web 2.0” information tools: Multisite requires more software tools; use FOSS wikis, Google Docs, and other free “pure Web” tools for information (lists, requirements, etc.), rather than commercial and pre-Web document-based tools such as Word, SharePoint, DOORS.
• Free ubiquitous video: Rapport and trust—critical! And it is degraded when people do not see each other, so replace phone calls with video. Use free, ubiquitous tools such as Google Video Hangouts and a projector.

• Multisite Sprint Planning Part 1: How? The PO is with local representatives. Other sites use video and web tools. The PO offers items via a web tool (e.g., Google Spreadsheet). Parallel discussion on the items happens on different wiki pages or chat sessions.

• Multisite Product Backlog Refinement: As in Planning Part 1, emphasizes video and web tools. If estimating with Planning Poker, use (for example) a Google Spreadsheet with different members typing estimates into different cells.

• Multisite Sprint Review: As above.

• Multisite communications CoP: Good communication requires meta-communication.

Requirement Areas
With 1,000 people on one product, divide-and-conquer is unavoidable. Traditional development divides into single-function groups (analysis, ...) and architectural-component groups (UI-layer group, ...), yielding slow inflexible development with high levels of waste (inventory, work-in-progress, handoff), long-delayed ROI, and weak feedback. And it is organized “inward” around function and architecture, rather than “outward” around customer features.

In large-scale Scrum framework-2, we do not divide by architecture; rather, we divide around major areas of customer requirements – requirement areas. For example: fault management or options trading. Then, we add a “requirement area” column to the Product Backlog and classify each item in one area (Figure-2). A filter on one Product Backlog shows distinct Area Backlog views (Figure-3).

New Role: (Requirement) Area Product Owner
To deal with the overwhelming complexity for one PO, we introduce a new role: an area PO, who focuses on one area backlog. The one overall PO plus all area POs form the product owner team.

Figure-2. Requirement Areas

<table>
<thead>
<tr>
<th>Product Backlog</th>
<th>Requirement Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backlog Item</td>
<td>Requirement Area</td>
</tr>
<tr>
<td>IPv6 performance 10x</td>
<td>protocols performance management</td>
</tr>
<tr>
<td>HSDPA performance stats configuration of cells</td>
<td>protocols management</td>
</tr>
<tr>
<td>new NMS solution speed-up of build improved upgrading support stability to 99.999%</td>
<td>continuous integration upgrades management reliability</td>
</tr>
</tbody>
</table>

Figure-3. (Requirement) Area Backlogs

Area Teams
A set of three to 10 teams (area teams) are dedicated to one area PO, all who specialize in one requirement area (Figure-4). Each team is cross-functional and cross-component, doing end-to-end customer-centric feature development.

The Big Idea?
Large-scale Scrum framework-2 is a set of several framework-1 groups (one per requirement area) working in parallel in a common Sprint (Figure-5).
3. **Overall Sprint Review:** A review is needed at the product level, not merely each area. It is not possible to review all items of all areas, so the focus is on a subset of interest to the overall PO or to many area POs.

4. **Overall Sprint Retrospective:** For system-level improvement, a retrospective is needed at the product level, not merely each area. This happens earlier in the subsequent Sprint, after area-level joint retrospectives.

### References

Uncomfortable With Agile
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Abstract. The original intent behind the agile software development movement and its goals have become diluted over the past decade, with many teams simply doing selected agile practices instead of becoming agile practitioners. Many adopters and their organizations now claim to be comfortable with the idea of agile software development and their own use of it, which is probably an indication that they are doing it wrong.

Introduction

The Agile Manifesto was created more than 10 years ago, in February 2001, by a group of 17 interested individuals. I was fortunate to be one of those 17; witnessing and participating in the articulation and advancement of an idea that would, we hoped, change the face of software development for the better. But 10 years is a long time in the real world, and it is an eternity in the tech world.

As a result, things did not quite turn out the way we expected. In 2001, when we created the manifesto and launched the agile software development movement, we fully expected to see a crowded rush of new methods, new practices, and new ways of being agile. These new ideas would follow the guidelines of the manifesto but introduce new ideas and approaches and help advance the art. That did not happen.

Instead, we have seen wider-scale adoption of individual practices that agile software development favors, including formerly controversial practices such as pair-programming, and even basic hygiene practices such as version control that previously were not always followed. Overall, this seems to have had a very positive effect on many development organizations, but it is surely less than many of us had hoped for.

It seems that the initial focus of the agile software development has been forgotten over time, and the goal has shifted from becoming adaptive, flexible, agile practitioners to merely following a subset of canonical, prescribed agile practices. It appears that people have forgotten why we do what we do.

Of course it is not just software development that suffers from this sort of phenomena. For instance, when Osama bin Laden was caught and killed in May of 2011, there was a huge spike in search traffic asking, “who is Osama bin Laden?” Some two-thirds of the searchers were teenagers, which casts serious doubt on our ability to transfer information to the next generation [1]. We, as a people, had forgotten why we were doing what we were doing.

If our collective mass memory can forget such significant pivotal events in our shared global history, then remembering the subtleties of a niche topic like “effective ways to develop software” is probably doomed from the outset.

So it is not too surprising to consider that perhaps the original intent behind the agile software development movement and its goals have become diluted over time, and perhaps have not been transferred to our peers, newcomers to our teams, or our successors. It is not surprising that many adopters and their organizations now claim to be “comfortable” with the idea of agile software development and their own use of it.

If you consider yourself comfortable with “agile,” then that is too bad, because it probably means you are doing it wrong.

Uncomfortable With Agile

Software project teams seem to show a tendency toward one of two extreme states:

1. A comfortable, repetitive routine (some may say “somnambulant”) that ends in disaster when the team is blindsided by new developments (be they from the market, the technology, or the organization).

2. Chaotic disarray, where the main driving force is sheer panic, fueled by unrelenting overtime, conflicting goals and priorities, and enough poor decisions to fuel a Dilbert calendar.

Given the choice, however, you do not want to just aim for the middle of these cartoonish extremes.

Instead, you want to creep up to the very edge of that terrifying, wild mess of dysfunctional development disaster: up to the edge of the abyss, but without falling in. Think of that uncomfortable feeling of tipping back in your seat, just before you lose your balance and catch yourself. That is where an agile practice needs to be in order to thrive—balanced on a narrow edge that requires constant small adjustments to maintain equilibrium.

I think the best definition I have seen that captures this spirit of agile comes from Dr. Patricia Benner, author of From Novice to Expert. Speaking on the nature of expertise and how to train people in real-world practices (clinical nursing in this case), she said, “Practices can never be completely objectified or formalized because they must ever be worked out anew in particular relationships and in real time.” [2]

That is, you can never completely define agile, or its practices, because they are constantly evolving to meet specific needs in specific circumstances. Agile should be ever-shifting, ever-changing, ever-responding to change in context. As a practitioner of agile software development, you need to keep thinking, and keep adjusting.

I humbly suggest that this fundamental idea of agile development is what we (collectively) have forgotten.
What Is Agile?

In the crush and press of the exigencies of the day, we have forgotten some of the theoretical underpinnings of agile methods—why we do what we do. I would say agile includes ideas from:

- Chaos Theory
- Kaizen
- Systems Thinking
- Risk Management
- Return on Investment

Some of the key ideas from chaos theory include the extension of the pure physics version to organizations: that people, teams, and software products are inherently non-linear systems. That means that cause-and-effect can be impossible to isolate and identify. That is not a flaw in your team or project, it is merely a fact of life.

So is emergence, that nearly-magical phenomenon where complex systems and patterns spontaneously emerge from simple interactions. The converse seems true as well, that complex interactions tend to create simplistic, even “stupid”, behavior. This phenomenon is a large part of the agile drive to try and keep the interactions and rules of development simple, clear, and low-ceremony.

If you are an agile practitioner, do you regularly observe complex behavior arising from your code or your team? Or just the opposite?

Then of course there are the well-known ideas from Kaizen, emphasizing using quick feedback to make continuous changes, and so to create an environment of continuous improvement.

Are you using constant feedback to make continuous changes to your product and process?

From Systems Thinking, we came to the idea of people as First-Order Components of the systems we are building. We are not resources, we are not staffing, we are people, and we are as much a part of the system as the database is. We realized that it was up to us as individuals; that particular practices, special tools, or novel processes would not save us.

So are you investing in the people on your team? Buying them books? Sending them to conferences or training courses? Are you hosting brown-bag lunches to discuss technology and development practices?

Software development is risky business. There are many different ways to manage risk, and the agile way favors minimalism as a core approach. Timeboxing, whether in an iteration or in a design meeting, is a very effective way of minimizing risk.

Another way of minimizing risk is to choose to write less code, or even better, not to write code. After all, the line of code not written is always correct.

But you already manage risk this way, right? You are constantly thinking about minimizing risk, are not you? You are timeboxing everything, from iterative deliveries and meetings to how long a team member can be stuck on a bug without asking for help?

Similarly, in addition to minimizing risk, you want to maximize business value—the stakeholders need to see a positive return on investment. That means delivering small bits of functionality frequently that help the organization achieve its goals.

Breaking Out of the Rut

Notice that each of these underpinnings of agile demands constant attention and thought. You cannot just run with a set of “standard” practices on autopilot.

You should find yourself thinking. Being skeptical. Re-evaluating. Are you doing some set of practices—are they working? Are you getting value for your effort? Is everyone on the team growing and advancing in their own individual careers?

In addition, there are definite warning signs to watch out for, which may indicate you are not working in an agile fashion [3]:

- **Sloganization**—Speech becomes so sloganized that it becomes trivial and eventually loses meaning entirely. Watch for all your favorite agile buzzwords and see if they are being used as meaningless jargon.

- **Confusion between following rules and exercising judgment**—When is it OK to break the rules? All the time? Never? Somewhere in between? How do you know? Some rules probably should never be broken (e.g., check everything into version control, have unit tests, settle on a fixed iteration length) and others may be more flexible (pairing conventions, specifics of customer involvement, etc.).

- **Confusing the model with reality**—A model is not reality. Thinking that an agile project is “supposed to go this way” might be a trap. The only thing it is supposed to do is succeed; everything else is up for grabs.

- **Demanding conformity**—The same standard may not always apply equally in all situations or with all people. You do not want a bunch of monkeys banging on typewriters to churn out code. You want thinking, responsible developers. Do not reward herd behavior or devalue individual creativity.

- **Spelling out too much detail too soon**—Premature optimization is indeed the root of all evil, whether it is in your process or your code. Tying things down too early is not agile, and excessive detail can act like instant glue. Have patience.

- **Oversimplification of complex situations**—“Just follow the process.” If it were that easy, anyone could do it. But they cannot. Every project, every situation, is more complex than that. “All you need to do is...” or “Just do this...” are invitations to failure. Do not fall for it.

Become an Agile Practitioner

If any of these warning signs sound familiar, then you and your organization may be stuck in an un-agile rut. Here are some suggestions to help get things back on track.

First, the goal: you (personally) and your teammates (collectively) need to function as a true self-directed, self-correcting, agile machine.

Next, the problem: you are probably operating at an “advanced beginner” level of agile software development. No shame in that, statistically that is where the majority of agile developers will find themselves [3].

To understand this, let us take a look at the Dreyfus Model of Skill Acquisition, and then see how to move to a more advanced level of practice.
The Dreyfus Model

The Dreyfus Model [3] is a helpful way of looking at how people acquire and grow their skill sets. It defines five levels that you experience as you gain abilities at some specific skill.

Here are the levels, with some key features of each:

- **Novice** – Rules-based, just wants to accomplish the immediate goal
- **Advanced beginner** – Needs small, frequent rewards; big picture is confusing
- **Competent** – Can develop conceptual models, can troubleshoot
- **Proficient** – Driven to seek larger conceptual model, can self-correct
- **Expert** – Intuition-based, always seeking better methods

At the advanced beginner stage, you are comfortable enough to sort of muddle your way through. And for most folks, that seems good enough, so any advancement stops there. And unfortunately, this level is not sufficient for self-reflection and correction.

What we need to do is to see how to make the jump from an agile advanced beginner to becoming a competent agile practitioner. If you look at the levels above, one big difference between an advanced beginner and a competent practitioner is the competent’s ability to develop and use conceptual models.

So the first thing we need to do is to establish some kind of a mental model about agility.

**An Agile Mental Model**

Agile is all about taking small bites and focusing on continuous, not episodic, development. You want to do a little of everything all the time, and not face big lumps of major events. That is the “constant” part in this definition, “agile development uses feedback to make constant adjustments in a highly collaborative environment.” [4]

The idea of correcting based on continuous feedback is key, but in order to do that successfully you will need to ensure that all the following are true:

1. All of your development and management practices generate continuous, meaningful feedback.
2. You are able to evaluate that feedback appropriately, in context.
3. You are able to change your code, your process, your team, and your interface to the rest of the organization and the customer in order to respond to the feedback.

That is just the mechanical portion. Any problems at this level have to be solved before moving on.

To be agile, you need this kind of base level environment, and then you need to apply an agile mindset. Look at the agile values from the manifesto: [5]
1. Individuals and interactions over processes and tools
2. Working software over comprehensive documentation
3. Customer collaboration over contract negotiation
4. Responding to change over following a plan

If you can proceed in a fashion that honors these values and adheres to that definition, and you are able to respond as needed, then you are headed in a more-or-less agile direction. You have got the basic model of agility in your head, and by asking questions and constantly reviewing what you are doing in terms of this model, you will make progress.

Put it in Practice

That is the theory, anyway. But theory does you no good unless you can put it into your practice. And practice means trying, failing, learning, and trying again. There is no substitute.

Familiar and comfortable ways of doing things may look attractive, but that is a trap—do not fall for it. You will need to venture into the unfamiliar and uncomfortable, and lose a lot of mental baggage while you are at it. Think of the XP maxim and ask yourself, “What is the simplest thing that could possibly work?” What is the least you could possibly get away with? That question works for code, process, documentation, training, QA, and more.

Suppose you need to accomplish a particular goal. Ask yourself how can you accomplish that goal in a lightweight, low-ceremony, agile fashion, and still fully accomplish the goal? As an example, let us look at an aspect of testing that often causes confusion.

You have started a new agile-based project and have been getting everyone up to speed on this new “agile stuff.” Now you are tasked with bringing the QA staff into your fledgling environment to do testing. How can you do so in an agile fashion?

Let us clarify what it is they are doing—which is always a fine idea when starting out. We are not talking about “unit testing.” Unit testing is mis-named; it is a coding practice, not a testing practice. Yes, developers need to do it, and no, it does not negatively impact your QA staff. So perhaps your development team is doing test-driven or test-first development. That is great, they should be writing unit tests on an ongoing basis, keeping it a continuous practice and avoiding the episodic.

So now you need to bring QA into the fold to do more comprehensive testing, maybe focusing on acceptance testing, performance testing, other non-functional requirements, and so on. Are you going to wait for the end of a major release to give them code to test?

Of course not, that is thinking of the event as a large, discrete episode—that violates the model. You do not want episodic development, you want continuous development. Are you going to wait until the end of an iteration? Perhaps, but that is still waiting and making a bigger event out of the situation than is needed.

Give QA the ability to pick up a testable version right off your continuous build machine. Every build that passes all the automated developer tests is eligible, and QA can grab the latest functioning code base and have a play. They have the opportunity to grab releases every hour, every half-hour, all day long. Or they can wait and grab it once when done (in a non-agile fashion), but the choice is theirs and they can change that choice at will.

Does it Work?

How does this simple example stack up to our mental model? You have implemented a policy that is lightweight and easy to maintain. You have delivered value continuously, and you are delivering actual working software. QA can make their own decisions about when and what to test. You can experiment with feedback to the development team based on both team’s needs. So you are honoring individuals and interactions over some rigid process. You are able to respond to change easily, without affecting the development rhythm, as the two teams are loosely coupled (a great coding technique, works well with organizations as well).

Of course, things rarely go exactly as planned. That is just how the world is. Maybe this scheme does not quite work out for you. That is great! Evaluate the feedback on where the problems are cropping up, and make constant adjustments to try and fix it. That is what agile is supposed to be.

Just as with novice drivers, do not overcorrect, or you could slam into oncoming traffic (metaphorically speaking). Tweak a little, check the feedback, and tweak some more. Even corrections to code or process should not be big, major events. Change a little, all of the time.

And now you are practicing agility, the way we intended.
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Abstract. In this paper, we present lessons we learned while working with a large program, helping it to modernize its very large transaction-based system that operates 24x7, while adopting agile software development. We focus on two agile architecting methods we used that provide rapid feedback on the state of agile team support: architecture-centric risk factors for adoption of agile development at scale and incremental architecture evaluations.

Introduction

Over the past decade of their use, applying agile development methods to large-scale projects has brought its challenges [1, 2]. Challenges are exacerbated when organizations must deal with increased size of software and increased complexity in orchestrating large engineering and development teams, and when they have to ensure that the systems developed will be viable in the market for several decades. Understanding and systematically resolving the challenges becomes even harder for organizations that must adapt their existing processes to agile development (e.g., adapting the DoD acquisition lifecycle or switching from a lengthy development cycle based on other methods to an agile development cycle).

In this paper, we present lessons we learned while working with a large program, helping it to modernize its very large transaction-based system that operates 24x7, while adopting agile software development. We focus on two agile architecting methods we used that provide rapid feedback on the state of agile team support: architecture-centric risk factors for adoption of agile development at scale and incremental architecture evaluations.

Agile project teams recognize that there is a desired software development state that enables them to quickly deliver releases that provide stakeholder value [3]. This involves getting platforms and frameworks, as well as supporting tool environments, practices, processes, and team structures in place to support efficient and sustainable development of features. Conducting a review of architecture-centric risk factors for adoption of agile development at scale uses architecture-centric criteria to examine the organization and project context. The review serves to identify and mitigate key risks to achieving a desired software development state, when there is a need to use agile development and architecture-centric practices in concert. A common adoption risk is losing the focus on architecting activities that help maintain the desired state, enable cost savings, and ensure delivery tempo when other agile adoption activities take center stage [4]. Conducting incremental architecture evaluations that can be incorporated into agile development sprints/iterations assists in mitigating such a risk.

Organizations that must design, develop, deploy, and sustain systems for several decades and manage system and software engineering challenges simultaneously can dispense with neither agility nor attention to enduring design.

What is Scale and Why Manage It?

The amount of software in software-reliant systems has increased tremendously; the software has become more complex, and additional orchestration is needed between the teams that build, integrate, and test the software components. Understanding what is meant by large scale is important, as often several different challenges may be implied that must be teased apart. We investigate scale from three perspectives: scope, team, and time.

Large-scale systems often are large in scope in terms of the amount of new technology being introduced and the number of features being added, independent components or COTS tools being integrated, users and user types to be accommodated, external systems with which the system communicates, configurations of components that can be configured for deployment, and so on. One or more of these aspects of scope may be present. As scope increases, the team and time dimensions are likely to increase as well.

The team dimension of scale is typically the most often-addressed aspect of scale in agile software development. Practices such as Scrum of Scrums are meant to address orchestration of multiple development teams in concert. There are often teams within or across organizations that are external to the core product development team (e.g., quality assurance, system integration lab, project management, and marketing) that must collaborate and provide input to product development. This brings additional challenges: Careful orchestration is necessary where these teams must seamlessly come up to speed with agile development and collaboration across organizational and lifecycle (e.g., system engineering, assurance) boundaries.

The time dimension of scale relates to both the duration of development and lifecycle time of the system. The system will need to be in development and operation for a longer period than systems to which agile development is typically applied, requiring attention to future changes and possible redesigns, as well as to maintaining several delivered versions. Over time, technology (hardware, software, sensors, effectors, etc.), threats, and features will change in various ways. In response to technology and threat changes, the system will undergo planned or unplanned upgrades. In addition, different planning rhythms may need to be kept in sync, which includes lifecycle budgeting and planning, individual milestone planning, and sprint planning.

Scaling agile projects in any of these dimensions involves a relationship to the architecture of the developed system and the use of architecture practices. For example, when there are multiple teams, the existence of some amount of explicit architecture documentation becomes important to coordinate the work across teams. Or, when a system exists for decades, a focus on the architecture of the system becomes important to ease the evolution of the system over time.
Architecture-centric Risk Factors for Adoption of Agile Development at Scale

When one or more of the scope, team, or time factors are of critical importance, incorporating architecture practices into agile development must take high priority, especially if an organization is new to adopting agile development practices.

In our recent engagement with a large organization, the key dimensions of scale were defined this way: the system has (1) gone through and would go through several technology upgrades, (2) served a large user base, and (3) been in operation and expected to be so for several decades. The organization faced the challenge of moving away from its existing phase-based software development approach to adopting agile development practices, while dealing with several dimensions of scale.

The first step was to conduct a risk analysis that combined a focus on architecture and agile practices. We conducted the risk analysis through several interviews and a scenario walk-through meeting, in addition to examining the working documents of organization-wide adoption plans. We conducted interviews with technical team members as well as managers, where they were in the same sessions as well as in separate sessions. The scenario walk-through meeting presented the team members with possible adoption scenarios and allowed them to analyze their possible outcomes within the organization.

The key areas we investigated included the following: business/acquisition and organizational climate, technology environment, ability to respond to change, project/team support, attention to quality attributes and architecture, customer collaboration, and productivity measures. Here we identify some common risks and factors worthy of attention in each of these areas.

Business/acquisition climate: Without clear identification of business and mission goals that reflect stakeholder concerns and success factors and strategies, adoption of agile practices at scale will entail resolving added challenges. Government organizations must pay special attention to contracting mechanisms. While all mechanisms potentially can be used in software vendor relationships, contracts should not be a barrier to building knowledge within a consistent team and improving communication [5].

Organizational climate: Adoption of agile development practices will require educating the teams about new practices that may not be familiar to a hierarchical organization with phase-based practices and high regulation checkpoints. Prior history of the waterfall processes and arm’s-length relationships among stakeholders, developers, and acquirers will prolong the time it takes to adopt agile development. These risk factors can affect both decision making in general and technical progress. Such impacts may occur, for example, when organizational barriers make it difficult or impossible to convene committees for technical, architectural, or design reviews.

Technology environment refers to having a robust development and design infrastructure in place to support the development teams. Automated testing and continuous integration practices require ongoing attention to support agile development adequately. To take advantage of agile development practices, such as nightly builds and configuration control, the right infrastructure should be in place and the necessary training provided. Such a technology environment, with automated tests, nightly builds, and configuration control mechanisms, is also tightly related to architectural requirements and the rate of change requests that the system must support. This includes requirements and requests involving new features, but also those that might necessitate architectural changes.

Response to requirements change: The inability to get a handle on the requirements management process in a volatile and large-scale product environment will hinder the success of the project. A special point of caution is to avoid focusing the requirements view on functional requirements; architecturally significant requirements must be continuously addressed as well.

Project/team support highlights attention to granting the authority to the downstream teams and arming them with the necessary skills and knowledge to succeed in an agile context while paying attention to the long-term goals of the system. New roles typically assigned when applying agile methods (such as product owner, Scrum master) have differing responsibilities from the roles in the existing phase-based waterfall program structures. Such differences may necessitate educating not only teams but also management and the customer.

Quality attributes emphasize the architecturally significant requirements of the system. An effort in architecture-focused acquisition can bring forward the key, architecturally significant concerns, such as integration and security. Often at-scale, multiple systems must be orchestrated, which requires continuous management of the key architecturally significant requirements, in addition to development of features.

Architecting activities must be integrated into agile development. The view that keeps these separate often creates silos, architecture conformance issues, and unexpected rework costs in later stages of the development effort. Architectural decisions, however, also must be made with consideration to the goal of iterative development.

Customer collaboration is key to success in any development effort. In an agile development context, customer collaboration is an essential part of the activities, for example, in sprint planning with Scrum. Communication with both internal and external stakeholders must be open and documentation should not be used as a substitute for communication.

Productivity measures in an agile context must incorporate a working system as well as continuous planning. If Scrum is chosen as the project management paradigm for agile development, understanding of relative estimation versus absolute estimation will be necessary. Obtaining the measures requires continuous monitoring and improving of estimates based on lessons learned. Providing working demos to the customer and...
establishing done criteria as potentially shippable features must be incorporated into the iteration and release planning cycles. These cycles also require architecting activities to be seamlessly integrated into the sprints.

Figure 1 shows a risk profile example. Having such a risk profile, along with an understanding of the factors contributing to the risks, allows an organization to set priorities in adopting agile practices at scale. This figure also demonstrates a common profile that organizations might face in adopting agile practices at scale. The areas that commonly demonstrate high risks tend to be organizational climate, response to requirements change, and attention to quality attributes and architecture. While business/ acquisition context, productivity measures, and project/ team support also have issues related to adoption at scale, the risks associated with them would partially resolve if attention were given to the high-risk areas. Customer collaboration and technology environment areas follow as low-risk areas.

Figure 1: Example of risk profile summary

The organization we worked with chose to adopt Scrum as a project management methodology and educate its teams and management in agile development, in addition to keeping a significant focus on architecture.

The typical high-risk nature of architecture and quality attribute areas, as shown in Figure 1, were also issues. In order to ensure that key architectural evolution decisions, risks, and high- priority quality attributes were managed in concert with agile development, we conducted incremental architecture evaluations with the organization, which we describe next.

Incremental Architecture Evaluations

The goal of focusing on architectural evaluation as part of the modernization and agile adoption activities was (1) to identify architectural risks and risk themes of the “as-is” system as well as in migrating the “as-is” system to the target architecture, and (2) to provide actionable recommendations to address the risks themes. The evaluation method was based heavily on the Architecture Tradeoff Analysis Method® (ATAM®) and its principles, but due to constraints, was conducted incrementally [6].

The constraints on the evaluation were twofold. First, the availability of stakeholders and the architects’ time to participate in the evaluations was limited to a small number of hours per week. The architects were available for eight hours per week, total. Specific stakeholder’s availability was limited to fewer than four hours per week per stakeholder. Second, the documentation for software architecture was inadequate to perform the architecture evaluation per ATAM’s criteria. However, we decided to proceed with the evaluation based on the architects’ knowledge and to use whatever relevant, useful documentation was available, acknowledging the associated risks of proceeding with the evaluation. This approach enabled us to test an evaluation approach that could also be incorporated seamlessly with other development activities in agile development planning, for example, Scrum sprint and release activities.

Architecture Evaluation Kick-off

It can be challenging to identify the architectural mismatches and impediments to migration from the “as-is” system to the target architecture. This task becomes much more difficult when architecture documentation is lacking.

The evaluation began with a kick-off meeting with the evaluation team, the program office, and the architects. The evaluation team presented the evaluation approach, the program office presented the business drivers, and the architects presented the architecture overview. Despite insufficient architecture documentation, the participants decided to proceed with the evaluation, using the architects’ knowledge and any acceptable, relevant documentation that was available. During the architecture evaluation sessions, the scribe would capture any undocumented architecture approaches in the analysis template as the architects described them.

The participants agreed that there would be a series of incremental architecture evaluation sessions on a weekly basis. A notional schedule was developed, starting with mission thread and scenario generation, to be finished within two weeks. Once the mission threads and all of the high-priority scenarios were identified and agreed upon, the schedule for the weekly architecture evaluation sessions would be developed and vetted. The participants also agreed that the evaluation schedule would be flexible and adaptable based on the evaluation progress made on a weekly basis.

Mission Thread and Scenario Generation

The operational end-to-end mission threads were developed by meeting with the operational system manager and technical lead and documenting the most critical threads, using the Mission Thread template for end-to-end mission threads. Table 1 shows a mission thread example, where Table 1(a) shows a summary of the mission thread, including the summary description, and Table 1(b) decomposes the thread into possible steps, with engineering considerations that impact system and software architecture decisions. Table 1(c) specifies the over-arching quality attributes for the mission thread, with engineering considerations that impact the system and software architecture decisions.

Four unique operational mission threads were identified and developed with the operational manager and technical lead and vetted with the system stakeholders. The mission threads established the end-to-end operational context for the evaluation and identified end-to-end quality attribute considerations to be evaluated. This was accomplished in a series of three two-hour meetings with the evaluation team, operational manager, and technical lead in the first week of the evaluation.
The primary business activities are taking orders for products, fulfilling orders, and providing customer service (for example, order changes, return authorization). Orders can be placed over the internet or by calling a customer service agent. Payment processing for credit card payments is handled by a third party (Intuit, ChasePaymentech, etc.). If the payment processing service is not available, the call center agent accepts credit card payments without authorization, and incurs the fraud risk. If the service is down for more than 8 hours, the agent accepts credit card information but holds sending the order to the fulfillment service until the payment processing service is restored and payments can be authorized.

Order fulfillment is outsourced to a partner, who handles inventory management, order assembly and packing, and shipping and tracking (Amazon, Webgistix, Archway, etc.). There is a service level agreement (SLA) that all orders placed before 4:00pm Eastern Time will be shipped the same day. Our visibility into their process is limited to tracking the shipment on the shipper’s web service using the tracking number.

<table>
<thead>
<tr>
<th>Mission Steps</th>
<th>Description</th>
<th>Engineering Considerations, Issues, Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Customer A places an order on the web site. The order value qualifies for free shipping.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Payment authorization is obtained for the order. (&lt;5 sec)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>The order is recorded and sent for fulfillment.</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Customer A’s customer history is updated.</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>...</td>
<td></td>
</tr>
</tbody>
</table>

Table 1(b): Mission thread steps elaboration

<table>
<thead>
<tr>
<th>Quality Attribute</th>
<th>Engineering Considerations, Issues, Etc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call Center Routing Performance</td>
<td></td>
</tr>
<tr>
<td>Call Center Screen Pop Performance</td>
<td></td>
</tr>
<tr>
<td>Call Center Routing Accuracy</td>
<td></td>
</tr>
<tr>
<td>Order Accuracy</td>
<td></td>
</tr>
<tr>
<td>Time-to-market</td>
<td></td>
</tr>
<tr>
<td>Modifiability</td>
<td></td>
</tr>
<tr>
<td>Testability</td>
<td></td>
</tr>
<tr>
<td>Availability</td>
<td></td>
</tr>
<tr>
<td>Usability for Call Center Agents</td>
<td></td>
</tr>
<tr>
<td>Migratability</td>
<td></td>
</tr>
<tr>
<td>Scalability</td>
<td></td>
</tr>
</tbody>
</table>

Table 1(c): Quality attribute requirements related to the mission thread

The scenarios were generated in a series of small scenario-generation sessions with the architects and selected stakeholders. The ATAM utility tree was used to capture and elicit scenarios. Figure 2 shows a utility tree example. The utility tree was initially seeded with the quality attributes identified in the business driver’s presentation and the operational mission threads. Some scenarios were derived from the mission threads. Each session would begin with a review of the prior session’s results. Each session would then elicit quality attribute considerations and scenarios from the attending stakeholders, insert them into the utility tree and then rank each of the scenarios according to degree of difficulty (ranked by architect) and importance (ranked by management)—high, medium or low. The evaluation team, program office, and architects would then discuss the need for any additional scenario generation sessions. Once the utility tree was deemed to be finished, the evaluation team, architects, and program office met to develop an incremental evaluation schedule based on the high-priority scenarios and mission threads. They agreed that the mission threads would be the last evaluation sessions once the high-priority scenarios were all evaluated, in order to evaluate the architecture in an end-to-end manner.

Architecture Evaluation Sessions

There were four mission threads and 59 scenarios generated, based on a utility tree with nine quality attributes. The architecture evaluation sessions covered all of the highly ranked scenarios followed by the four mission threads. The evaluation sessions were grouped based on the quality attributes and the mission threads. The mission thread sessions were held last so that the end-to-end evaluation would follow the scenario-based analyses. The scenario-based evaluation sessions were roughly ordered based on what we considered the more critical quality attributes for the system (e.g., availability, performance, and maintainability).

The session participants decided that there would be three two-hour architecture evaluation sessions per week. The sessions would focus on specific, pre-determined scenarios, based on the quality attribute utility tree and mission threads (e.g., the first week of evaluation sessions would focus on the important availability scenarios, with intent to utilize an evaluation backlog flowing into the next week’s session schedule, if necessary).

We expected to analyze two scenarios per session, since the documentation was poor.
Once we finished all the scenario analyses for a quality attribute, we would develop the schedule for the next quality attribute set of scenarios. We repeated this for the entire utility tree and then scheduled the end-to-end mission thread analysis sessions, expecting one thread per two-hour session. The entire set of evaluation sessions required 23 sessions over the course of eight calendar weeks. The evaluation team met to develop risk and non-risk themes after the scenario analyses of each quality attribute and mission thread.

**Architecture Evaluation Results**

The evaluation sessions resulted in the discovery of numerous, unique, architecture risks and non-risks. The number of risks found was within the typical number and quality of risks found in an architecture evaluation for a system of this type and size. The length of each evaluation session was extended due to the lack of architecture documentation and the need to document roughly the architectural approaches as they arose during the sessions.

The end-to-end mission thread analyses uncovered many risks that were not identified in the scenario-based evaluation sessions. These risks dealt with architectural decisions that supported end-to-end operational processing of data that is difficult to identify when examining parts of a system (as is typical of a scenario walkthrough).

Overall, the incremental architecture evaluation sessions allowed the team to work within the constraints of the engineering team. The schedule developed to conduct such an evaluation approach focused on priority of the scenarios and mission thread steps identified. The approach created tasks that were about two-to-three hours in length and resulted in concrete development and architecture artifacts. This particular evaluation was not incorporated with Scrum sprint activities because the organization had not completed the sprint planning yet. However, the definition of the tasks and the technical outputs created an example of how incremental evaluation could be incorporated into a Scrum development approach by balancing development tasks with a focus on architecture evaluations.

**Takeaways**

Embracing the principles of agile software development and software architecture provides improved visibility of project status and improved tactics for risk management.

There are different aspects of scale that are manageable with different approaches, such as scope, team, and time.

We see evidence that a systematic architecture-centric review of organizational and project factors, as this organization used, is essential for understanding risks and dealing with the challenges arising in large-scale software development.

We believe the incremental evaluation approach applied to this system could be beneficial in an agile development approach, where small, short architecture evaluation sessions could be implemented in agile sprints. The artifacts we exemplify here, such as mission threads and quality attribute utility trees, could be invaluable in both helping with backlog management and augmenting sprint planning.
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Function Points, Use Case Points, Story Points: Observations From a Case Study
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Abstract. Software development success, estimation, and measured value continue to challenge projects and organizations today. Schedule and budget seem predictable, perhaps unjustifiably in light of the inability to capture product size expectations early and often. Function Points (FP), Use Case Points (UCP), and Story Points (SP) are three approaches for establishing size (or size of effort). Each of these is applied in a case study to identify similarities and differences. The measure of preference is left for the discerning reader. Limited details about the project, its team size, duration, and goals are intentionally excluded from the research since the intended focus is on comparing the project’s measurements.

Introduction

A measure of the size of a software application is required for many different kinds of analysis and decision making. This article looks at three popular methods used today by software project teams to estimate the size and effort required to develop software: SPs, UCPs, and FPs. Of the three, FP measurement is the only one based on an international standard: ISO/IEC 20926:2009. Use case points referred to in this article are based on work described by Clem [1], Cohn [2], and Schneider and Winters [3]. Story points emerge from the Scrum methodology and assign a level of complexity for completion of development tasks [4, 5].

Comparisons among these three measures are rather limited in the literature. Reasons abound as to why the measures should not be compared [6], yet it is natural if not necessary to compare and contrast projects, products, and organizations. The cautions are warranted given historic attempts, for instance, to use backfiring to convert lines of code to function points for comparison. However, because measurements are developed independently and for slightly different purposes, it does not imply that they might not have some discernible and useful association. Until the research has been performed, one cannot dismiss the possibility of meaningful relationships among the measures. During the International Software Measurement and Analysis Conference in Richmond, VA, in September 2011, an “agile working group” identified exploring the relationships among some of these measures as a “priority.”

Within this article, these three measures were used to see if insightful comparisons could be made among them. It describes how measures for each of the three methods were calculated for an actual application, and compares them to each other with respect to results, effort to compute, and some, albeit subjective characteristics. Selecting the one best suited for the current need is left to the discerning reader. A single study does not constitute a statistically valid sample but we are hopeful that it stimulates additional discussion and interest.

Each of the three measures was calculated independently of the other two, and each measure was computed by different individuals. The three measures were determined as follows:

• Story points were created and worked throughout the project development cycle by analysts working with the product owner for the application and were later refined by the developers during their sprint planning sessions. Only implemented story points were included in this study.

• Use case points were developed from use cases produced by a use-case modeler after the product was implemented and were based upon a review of the implemented application. The use cases were validated by the software project team’s product verification manager to ensure that the scope was consistent with that used for the story points.

• Function points, like the UCPs, were determined based upon the completed product. A certified, trained, and experienced function point counter developed the measures, once again working with the team’s product verification manager to maintain scope consistency with the other two measures.

Note: The traditional lines of code (LOC) are not considered in this article. Jones has called the use of LOC as a measure of software size “professional malpractice.” Schofield has demonstrated the statistical unreliability of LOCs. In his worst documented case, the same program, written in the same language, developed by similarly educated developers (most with masters degrees and working as developers), accepted by the same instructor, with counted LOC identically, yielded variations as great as 22:1, and median variations around 9:1 [7].

Applied Story Points – a Closer Look

User story elicitation was the genesis of the SP allocations. It began with input from Subject Matter Experts (SMEs), management and end-users (stakeholders), given to the product owner, where high-level epics were transformed into functional user stories written in the language of business. This activity was followed by weekly grooming sessions where contributors prioritized the list of user stories, decided which are chosen for the next sprint, and then transformed to be sprint-ready, i.e., sprint-sizeable stories. These user stories, in basic form, illustrated the functionality that was most significant to the stakeholders. When the bi-weekly Review / Retrospective / Planning (RRP) session commenced, the user stories were brought forth and story points allocated. During the session the development team proposed what it could commit to delivering by the end of the two-week sprint.

This case study’s agile software development planning practices included the trendy Fibonacci [8] sequence; this metric is used to estimate the effort of each user story without assigning actual hours. Each number in the Fibonacci series (0, 1, (1), 2, 3, 5, 8, 13, 21, 34, 55...) measures relative effort. As an example, an 8 is eight times more effort than a 1. During the weekly grooming sessions, epics (groups of related user stories) were assigned a value using the Fibonacci sequence to provide an overall estimate of effort. Prior to the RRP session, the velocity was defined to suggest the total number of story points the development team could deliver in the sprint. The velocity is calculated based on the team’s hours of availability using the following equation:
**Projected Sprint Velocity = Average Velocity * (Total Hours this Sprint) / (Max Total Hours)**

The resulting Projected Sprint Velocity was used during the RRP session as a basis of planning. Once the lead developer knew the level of commitment, “gut checks” were used by the lead developer and the product owner session to establish the expected velocity for the sprint. After each sprint-ready user story was selected from the repository, arbitrary values were assigned to each user story by each developer to deduce the size (story point count). The resulting value roughly equated to the original “gut check” size as confirmed by other team members through process observation. This behavior is apparently familiar in the agile world, given the following insight: “one characteristic of story points is … that they are a relative measure—which means that they compare the size of one story to another and there is no need for a standard meter value for 1 point. This approach provides flexibility and allows for the gut feeling, experience-based judgments to become statistically accurate.” [9]

Note that the words “size” and “effort” are used almost interchangeably by practitioners and Scrum promoters and in fact share overlapping lexical semantics. Table 1 exhibits the story point distribution over a 12-month development effort of 24 sprints. A total of 50 user stories were produced. Although not reflected in the Table, story point counts remained rather consistent for each two-week sprint.

![Story Point Weights](image)

**Table 1: Story Point Counts vs. Fibonacci Values**

After story points were assigned, each developer decomposed their user story into several tasks, smaller units of measurable work. Following the agile approach [4], each task was assigned a value in terms of hours. These hours reflected the estimated length of time for the developer to complete the task during the two-week sprint. In addition, the features of Business Value and Developer Value were assigned H (high), M (medium), L (low). These two features were only applied during the user story estimation and not used as a means of measure or traceability.

**Applied Use Case Points – a Closer Look**

The following process was used to develop the use cases and use case points for the case study. The steps used to determine the individual use cases include:

1. Established user goals for the application.
2. Determined individual use cases needed to accomplish the user goals.
3. Outlined the basic flow, subflows, and alternative flows for each use case.

The steps used to calculate the UCPs for the system consisted of summing the unadjusted use case weight (UUCW) and the unadjusted actor weight (UAW) values as detailed by Clem, Cohn, Schneider and Winters, and Zawari [1, 2, 3, 10]. Technical Complexity Factors and Environmental Factors were assumed to evaluate to 1.0, roughly equating to assigning an average impact to each of the factors bearing on the development of the system. This assumption is not consistent with how UCPs are typically calculated. However, it is plausible if UCPs are used to produce a size estimate early in a system’s life before the project team is fully assembled and all architectural decisions have been made. This treatment is consistent with excluding the General System Characteristics from the Function Point count below; that is, to assume a mid-value for their sum.

The steps used to determine the UUCW value were as follows:

1. Determined the number of use case transactions for each use case as reflected within its basic flow, subflows, and alternative flows. (See Collaris and Dekker [11] for a discussion on determining use case transactions.)
2. Associated each use case to a use case type using its use case transactions count according to Table 2.
3. Counted the number of use cases by use case type.
4. Multiplied the use case type count by its corresponding weight.
5. Summed the weight-count products across the three use case types to arrive at a UUCW.

<table>
<thead>
<tr>
<th>Use Case Type</th>
<th>Number of Transactions</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>1 – 3</td>
<td>5</td>
</tr>
<tr>
<td>Average</td>
<td>4 – 7</td>
<td>10</td>
</tr>
<tr>
<td>Complex</td>
<td>&gt; 7</td>
<td>15</td>
</tr>
</tbody>
</table>

Note: Cohn’s, Schneider and Winters’ determination of use case types differs from that of Clem’s and Zawari’s. Cohn’s, Schneider and Winters’ were used here.

**Table 2: Use Case Types**

Table 3 shows the UUCW for the case study is 65, as the system has 3 simple use cases, 2 average use cases, and 2 complex use cases.

<table>
<thead>
<tr>
<th>Use Case Type</th>
<th>Number of Transactions</th>
<th>Weight</th>
<th>Use Case Count</th>
<th>Weight X Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>1 – 3</td>
<td>5</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>Average</td>
<td>4 – 7</td>
<td>10</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Complex</td>
<td>&gt; 7</td>
<td>15</td>
<td>2</td>
<td>30</td>
</tr>
</tbody>
</table>

Note: UUCW 65

**Table 3: Unadjusted Use Case Weight**

The steps used to determine the UAW were as follows:

1. Associated each actor to an actor type according to Table 4.
2. Counted the number of actors by actor type.
3. Multiplied the actor type count by its corresponding weight.
4. Summed the weight-count products across the three actor types to arrive at a UAW.
The UAW for the case study is 6, as the system has two actors who interact with the system using a graphical user interface. The UCP was calculated by adding the UUCW to the UAW. The result of applying the above steps produced an UCP for the case study of 71 (65 + 6).

**Applied Function Points – a Closer Look:**

The scoping and counting were intended to include all of the functionality delivered to the customer, and only the functionality delivered to the customer. These two considerations are two of Albrecht’s three principles of function point counting. The third aspect of Albrecht’s [12] seminal characterization was to ensure that function points are developed independent of technology. Table 5 summarizes the data and transactional functions with the subject product.

The values associated with the two data functions and three transactional functions, and their three levels of complexity, as defined in IFPUG’s Counting Practices Manual [13] follow.

Multiplying the appropriate values, the case study is measured at 161 unadjusted function points:

\[(7 \times 12) + (5 \times 1) + (10 \times 3) + (1 \times 4) + (2 \times 4) + (10 \times 3)\]

The distinction between unadjusted and adjusted is calculated by determining the 14 General System Characteristics (GSCs). Each of these 14 characteristics has a value ascribed to it between 0 and 5 based on a complexity scale that is unique for each characteristic. For the purposes of this example, the GSCs are assumed as the middlemost value, implying no increase or decrease in the UFP count. A similar median value was used for the use case point derivation above. The intention is to keep the counts simple and consistent, and not to introduce the opportunity for variation in assumed characteristics.

“Learning organizations” with historical data have an advantage in being able to review delivery numbers with past performance. Otherwise, organizations undermine their own measurement programs by lessening the value they could be realizing. (As a reminder, the CMMI®-DEV explicitly includes a measurement repository in the Organizational Process Definition process area as specific practice 1.4.) The following organizational values are not intended to represent a particular organization and are used as examples only. Assume for this case study, that the project estimated cost was based on a fixed schedule and whatever work was achievable within its Scrum-based release and sprint planning.

One might ask why size measures are being compared to effort measures. We proffer that because the measures are different it does not follow that useful comparisons cannot be made. Once a size estimate has been calculated one can derive an effort estimate if historical data is available.

Given the existence of related UCP organizational data, similar values could be projected for the cost of a UCP, or expected delivery for 71 UCPs, or defects per UCP, or number of UCPs developed per person month. And of course, similar values could be derived for story points. The presence of that data would likely provide useful performance metrics for monitoring and controlling the project and for executive decision-making for prioritizing investments in selected development environments and methods.

**Table 4: Actor Types**

<table>
<thead>
<tr>
<th>Actor Type</th>
<th>Description</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>Another system through a defined API.</td>
<td>1</td>
</tr>
<tr>
<td>Average</td>
<td>Another system, interacting through a protocol like TCP/IP, or a person interacting through a text-based user interface.</td>
<td>2</td>
</tr>
<tr>
<td>Complex</td>
<td>A person interacting through a graphical user interface.</td>
<td>3</td>
</tr>
</tbody>
</table>

**Table 5: Function Point Data and Functional Transaction Types**

<table>
<thead>
<tr>
<th>Type</th>
<th>Low</th>
<th>Average</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILF</td>
<td>7</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>EIF</td>
<td>5</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>External Inputs (EI)</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>External Outputs (EO)</td>
<td>4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>External Inquiries (EQ)</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

**Table 6: Function Point Data and Functional Transaction Values**

<table>
<thead>
<tr>
<th>Metric</th>
<th>Organization’s Historical Average</th>
<th>Case Study “Actual”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function Points (developed) Per Person Month (FPPPM)</td>
<td>25</td>
<td>1.7</td>
</tr>
<tr>
<td>Person Months Delivery (for 161 FPs)</td>
<td>13.4</td>
<td>126</td>
</tr>
<tr>
<td>Cost Per FP</td>
<td>$425</td>
<td>$14,086</td>
</tr>
<tr>
<td>Defect Per FP</td>
<td>0.13</td>
<td>.92</td>
</tr>
</tbody>
</table>

Total Function Points: 161; Total Person Months: 126; Total Cost $2,268,000; Total Defects: 148 (Defects from peer reviews and test—pre-release)

**Table 7: (Example) Organizational Historic Values Compared to Project and Actual Project Values**

**Conclusions**

Given the data in Table 7, it is hard to imagine that a project that deviates this much from past performance would be allowed to continue “as is.” So while the data in the case study may seem extreme, a better question might be, “at what point in a project’s life does one initiate corrective action?” Certainly variation outside a range should trigger corrective action; failure to adhere to that range or percent can be a sign of “inattentiveness.” Still other implications related to the team and personnel performance begin to emerge; but, that is not the target of this case study.

We are hopeful that the following characterizations advance the understanding and serious analysis of measurement methods. We have at least documented one such case.
While there are no direct correlations of function points to use case points, or vice versa, to our understanding, effort estimates may reveal useful insights. Therefore, the following effort calculations were derived for the case study:

- **161 function points / 25 function points per month** (a historical organizational average) / 12 months per year = .54 year of effort
- **71 use case points * 20 hours per use case point (the low value suggested by Schneider and Winters [3]) / 2080 work hours per year (52 weeks * 40 hours per week) = .68 year of effort**
- **71 use case points * 28 hours per use case point (the high value suggested by Schneider and Winters [3]) / 2080 work hours per year = .96 year of effort**

Note: The effort value for Story Points is not rendered because initial values during the development of the product backlog, subsequently re-calculated by the development team during sprint planning, are subject to additional variables like refactoring, grooming, and the developer’s estimation capability.

Productivity measurement is seldom a topic welcomed with open arms by project teams. Early reticence to measurement for organizations and teams is often characterized by comments like:

- Measurement is hard; (though it is even harder if postponed or ignored).
- We make only limited decisions based on measurement data, thus the need to collect it seems spurious.
- How do my numbers compare to others? We may need to adjust them.
- Our numbers could be used against us.
- Our numbers could be better; for now, they are good ballpark estimates.

A Time Magazine article “Good Guess—Why we should not underestimate the value of estimating” examines the importance of estimating. The article encourages parents to incorporate estimating into their children’s thinking at a very early age citing among others, a study from Carnegie Mellon [14]. Contrast this thinking with attempts in the agile world to shift the discussion towards “level of difficulty” versus a delivery time estimate [5].

Two of the purposes of “counting” in the software development world are to provide insight for the awaiting customer and improvement across various development activities. Use Case Points, Story Points, and Function Points are three techniques that can provide measurement insight for software projects. It is less obvious that each of these provide similar value to the customer or organization for scheduling. Perhaps the “maturity” of the organization and the culture defines the “tolerance level” (adoptability?) of organizational measures. An absence of relevant comparisons has been published thus far; rendering the verification of relevant measures difficult. It is too early to suggest that valid comparisons or the emergence of preferences among these measurements are unlikely. Comparisons are more easily facilitated by industry standards as is the case for Function Points.
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**Table 8: Comparing Function Points, Use Case Points, and Story Points**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Function Points</th>
<th>Use Case Points</th>
<th>Story Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful at the project level for estimating or planning</td>
<td>With historical FP data</td>
<td>With historical UCP data</td>
<td>With historical SP data</td>
</tr>
<tr>
<td>ISO / Standards based</td>
<td>ISO 20926</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Captures customer view</td>
<td>Expected</td>
<td>Expected</td>
<td>Definitely</td>
</tr>
<tr>
<td>Useful for benchmarking outside the company</td>
<td>If used as intended</td>
<td>Could be</td>
<td>Not intended to be used across projects</td>
</tr>
<tr>
<td>Easy to calculate</td>
<td>Less so</td>
<td>More so</td>
<td>Yes</td>
</tr>
<tr>
<td>Easy to validate for repeatability / consistency</td>
<td>More so</td>
<td>More so</td>
<td>Less so (team / team member variability)</td>
</tr>
<tr>
<td>Objectivity</td>
<td>More so</td>
<td>More so</td>
<td>Less so</td>
</tr>
<tr>
<td>Technologically independent</td>
<td>Yes</td>
<td>Yes</td>
<td>May be</td>
</tr>
<tr>
<td>Functional measurement to customer</td>
<td>Yes</td>
<td>Yes</td>
<td>Not exclusively (may include refactoring, design, and other work)</td>
</tr>
<tr>
<td>Time to derive estimate</td>
<td>Less than one hour</td>
<td>Less than 30 minutes</td>
<td>Indeterminable but significantly larger than other measures</td>
</tr>
</tbody>
</table>

Characteristic | Function Points | Use Case Points | Story Points
--- | --- | --- | ---
Useful at the project level for estimating or planning | With historical FP data | With historical UCP data | With historical SP data
ISO / Standards based | ISO 20926 | no | no
Captures customer view | Expected | Expected | Definitely
Useful for benchmarking outside the company | If used as intended | Could be | Not intended to be used across projects
Easy to calculate | Less so | More so | Yes
Easy to validate for repeatability / consistency | More so | More so | Less so (team / team member variability)
Objectivity | More so | More so | Less so
Technologically independent | Yes | Yes | May be
Functional measurement to customer | Yes | Yes | Not exclusively (may include refactoring, design, and other work)
Time to derive estimate | Less than one hour | Less than 30 minutes | Indeterminable but significantly larger than other measures

While there are no direct correlations of function points to use case points, or vice versa, to our understanding, effort estimates may reveal useful insights. Therefore, the following effort calculations were derived for the case study:

- **161 function points / 25 function points per month** (a historical organizational average) / 12 months per year = .54 year of effort
- **71 use case points * 20 hours per use case point (the low value suggested by Schneider and Winters [3]) / 2080 work hours per year (52 weeks * 40 hours per week) = .68 year of effort**
- **71 use case points * 28 hours per use case point (the high value suggested by Schneider and Winters [3]) / 2080 work hours per year = .96 year of effort**

Note: The effort value for Story Points is not rendered because initial values during the development of the product backlog, subsequently re-calculated by the development team during sprint planning, are subject to additional variables like refactoring, grooming, and the developer’s estimation capability.

Productivity measurement is seldom a topic welcomed with open arms by project teams. Early reticence to measurement for organizations and teams is often characterized by comments like:

- Measurement is hard; (though it is even harder if postponed or ignored).
- We make only limited decisions based on measurement data, thus the need to collect it seems spurious.
- How do my numbers compare to others? We may need to adjust them.
- Our numbers could be used against us.
- Our numbers could be better; for now, they are good ballpark estimates.

A Time Magazine article “Good Guess—Why we should not underestimate the value of estimating” examines the importance of estimating. The article encourages parents to incorporate estimating into their children’s thinking at a very early age citing among others, a study from Carnegie Mellon [14]. Contrast this thinking with attempts in the agile world to shift the discussion towards “level of difficulty” versus a delivery time estimate [5].

Two of the purposes of “counting” in the software development world are to provide insight for the awaiting customer and improvement across various development activities. Use Case Points, Story Points, and Function Points are three techniques that can provide measurement insight for software projects. It is less obvious that each of these provide similar value to the customer or organization for scheduling. Perhaps the “maturity” of the organization and the culture defines the “tolerance level” (adoptability?) of organizational measures. An absence of relevant comparisons has been published thus far; rendering the verification of relevant measures difficult. It is too early to suggest that valid comparisons or the emergence of preferences among these measurements are unlikely. Comparisons are more easily facilitated by industry standards as is the case for Function Points.
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1. This includes treating the source of many dropdowns as customer-requested ILFs since the customer will maintain this data in a future release; thus the apparent disparity among ILFs and EIs.
Abstract. Very Small Entities (VSEs) developing systems or software are very important to the military since the components they develop are often integrated into products made by larger organizations. Failure to deliver a quality product on time and within budget may threaten both customers and suppliers. One way to mitigate these risks is to put in place proven engineering practices. ISO has approved recently the publication of standards and technical reports, known as ISO/IEC 29110, to address the needs of VSEs.

Introduction

More than ever, integrators of military systems depend on their numerous suppliers to deliver sub-systems meeting evolving requirements correctly, predictably, rapidly, and cost effectively. A supply chain of a large system often has a pyramidal structure. If an undetected defect is left in a low level component, once this component is integrated into a higher level component, the defect may still be undetected. For example, as illustrated in Figure 1, a large manufacturer integrated into one of its products a component, with an undetected software error, which was produced by one of its lowest-level suppliers. This defective component resulted in a loss of millions of dollars by the manufacturer.

The ability of organizations to compete, adapt, and survive depends increasingly on quality, productivity, cycle time and cost. Systems and software are getting bigger and more complex every year. As an example, a top of the line cars have up to 100 million lines of code, 80 processors and 5 bus systems [2].

Industry recognizes the value of VSEs, i.e. enterprises, organizations, projects or departments with up to 25 people [3], in contributing valuable products and services. There is a need to help these organizations understand the benefit of the concepts, processes and practices described in systems and software engineering standards, and to help them in their implementation. At every level of the supply chain, illustrated in figure 1, we find VSEs since a system integrator as well as its prime suppliers have also very small projects.

Research shows that small and very small enterprises can find it difficult to relate to ISO standards to their business needs and to justify the application of the standards to their business practices [4]. Most of these enterprises do not have the expertise or can not afford the resources—in number of employees, cost, and time—or see a net benefit in establishing lifecycle processes. There is sometimes a disconnect between the short-term vision of an enterprise, looking at what will keep it in business for another six months or so, and the long-term or mid-term benefits of gradually improving the ways the enterprise can manage its development and maintenance processes. A primary reason cited by many small enterprises for this lack of adoption of systems or software engineering standards, is the perception that they have been developed by and for large companies and not with very small organizations in mind [5]. To date, VSEs have no or very limited ways to be recognized, by large organizations, as enterprises that produce quality products within budget and calendar in their domain and may therefore be cut off from some economic activities. Accordingly there was a need to help VSEs understand and use the concepts, processes and practices proposed in the ISO/IEC JTC1/SC7’s international engineering standards.

The recently published set of ISO/IEC 29110 international standards (IS) and technical reports (TR) are aimed at addressing these issues as well as the specific needs of VSEs. The engineering standards and guides developed by an ISO working group, Working Group 24 (WG24), are targeted at VSEs which do not have experience or expertise in selecting, for a specific project, the appropriate processes from lifecycle standards such as ISO/IEC 12207 [6] or ISO/IEC 15288 [7], tailor them to the needs of a specific project.

In the next section, a high level summary of the approach used to develop the ISO/IEC 29110 standard and discuss some of its key concepts, including project management and software implementation processes. We will then present the initial support work on deployment assistance for VSE in using this standard and finish by discussing the planned future work.

The WG24 Approach to the Development of Standards for VSEs Developing Software

Since an international standard dedicated to the software lifecycle processes was already available, i.e. ISO/IEC 12207, WG24 used the concept of ISO standardized profiles (SP) to develop the new standards for VSEs developing software. From a practical point of view, a profile is a kind of matrix which identifies precisely the elements that are taken from existing standards from those that are not. The overall approach followed by WG24 to develop this new standard for VSE consisted of the following steps:

1. Develop a set of profiles for VSEs not involved in critical software development,
2. Select the ISO/IEC 12207 process subsets applicable to VSEs having up to 25 people,
3. Select the description of the products, to be produced by a project, using ISO/IEC 15289 standard [8],
4. Develop guidelines, checklists, templates, and examples to support the subsets selected.
**Generic Profile Group**

Profile Groups are a collection of profiles. The Generic Profile Group has been defined as applicable to a vast majority of VSEs that do not develop critical systems or critical software [9]. This Profile Group is a collection of four profiles (Entry, Basic, Intermediate, Advanced) providing a progressive approach to satisfying a vast majority of VSEs. VSEs targeted by the Entry Profile are VSEs working on small projects (e.g. at most six person-months effort) and for start-up VSEs. The Basic Profile describes software development practices of a single application by a single project team of a VSE. The Intermediate Profile is targeted at VSEs developing multiple projects within the organizational context taking advantage of it. The Advanced Profile is targeted to VSEs which want to sustain and grow as an independent competitive software development business. Table 1 illustrates this profile group as a collection of four profiles, providing a progressive approach to satisfying the requirements of a profile group.

<table>
<thead>
<tr>
<th>Generic Profile Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entry</td>
</tr>
</tbody>
</table>

Table 1: Graduated profiles of the Generic profile group (adapted from [9])

As illustrated in figure 2, the customer’s statement of work is used to initiate the PM process. The project plan will be used to guide the execution of the software requirements analysis, software architectural and detailed design, software construction, and software integration and test, and product delivery activities. Verification, validation, and test tasks are included in the SI process. The PM process closure activity will deliver the Software Configuration (i.e. a set of software products) and will obtain the customer’s acceptance to formalize the end of the project.

**Overview of the Project Management Process**

The purpose of the Basic Profile is to define Software Implementation (SI) and Project Management (PM) processes from a subset of ISO/IEC 12207 and ISO/IEC 15289 appropriate for VSEs. The main reason to include project management is that the core business of VSEs is software development and their financial success depends on successful project completion within schedule and on budget, as well as on making a profit. The high-level relationship between the SI and the PM processes is illustrated in Figure 2.

<table>
<thead>
<tr>
<th>ISO/IEC 29110</th>
<th>Title</th>
<th>Target audience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part 1</td>
<td>Overview</td>
<td>VSEs, customers, assessors, standards producers, tool vendors, and methodology vendors.</td>
</tr>
<tr>
<td>Part 3</td>
<td>Assessment guide</td>
<td>Assessors, customers and VSEs</td>
</tr>
<tr>
<td>Part 4</td>
<td>Profile specifications</td>
<td>Standards producers, tool vendors and methodology vendors. Not intended for VSEs.</td>
</tr>
<tr>
<td>Part 5</td>
<td>Management and engineering guide</td>
<td>VSEs and customers</td>
</tr>
</tbody>
</table>

Table 2: ISO/IEC 29110 target audience (adapted from [3])

**Overview of the Basic Profile for VSEs Developing Software**

The purpose of the Basic Profile is to define Software Implementation (SI) and Project Management (PM) processes from a subset of ISO/IEC 12207 and ISO/IEC 15289 appropriate for VSEs. The main reason to include project management is that the core business of VSEs is software development and their financial success depends on successful project completion within schedule and on budget, as well as on making a profit. The high-level relationship between the SI and the PM processes is illustrated in Figure 2.
Figure 3 illustrates the 4 activities of the project management process as well as their input and output products. Each activity is composed of tasks. The task description does not impose any technique or method to perform it. For illustration purposes, two tasks of the Project Planning activity are listed in Table 4. On the left side of the table are listed the roles involved in a task. The project manager (PM) and the customer are involved in these 2 tasks. The customer is involved, during the execution of the project, when he submits change requests, during project review meetings, for the validation and approval of the requirements specifications and for the acceptance of the deliverables.

**Overview of the Software Implementation Process**

The purpose of the (SI) process is to achieve systematic performance of the analysis, design, construction, integration, and test activities for new or modified software products according to the specified requirements [12]. The seven objectives of the SI process are listed in table 5. Figure 4 illustrates the 4 activities of the SI process as well as their input and output products. Even though, a sequential view is presented in figures 3 and 4, ISO/IEC 29110 is not intended to preclude the use of different lifecycles such as waterfall, iterative, incremental, evolutionary or agile.

**Deployment Packages to Facilitate the Implementation of ISO/IEC 29110**

As a novel approach taken to assist VSEs with the deployment of ISO/IEC 29110 and to provide guidance on the actual implementation of the Management and Engineering Guides in VSEs, a series of Deployment Packages (DPs) have been developed to define guidelines and explain in more detail the processes defined in the ISO/IEC 29110 profiles [16]. The elements of a typical DP are: description of processes, activities, tasks, roles, products, templates, checklists, examples, references and mapping to standards and models, and a list of tools. The mapping shows that a deployment package has explicit links to standards, such as ISO/IEC 12207, or models, such as the CMMI® for Development [17]. Hence by implementing a DP, a VSE can see its concrete step to achieve or demonstrate coverage [18]. DPs were designed such that a VSE can implement its content, without having to...
implement the complete framework, i.e., of the management and engineering guide, at the same time. A set of nine DPs have been developed to date and are freely available from [19]. Figure 5 illustrates the set of DPs developed to support the Basic Profile.

The Development of Systems Engineering Standards and Guides for VSEs Developing Systems

In 2009, the International Council on Systems Engineering (INCOSE) Very Small and Micro Entities Working Group (VSME) was established to evaluate the possibility of developing a standard, using the Generic profile group scheme of the ISO/IEC 29110 series, based on ISO/IEC 15288, for organizations developing systems. The ISO/IEC 29110 standard is targeted at VSEs which do not have experience or expertise in tailoring ISO/IEC 15288 [20].

In November 2011, WG24 met in Ireland to launch the official development of the systems engineering ISs and TRs for VSEs. Delegates from Brazil, Canada, France, Japan, Thailand, United States and INCOSE participated to the first meeting. A first draft was sent for a round of review within ISO in January 2012. More than 450 comments have been submitted by seven countries. A second draft [21] was sent for a second round of review in December 2012. Less than 150 comments have been submitted and will be processed at the next WG meeting. A third and final cycle of review should start in July. The systems engineering Basic profile should be published by ISO either late 2013 or early 2014. A set of systems engineering DPs is also under development by systems engineers members of INCOSE to support the Basic Profile.

Conclusion and Future Work

A large majority of organizations worldwide have up to 25 people. The collection of ISO/IEC JTC1 SC7 standards was not easily applied in VSEs, which generally find engineering and management standards difficult to understand and implement. WG24 developed a series of ISO/IEC 29110 ISs and TRs for VSEs involved in the development of systems or software.

As ISO/IEC 29110 is an emerging standard there is much work yet to be completed. The main remaining work item is to finalize the development of the remaining two software.
The publication by ISO, of the systems engineering Basic profile, is anticipated for either late 2013 or early 2014. Similar to the existing set of software ISO/IEC 29110 TRs, the Management and Engineering Guide for systems engineering should also be made available at no cost by ISO.

profiles of the Generic Profile Group: (a) Intermediate—management of more than one project and (b) Advanced—business management and portfolio management practices. Once these software profiles are ready, WG24 will develop matching systems engineering profiles for VSEs.

For most enterprises, but in particular for VSEs, international certifications can enhance credibility, competitiveness and access to national and international markets. Brazil has led the development of an ISO/IEC 29110 certification process. An ISO/IEC 29110 auditor should be competent in auditing techniques, have expertise in ISO/IEC 29110 and have experience in software development. For VSEs, such a certification should not be too expensive and short. The certification process has been successfully piloted in a few VSEs. For these pilots, it took about 4 staff-days of work by the auditors.

The publication by ISO, of the systems engineering Basic profile, is anticipated for either late 2013 or early 2014. Similar to the existing set of software ISO/IEC 29110 TRs, the Management and Engineering Guide for systems engineering should also be made available at no cost by ISO. A set of DPs, to support the future systems engineering standard, will be made freely available to VSEs on public Web sites. These DPs will use as a main reference the INCOSE Handbook [22].

Since many VSEs developing systems are also involved in the development of critical systems, WG24 will conduct an analysis to determine if a set of systems/software standards for VSEs developing critical systems should be developed.

Additional Information

The following Web site provides more information about ISO/IEC 29110:
<http://profs.logti.etsmtl.ca/claporte/English/VSE/index.html>

Disclaimer:
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2. A previous CrossTalk article describes the establishment of Working Group 24 [7] [23].
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Star Trek, Split Infinitives, and Agile Programming

“Space ... the final frontier.” These are the voyages of the Starship Enterprise. Its five-year mission: to explore strange new worlds, to seek out new life and new civilizations, to boldly go where no man has gone before.

If you are a reader of CrossTalk, it is a pretty safe bet that you recognize the quote above.

Did you notice the problem lurking in the above quote that has vexed English speakers and writers for almost 200 years? Yes, it is the dreaded split infinitive. It should be “…to go boldly…” The split infinitive is still the subject of disagreement among native English speakers as to whether it is grammatically correct. According to Wikipedia, no other grammatical issue has so divided English speakers since the 19th century, when the split infinitive was declared to be incorrect.

As part of my profession, I write articles—and have done so for over 25 years. I consider myself a pretty decent wordsmith. I have taken several college courses in Technical Writing. Back in 2007, an associate editor at a journal noticed a split infinitive in one of my drafts, and sent me a note jokingly saying, “You should know better.” The associate editor was “old school,” I, on the other hand, thought nothing about it—because I do not really feel that grammatical rules that originally applied to Latin grammar 2,000 years ago should dictate how I write English today. Modern English usage guides seem to agree—most have dropped their opposition to the split infinitive. Split infinitives were considered wrong 50 years ago, but today they are accepted as correct.

Which brings me to agile programming. I hate to admit it—I was “old school.” If the term “2167A” does not make you tremble, you were not developing software 25 years ago. 2167A was a DoD standard, published in 1988. It established “uniform requirements for software development that are applicable throughout the system lifecycle.”

One criticism of 2167A was that it was biased toward the waterfall model. While it did include, “the contractor is responsible for selecting software development methods (for example, rapid prototyping),” 2167A also required “formal reviews and audits” that seemed to lock the vendor into designing and documenting the system before any implementation began. 2167A focused on design documents, rather than the use of accepted CASE tools. Vendors would often use CASE tools to design the software, but then be forced to write 2167A-required documents to describe the CASE-formatted data. The result was that as the system evolved, the CASE tool products could be updated easily, but not the documents. Over time, the design documents required by 2167A became obsolete (assuming they were ever of any real use).

Software development methodologies evolved. In the 1990s we had the CMM®. I was and am a CMM proponent, but let me quote from Wikipedia, “The model was originally intended to evaluate the ability of government contractors to perform a software project. It has been used for and may be suited to that purpose, but critics pointed out that process maturity according to the CMM was not necessarily mandatory for successful software development. Real-life examples where the CMM was arguably irrelevant to successful software development include many shrinkwrap companies (also called commercial-off-the-shelf or “COTS” firms or software package firms). Such firms would have included Claris, Apple, Symantec, Microsoft, and Lotus. Though these companies have successfully developed their software, they have not considered, defined, or managed their processes as the CMM described as level 3 or above, and so would have fitted level 1 or 2 of the model.”

In other words, companies using CMM could develop good software, but good software did not depend on the company using CMM.

You see, the role and nature of software development keeps evolving. Early languages had different rules, different purposes, and different focuses. It is hard to imagine agile development in COBOL and Fortran. Modern languages, like C#, Ruby, Perl, and Java have a very close relationship with component libraries, system-supplied support libraries, and higher-level abstractions. It becomes more and more possible to quickly develop something that works—and still have quality software. As long as the software meets good software engineering standards—reliable, understandable, modifiable, and efficient—agile development can get the job done.

Just like Latin grammar rules, perhaps older software development rules are sometimes a bit less relevant nowadays. Back in the 90s, the mere mention of agile sent large-scale software developers screaming “disbeliever” and running for holy water to throw on the heretics. 20 years later, it is a generally accepted way to perform large-scale system development and achieve quality results.

It is all about meeting customer needs and producing quality software. I am not saying the old ways will not work anymore—I am just saying the new ways work, too.

It is the 2010s. Maybe it is time for you “to boldly go” where you have never gone before. Split infinitive or not.

David A. Cook, Ph.D.
Stephen F. Austin State University
cookda@sfasu.edu

CMM® is registered in the U.S. Patent and Trademark Office by Carnegie Mellon University.
CrossTalk / 517 SMXS MXDEB
6022 Fir Ave.
BLDG 1238
Hill AFB, UT 84056-5820

CrossTalk thanks the above organizations for providing their support.