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PREFACE

By the time this Proceedings is published, almost 2 years will have elapsed since the NASA-
U.C. Berkeley Conference on Spatial Displays and Spatial Instruments held August 31-
September 3, 1987, at the Asilomar Conference Center in Pacific Grove, California. The
publication of the papers included in this proceedings will be a major step toward completion of a
book to be based on material presented at the conference. Though the book itself will have a totally
different organization, this Proceedings represents a kind of elaborate rough draft for it. The
Proceedings are intended to provide not only the first comprehensive record of the conference, but
also a written forum for the participants to provide corrections, updates, or short comments to be
incorporated into the book's chapters.

I wish to sincerely thank again all the conference participants and especially Art Grunwald and
Mary Kaiser, whose assistance and persistent reminders that the paper review must go forward
have been helpful. Others who helped with the administrative details of the conference were Fidel
Lam, Constance Ramos, Terri Bernaciak, and Michael Moultray. We also should thank the staff at
Asilomar and the Ames Technical Information Division. I hope that the personal contacts and
interchange of information initiated at the conference continues into the future and I look forward
during the next 3 months to receiving addenda to be included in the book.

Stephen R. Ellis
Conference Organizer
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PICTORIAL COMMUNICATION: PICTURES AND THE
SYNTHETIC UNIVERSE

Stephen R. Ellis
NASA Ames Research Center
Moffett Field, California
and
U. C. Berkeley School of Optometry
Berkeley, California

SUMMARY

Principles for the design of dynamic spatial instruments for communicating quantitative infor-
mation to viewers are considered through a brief review of the history of pictorial communication.
Pictorial communication is seen to have two directions: 1) from the picture to the viewer and
2) from the viewer to the picture. Optimization of the design of interactive instruments using pic-
torial formats requires an understanding of the manipulative, perceptual, and cognitive limitations
of human viewers.

PICTURES

People have been interested in pictures for a long time (fig. 1). This interest has two related
aspects. On one hand we have an interest in the picture of reality provided to us in bits and pieces
by our visual and gross body orienting systems—and their technological enhancements. Indeed,
Western science has provided us with ever clearer pictures of reality through the extension of our
senses by specialized instruments.

On the other hand, we also have an interest in pictures for communication, pictures to transmit
information among ourselves as well as between us and our increasingly sophisticated information-
processing machines. This second aspect will be our prime focus, but some discussion of the first
is unavoidable.

It is useful to have a working definition of what a picture is and I will propose the following:
A picture is produced through establishment of a relation between one space and another so that
some spatial properties of the first are preserved in the second, which is its image. A perspective
projection is one of many ways this definition may be satisfied (fig. 2).

The definition may be fleshed out, as cartographers do, by exactly stating what properties are
preserved, but the basic idea is that, though the defining relation of the layout of the picture may
discard some of the original information, this relation is not arbitrary. The challenge in the design
of a picture is the decision what to preserve and what to discard.

Artists, of course, have been making these decisions for thousands of years, and we can leam
much from this history. One curious aspect of it, one that I certainly found strange when I learned
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of it, is that early art was not focused on the preservation of spatial properties that I have asserted
to be the essence of a picture.

As art historians have pointed out, early art was often iconographic, depicting symbols, as
these Egyptian symbols for fractions illustrate, rather than aspiring to three-dimensional realism
(fig. 3) (Gombrich, 1969). This early history underscores a second aspect of pictures which we
must consider: their symbolic content. Because of the potentially arbitrary relation between a
symbol and what it denotes, a symbol itself is not a picture. Symbols, nevertheless, have from the
very beginning wormed their way into many pictures, and we now must live with both the sym-
bolic and geometric aspects of pictorial communication. Furthermore, the existence of the sym-
bolic content of the picture has the useful role of reminding the viewer of the essentially duplicitous
nature of a picture since, though it inherently represents an alternative space, it itself is an object
with a flat surface and fixed distance from the viewer.

The third basic element of pictorial communication is computational. The picture must be cre-
ated. In the past the computation of a picture has primarily been a manual activity limited by the
artist's manual dexterity, observational acumen, and pictorial imagination. The computation has
two separable parts: 1) the shaping and placement of the components of the image, and 2) the ren-
dering, that is, the coloring and shading of the parts (fig. 4).

While this second part is clearly important and can contribute in a major way to the success of a
picture, it is not central to the discussion I wish to develop. Though the rendering of the image can
help establish the virtual or illusory space that the picture depicts and can literally make the subject
matter reach out of the picture plane, it is not the primary influence on the definition of this virtual
space. Shaping and placement are. These elements reflect the underlying geometry used to create
the image and determine how the image is to be rendered. By their manipulation artists can
define—or confuse—the virtual space conveyed by their pictures.

While the original problems of shaping, positioning, and rendering still remain (figs. 5
and 6), the computation of contemporary pictures is no longer restricted to manual techniques.
The introduction of computer technology has enormously expanded the artist's palette, and pro-
vided a new 3D canvas on which to create dynamic synthetic universes; yet the perceptual and cog-
nitive limits of the viewers have remained much the same. Thus, there is now a special need for
artists, graphic designers, and other creators of pictures for communication to understand these
limitations of their viewers. Here is where the scientific interest in the picture of reality and the
engineering interest in the picture for communication converge. -

SPATIAL INSTRUMENTS

In order to understand how the spatial information presented in pictures may be communicated,
it is helpful to distinguish between images which may be described as spatial displays and those
that were designed to be spatial instruments. One may think of a spatial display as any dynamic,
synthetic, systematic mapping of one space onto another. A picture or a photograph is a spatial
display of an instant of time (fig. 7). A silhouette cast by the sun is not, because it is a natural phe-
nomenon not synthesized by humans.
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A spatial instrument, in contrast, is a spatial display that has been enhanced either by geomet-
ric, symbolic, or computational techniques to ensure that the communicative intent of instrument is
realized. A simple example of a spatial instrument is an analog clock (fig. 8). In a clock the angu-
lar positions of the arms are made proportional to time, and the viewer's angle-estimation task is
assisted by radial tic marks designating the hours and minutes.

A second aspect of the definition of a spatial instrument, which the clock example also illus-
trates, is that the communicated variable—time—is made proportional to a spatial property of the
display, such as an angle, areas, or length and is not simply encoded as a character string.

The spatial instruments on which we wish to focus attention are generally interactive. That is
to say, the communicated information flows both to and fro between the viewer and the instru-
ment. Some of this bidirectional flow exists for practically all spatial instruments, since movement
of the viewer can have a major impact on the appearance of the display. However, the displays I
wish to consider are those incorporating at least one controlled element, such as a cursor, which is
used to extract information from and input information to the instrument.

Spatial instruments have a long history. One of the first ever made, dating from 60-80 BC,
was an astrolabe-like device uncovered in 1901 near Antikythera, Greece. However, it was not
fully described until the late '50's by De Solla Price (1959), who was able to deduce much of its
principles of operation by x-raying the highly corroded remains (fig. 9). Here the communicated
variables were the positions of heavenly bodies. Nothing approaching the complexity of this
device is known until the 16th Century. It represents a highly sophisticated technology otherwise
unknown in the historical record.

Though many subsequent spatial instruments have been mechanical and, like the Prague town
hall clock (fig. 8), have similarly been associated with astronomical calculations (King, 1978), this
association is not universal. Maps, when combined with mechanical aids for their use, certainly
meet the definition of a spatial instrument (fig. 10). The map projection may be chosen depending
upon the spatial property of importance. For example, straight-line mapping of compass courses
(rhumb lines), which are curved on many maps, can be preserved in Mercator projections
(Dickinson, 1979; Bunge, 1965). Choice of these projections illustrates a geometric enhancement
of the map. The overlaying of latitude and longitude lines illustrates a symbolic enhancement
(figs. 11-13). But more modern media may also be adapted to enhance the spatial information that
they portray, as illustrated by the reference grid used by Muybridge in his photographs
(Muybndge, 1975) (fig. 14).

Contemporary spatial instruments are found throughout the modemn aircraft cockpit (fig. 15),
the most notable probably being the attitude direction indicator which displays a variety of signals
related to the aircraft's attitude and orientation. More recent versions of these standard cockpit
instruments have been realized with CRT displays, which have generally been modeled after their
electromechanical predecessors (Boeing, 1983). But future cockpits promise to look more like
offices than anything else (fig. 16). In these offices the computer graphics and CRT display
media, however, allow the conception of totally novel display formats for totally new, demanding
aerospace applications.

For instance, a pictorial spatial instrument to assist informal, complex, orbital navigation in the

vicinity of an orbiting spacecraft has been described (fig. 17) (see also Paper 37, Grunwald and
Ellis, 1988). Other graphical visualization aids for docking and orbital maneuvering, as well as
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other applications, have been demonstrated by Eyles (1986) (see also Paper 36). These new
instruments can be enhanced in three different ways: geometric, symbolic, or computational.

GEOMETRIC ENHANCEMENT

In general, there are various kinds of geometric enhancements that may be introduced into spa-
tial displays, but their common feature is a transformation of the metrics of either the displayed
space or of the objects it contains. A familiar example is found in relief topographic maps for
which it is useful to exaggerate the vertical scale. This technique has also been used for experi-
mental traffic displays for commercial aircraft (fig. 18) (Ellis, McGreevy, and Hitchcock, 1987).

Another type of geometric enhancement important for displays of objects in 3D space involves
the choice of the position and orientation of the eye coordinate system used to calculate the projec-
tion (fig. 19). Azimuth, elevation, and roll of the system may be selected to project objects of
interest with a useful aspect. This selection is particularly important for displays without stereo-
scopic cues, but all types of displays can benefit from an appropriate selection of these parameters -
(Ellis et al., 1985; see also Paper 30, Kim et al., 1987).

The introduction of deliberate spatial distortion into a spatial instrument can be a useful way to
use geometric enhancement to improve the communication of spatial information to a viewer. The
distortion can be used to correct underlying natural biases in spatial judgements. For example,

-exocentric direction judgements (Howard, 1982) made of extended objects in perspective displays,
can, for some response measures, exhibit a "telephoto bias." That is to say, the subjects behave as
if they were looking at the display through a telephoto lens. This bias can be corrected by intro-
duction of a compensating wide-angle distortion (McGreevy and Ellis, 1986; Grunwald and Ellis,
1987).

SYMBOLIC ENHANCEMENT

Symbolic enhancements generally consist of objects, scales, or metrics that are introduced into
a display to assist pick-up of the communicated information. The usefulness of such symbolic aids
can be seen, for example, in displays to present air traffic situation information which focus atten-
tion on the relevant "variables" of a traffic encounter, such as an intruder's relative position, as
opposed to less useful "properties” of the aircraft state, such as absolute position (Falzon, 1982).

One way to present an aircraft's position relative to a pilot's own ship on a perspective display
is to draw a grid at a fixed altitude below an aircraft symbol and drop reference lines from the sym-
bol onto the grid (fig. 20). If all the displayed aircraft are given predictor vectors that show future
position, a similar second reference line can be dropped from the ends of the predictor lines.

The second reference line not only serves to clearly show the aircraft the future position of the
aircraft on the grid, but additionally clarifies the symbol's otherwise ambiguous aspect. Inter-
estingly, it can also improve perception of the target's heading difference with a pilot's ownship.
This effect has been shown in an experiment examining the effects of reference lines on egocentric
perception of azimuth (Ellis, Grunwald, and Velger, 1987). I wish to briefly use this experiment

14



as an example of how psychophysical evaluation of images can help improve their information dis-
play effectiveness. '

In this experiment subjects viewed static perspective projects of aircraft-like symbols elevated
at three different levels above a ground reference grid: a low level below the view vector, a middle
level colinear with the viewing vector, and a high level above the view vector. The aircraft sym-
bols had straight predictor vectors projecting forward, showing future position. In one condition,
reference lines were dropped only from the current aircraft position; in the second, condition lines
were dropped from both current and predicted position.

The first result of the experiment was that subjects made substantial errors in their estimation of
the azimuth rotation of the aircraft; they generally saw it rotated more towards their frontal plane
than it in fact was. The second result was that the error towards the frontal plane for the symbols
with one reference line increased as the height of the symbol increased above the grid. Most sig-
nificantly, however, introduction of the second reference line totally eliminated the effect of height,
reducing the azimuth error in some cases almost 50% (fig. 21).

More detailed discussion of this result is beyond the scope of this talk; however, these experi-
mental results show in a concrete way how appropriately chosen symbolic enhancements can pro-
vide not only qualitative, but quantitative, improvement in pictorial communication. They also
show that appropriate psychophysical investigations can help designers define their spatial
instruments.

COMBINED GEOMETRIC AND SYMBOLIC ENHANCEMENTS

Some enhancements combine both symbolic and geometric elements. One interesting example
is provided by techniques connecting the photometric properties of objects or regions in the display
with other geometric properties of the objects or regions themselves. Russell and Miles (1987)
(see also Paper 48), for example, have controlled the transparency of points in space with the
gradient of the density of a distributed component and produced striking visualization of 3D objects
otherwise unavailable. These techniques have been applied to data derived from sequences of MRI
or CAT scans and allowed a kind of "electronic dissection” of medical images. Though these
techniques can provide absolutely remarkable images, one of the challenges of their use is the
introduction of metrical aids to allow the viewer to pick up quantitative information from the
photometric transformation (Meagher, 1985, 1987).

COMPUTATIONAL ENHANCEMENTS

While considerable computation may be involved in the rendering and shading of static pic-
tures, the importance of computational enhancement is also particularly evident for shaping and
placing objects in interactive spatial instruments. In principle, if unlimited computational resources
were available, no computational enhancements would be needed. The enhancements are neces-
sary because resources must be allocated to ensure that the image is computed in a timely and
appropriate manner.
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An example of a computational enhancement can be found in the selection of a type of geomet-
ric distortion to use as a geometric enhancement in a head-mounted, virtual-image computer display
of the type pioneered by Ivan Sutherland (1970) (fig. 22). Distortions in the imagery used by such
displays can be quite useful, since they are one way that the prominence of the components of the
image could be controlled. '

It is essential, however, that the enhancements operate on the displayed objects before the
viewing transformation, because, here the picture of reality collides with a picture for commu-
nication. The virtual-image presentation makes the picture appear in some ways like a real space.
Accordingly, distorting geometric enhancements that are computed after the viewing transformation
can disturb visual-vestibular coordination and p1oduce nausea and disorientation. This disturbance
shows how different computational constraints distinguish head-mounted from panel-mounted
formats.

A second example of a computational enhancement is shown on the interactive, proximity-
operations, orbital planning tool developed by Art Grunwald in our laboratory. When first imple-
mented, the user was given control of the direction and magnitude of the thrust vector; these
seemed reasonable, since they are the basic inputs to making an orbital change. The nonlinearities
and counterintuitive nature of the dynamics, however, made manual control of a predictor cursor
driven by these variables impossible. The computational trick needed to make the display tool
work was allowing the user to command that the craft be at a certain location at a set time and allow
the computer to calculate the required burns through an inverse orbital dynamics algorithm. This
technique provided a good match between the human user's planning abilities and the computer's

massive computational capacity.

A third example of a computational enhancement is shown on the same interactive, proximity-
operations, orbital planning tool. Despite the fact that the system has been implemented on a high-
performance 68020 workstation with floating-point processor and dedicated graphics geometry
engine, unworkably long delays would occur if the orbital dynamics were constantly updated while
the user adjusted the cursor to plan a new way-point. Accordingly, the dynamics calculations are
partially inhibited whenever the cursor is in motion. This feature allows a faster update when the
user is setting a way-point position and eliminates what would otherwise be an annoying delay of
about 0.3 sec while adjusting the way-point position.

When Arthur Grunwald finished the first iteration of this display, we decided to name it. Like
:a dutiful NASA researcher, he searched for a acronym—something like Integrated Orbital and
Proximity Planning Systems, or IOPPS for short. This looked to me like it might sound like
OOPS and I thought we should find a better name. Iasked him to find maybe a Hebrew name that
would be appropriate He thought about it for awhile and came up with Navie, or "reliable
prophet.” This is perfect, since that is exactly what the display is intended to provide: reliable
‘prophesy of future position.

But there is another sense in which Navie is a good name. I would like to think that it, and
other display concepts developed in our division and elsewhere, also provide a kind of prophesy
“for the coming displays to be used by NASA during future unmanned, and manned, exploration of
air and space.



Like most human activities, this exploration is not an endeavor that can be automated,; it will
require iteration, trial and error, interactive communication between men and machines and
between men and other men. The media for this communication must be designed. Some of them
will be spatial instruments.
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Figure 1.— Prehistoric cave painting of animals from southwestern France.
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Figure 2.— Woodcut by Diirer illustrating how to plot lines of sight with string in order o make a
correct perspective projective.
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Figure 3.— Egyptian hieroglyphic for the Eye of Horus illustrating the symbolic aspect of picto-
graphs. Each part of the eye is also a symbol for a commonly used fraction. These assign-
ments follow from a myth in which the Sun, represented by the eye, was torn to pieces by the
God of Darkness later to be reassembled by Thoth, the God of Learning.

Figure 4.— Leonardo's sketch of two hands using shading to depict depth.
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Figure 5.— Crivelli's Annunciation illustrating strong perspective convergence associated with
wide-angle views that can exaggerate the range of depth perceived in a picture.
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Figure 6.— An engraving by Escher illustrating how the ambiguity of depicted height and depicted
depth can be used in a picture to create an impossible structure, apparently allowing water to
run uphill. © 1988 M. C. Escher heirs/Cordon Art-Baamn-Holland.



Figure 7.— Urban freeways, a painting by Thiebaud showing an instant of time on a California
freeway.



Figure 8.— View of the Prague town hall clock, which indicates the positions of heavenly bodies as
well as the time.



Figure 9.— Fragments of an ancient Greek mechanical device used to calculate the display positions
of heavenly bodies.
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Figure 10.— An old map of the world from the 17th Century.



Figure 11.— Rhumb-line and great-circle routes between two points on the globe. Note the con-
stant bearing of the rhumb-line route and the constantly changing bearing of the great-circle

route. On the globe the great-circle route is analogous to a straight line and direction Z is the
azimuth of B from A.
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Figure 12.— Plate caree projection illustrating the curved path traced by a rhumb line on this format,
i.e., line AEFG.
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Figure 13.— Mercator projection illustrating how a nonlinear distortion of the latitude scale ¢an be
used to straighten out the path traced by a rhumb line.

Figure 14.— Muybridge's photographic sequence of a goat walking. The background grid pro-
vides a reference for measuring the pattern of limb movement.
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Figure 15.— View of the forward panel of a 737 cockpit showing the artificial horizon on the atti-
tude direction indicator.

Figure 16.— An advanced-concepts commercial aircraft cockpit in the Man-Vehicle Systems
Research Facility of NASA Ames Research Center. This artist's conception shows how future
cockpits may resemble ordinary offices.
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Figure 17.— Sample view from an interactive-graphics-based, planning tool to be used in assisting
informal changes in orbits and proximity operations in the vicinity of a space station.

Figure 18.— Possible display format for a commercial aircraft cockpit traffic display. The pilot's
own craft is shown in the center of the display. All aircraft have predictor vectors attached
showing future position and have reference lines to indicate height above a reference grid.
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Figure 19.— Illustration of the geometry of perspective projection showing the azimuth and the
elevation of the viewing vector InR, directed from the center of projection COP.

Figure 20.— Five views of sample stimuli used to examine the perceptual effect of raising an air-
craft symbol above a reference grid. The attitude of the symbol is kept constant. Addition of a
second vertical reference line is seen to reduce the illusory rotation caused by the increasing
height above of the grid.
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Figure 21.— Mean clockwise and counterclockwise egocentric direction judgement for clockwise
azimuth rotation of an aircraft symbol.

Figure 22.— Probably the first computer-driven head-mounted viewing device. It was developed
by Ivan Sutherland to give the viewer the illusion of actually being in the synthetic world
defined in the computer.
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SPATIAL CONSTRAINTS OF STEREQPSIS IN VIDEO DISPLAYS

Clifton Schor
University of California
School of Optometry
Berkeley, California

Recent development in video technology, such as the liquid crystal displays and shutters,
have made it feasible to incorporate stereoscopic depth into the three-dimensional representations
on two-dimensional displays. However, depth has already been vividly portrayed in video dis-
plays without stereopsis using the classical artists' depth cues described by Helmholtz (1866) and
the dynamic depth cues described in detail by Ittleson (1952). Successful static depth cues include
overlap, size, linear perspective, texture gradients, and shading. Effective dynamic cues include
looming (Regan and Beverly, 1979) and motion parallax (Rogers and Graham, 1982).

Stereoscopic depth is superior to the monocular distance cues under certain circumstances. It
is most useful at portraying depth intervals as small as 5-10 arc seconds. For this reason it is
extremely useful in user-video interactions such as in telepresence. Objects can be manipulated in
3-D space, for example, while a person who controls the operations views a virtual image of the
manipulated object on a remote 2-D video display. Stereopsis also provides structure and form
information in camouflaged surfaces such as tree foliage. Motion parallax also reveals form; how-
ever, without other monocular cues such as overlap, motion parallax can yield an ambiguous per-
ception. For example, a turning sphere, portrayed as solid by parallax can appear to rotate either
leftward or rightward. However, only one direction of rotation is perceived when stereo-depth is
included. If the scene is static, then stereopsis is the principal cue for revealing the camouflaged
surface structure. Finally, dynamic stereopsis provides information about the direction of motion
in depth (Regan and Beverly, 1979). When optical flow patterns seen by the two eyes move in
phase, field motion is perceived in the fronto-parallel plane. When optical flow is in antiphase
(180°) motion is seen in the saggital plane. Binocular phase disparity of optical flow as small as 1°
can be discriminated as changes in visual direction of motion in a 3-D space (Beverly and Regan,
1975). This would be a useful addition to the visual stimuli in flight simulators.

Several spatial constraints need to be considered for the optimal stimulation of stereoscopic
depth. The stimulus for stereopsis is illustrated in figure 1. Each peg subtends a visual angle at
the entrance pupils of the eyes, and this angle is referred to as binocular parallax. The difference in
this angle and the angle of convergence forms an absolute disparity. In the absence of monocular
depth cues, perceived distance of an isolated target, subtending an absolute disparity is biased
toward 1.5 meters from the physical target distance. Gogle and Teitz (1973) referred to this as
equidistance tendency. If the target moves abruptly from one distance to another, convergence
responses signal the change of depth (Foley and Richards, 1972); however, smooth continuous
changes in binocular parallax, tracked by vergence eye movements do not cause changes in per-
ceived distance (Erkelens and Collewijn, 1985; Guttmann and Spatz, 1985). Once more than one
disparate feature is presented in the field, differences in depth (stereopsis), stimulated by retinal
image disparity become readily apparent. Stereothresholds may be as low as 2 sec arc, which
ranks stereopsis along with vernier and bisection tasks among the hyperacuities.
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Stereo-sensitivity to a given angular depth interval varies with the saggital distance of the
stimulus depth increment from the fixation plane. Sensitivity to depth increments is highest at the
horopter or fixation plane where the disparity of one of the comparison stimuli is zero (Blakemore,
1970). This optimal condition for stereopsis was used by Tschermack (1930) as one of four crite-
ria for defining the empirical longitudinal horopter. The Weber fraction describing the ratio of
increment stereothreshold (arc sec) over the disparity pedestal (arc min) (3 sec/min) is fairly con-
stant with disparity pedestal amplitudes up to 1°. This fraction was derived from figure 2, which
plots stereothreshold in seconds of arc at different saggital distances in minutes arc from the fixa-
tion point for targets consisting of vertical bars composed of coarse or fine features. A two-
alternative, forced choice is used to measure a just-noticeable difference between a depth increment
between an upper test bar and a lower standard bar, both seen at some distance before or behind
the fixation plane. The bar used was a narrow-band, spatially filtered line produced from a differ-
ence of Gaussians (DOG) whose center spatial frequency ranges from 9.5 to 0.15 cycles/deg
(Badcock and Schor, 1985). When these thresholds are plotted, the slopes of these functions
found with different width DOGs are the same on a logarithmic scale. However, thresholds for
low spatial frequencies (below 2.5 cpd) are elevated by a constant disparity which illustrates they
are a fixed multiple of thresholds found with higher spatial frequencies. These results illustrate that
depth stimuli should be presented very near the plane of fixation, which is the video screen. '

Stereo-sensitivity remains high within the fixation plane over several degrees about the point
of fixation. Unlike the rapid reduction of stereo-sensitivity with overall depth or saggital distance
from the horopter, stereo-sensitivity is fairly uniform and at its peak along the central 3° of the fix-
ation plane (Blakemore, 1970; Schor and Badcock, 1985). Figures 2 and 3 illustrate a comparison
of stereo-depth increment sensitivity for this fronto-parallel stereo and the saggital off-horopter
stereothreshold. Also plotted in figure 3 are the monocular thresholds for detecting vemier offset
of the same DOG patterns at the same retinal eccentricities. Clearly, stereopsis remains at its peak
at eccentricities along the horopter and there is a percipitous fall of visual acuity (Wertheim, 1894)
and, as shown here, of vernier acuity over the same range of retinal eccentricities where stereo
increment sensitivity is unaffected (Schor and Badcock, 1985). Thus, stereoacuity is not limited
by the same factors that limit monocular vernier acuity because the two thresholds differ by a factor
of § at the same eccentric retinal locus.

In addition to the threshold or lower disparity limit (LDL) for stereopsis, there is an upper
disparity limit (UDL), beyond which stereo depth can no longer be appreciated. This upper limit is
small, being approximately 10 arc min with fine (high-frequency) targets, and somewhat larger
(several degrees) with coarser (low spatial frequency) fusion stimuli (Schor and Wood, 1983).
This depth range can be extended either by briefly flashing targets (Westheimer and Tanzman,
1956) or by making vergence movements between them (Foley and Richards, 1972) to a UDL of
approximately 24°. The UDL presents a common pitfall for many stereo-camera displays that
attempt to exaggerate stereopsis by placing the stereo-cameras far apart. Paradoxically, this can

produce disparities that exceed the UDL and results in the collapse of depth into the fronto-parallel
plane. '

Diplopia is another problem that accompanies large disparities. The diplopia threshold is
slightly smaller than the UDL for static stereopsis, and depth stimulated by large flashed disparities
is always seen diplopically. Normally, this diplopia can be minimized by shifting convergence
from one target to another. However, this is not as easily done with a stereo-video monitor. In
real space the stimulus for vergence is correlated with the stimulus for accommodation. With video
displays, the stimulus for accommodation is fixed at the screen plane while vergence is an
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independent variable. Because there is cross-coupling between accommodation and vergence, we
are not completely free to dissociate these motor responses (Schor and Kotulak, 1986). With some
muscular effort, a limited degree of vergence can be expected while accommodation is fixed,
depending on the accommodative-convergence ratio (AC/A). When this ratio is high, a person
must choose between clearness and singleness.

Additional problems for stereoscopic depth occur with abstract scenes containing high spatial
frequency surface texture. This presents an ambiguous stimulus for stereopsis and fusion which
can have an enormous number of possible solutions as illustrated by the wallpaper illusion or by a
random-dot stereogram. The visual system uses various strategies to reduce the number of
potential fusion combinations and certain spatial considerations of targets presented on the visual
display can help implement these strategies. A common technique used in computer vision is the
coarse-to-fine strategy. The visual display is presented with a broad range of spatial frequency
content. The key idea here is that there is little confusion or ambiguity with coarse features like the
frame of a pattern. These can be used to guide the alignment of the eyes into registration with finer
features that present small variations in retinal image disparity. Once in registration, small
disparities carried by the fine detail can be used to reveal the shape or form of the depth surface.
An essential condition for this algorithm to work is that sensitivity to large disparities be greatest
when they are presented with coarse detail and that sensitivity to small disparities be highest with
fine (high spatial frequency) fusion stimuli. This size-disparity correlation has been verified for
both the LDL and UDL by Schor and Wood (1983). Figure 4 illustrates the variation of stereo-
threshold (LDL) and the UDL with spatial frequency for targets presented on a zero disparity
pedestal at the fixation point. Stereothresholds are lowest and remain relatively constant for spatial
frequencies above 2.5 cycles/deg. Thresholds increase proportionally with lower spatial fre-
quencies. Even though stereothreshold varies markedly with target coarseness, suprathreshold
disparities needed to match the perceived depth of a standard disparity are less dependent on spatial
frequency. This depth equivalence constitutes a form of stereo-depth constancy (Schor and
Howarth, 1986). Similar variations in the diplopia threshold or binocular fusion limit are found by
varying the coarseness of fusion stimuli (Schor, Wood, and Ogawa, 1984b).

Figure § illustrates that the classical vertical and horizontal dimensions of Panum's fusion
limit (closed and open symbols, respectively) are found with high spatial frequency targets, but the
fusion limit increases proportionally with the spatial width of targets at spatial frequencies lower
than 2.5 cycles/deg. When measured with high-frequency DOGs, the horizontal radius of PFA
(Panum's fusional area) is 15 min; and when measured with low-frequency stimuli, PFA equals a
90° phase disparity of the fusion stimulus.

The increase in Panum's fusion limit appears to be caused by monocular limitations to spatial
resolution. For example, if the same two targets that were used to measure the diplopia threshold
are both presented to one eye to measure a two-point separation threshold, such as the Rayleigh
criterion, then the monocular and binocular thresholds are equal when tested with spatial frequen-
cies lower than 2.5 cpd. At higher spatial frequencies we are better able to detect smaller separa-
tions between two points presented monocularly than dichoptically. This difference at high spatial
frequencies reveals a unique binocular process for fusion that is independent of spatial resolution.
With complex targets composed of multiple spatial frequencies, at moderate disparities such as
20 min arc, a diplopia threshold may be reached with high spatial frequency components while
stereopsis and fusion may continue with the low spatial frequency components. An example of
this simultaneous perception can be seen with the diplopic pixils in a random dot stereogram whose
coarse camouflaged form is seen in vivid stereoscopic depth (Duwaer, 1983).
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In addition to target coarseness, there are several other aspects of spatial configuration that
influence stereopsis and fusion. The traditional studies of stereopsis, such as those conducted by
Wheatstone (1838), mainly consider the disparity stimulus in isolation from other disparities at the
same or different regions of the visual field. It is said that disparity is processed locally in this
limiting case, independent of other possible stimulus interactions other than the comparison
between two absolute disparities to form a relative disparity. However, recent investigations have
clearly illustrated that in addition to the local processes, there are global processes in which spatial
interaction between multiple relative disparities in the visual field can influence both stereopsis and
fusion. Three forms of global interactions have been studied. These are disparity crowding, dis-
parity gradients, and disparity continuity or interpolation. These global interactions appear to
influence phenomena such as the variation in size of Panum's fusional area, reductions and
enhancement of stereo-sensitivity, constant errors or distortions in depth perception, and resolution
of a 3-D form that has been camouflaged with an ambiguous surface texture.

Spatial crowding of visual targets to less than 10 arc min results in a depth averaging of
proximal features. This is manifest as an elevation of stereothreshold as well as a depression of the
UDL (Schor, Bridgeman, and Tyler, 1983). The second global interaction, disparity gradient,
depends upon spacing between disparate targets and the difference in their disparities. (Schor and
Tyler, 1981). The disparity gradient represents how abruptly disparity varies across the visual
field. The effect of disparity gradients upon the sensory fusion range has been investigated with
point targets by Burt and Julesz (1980), and with periodic sinuosidal spatial variations in horizontal
and vertical disparity by Schor and Tyler (1981). Both groups demonstrate that the diplopia
. threshold increases according to a constant disparity gradient as the separation between adjacent
fusion stimuli increases. Cyclofusion limits are also reduced by abrupt changes in disparity
between neighboring retinal regions (Kertesz and Optican, 1974). Stereothresholds can also be
described as a constant disparity gradient. As target separation decreases, so does stereothreshold,
up to a limit of 15 arc min separation. Further reduction in separation results in crowding, which
elevates the stereothreshold. The UDL is also limited by a constant disparity gradient (fig. 5). As
spacing decreases, there is a proportional decrease in the UDL. These gradient effects set two
strict limitations on the range of stereopscopic depth that can be rendered by the video display. As
crowding increases, the UDL will decrease. The effect is that targets exceeding the UDL will
appear diplopic and without depth. For example, a top-down picture of a forest which has trees of
uneven height will not be seen as uneven depth if the trees are imaged too closely. To remedy this
problem, the depth should be reduced by moving the stereocameras closer together. In the other
extreme, a shallow slope will not be seen in depth unless it exceeds the gradient for stereothresh-
olds. Even if it does, it may stll not be seen if it extends across the entire visual display. Nor-
mally there can be unequal optical errors of the two eyes which produce unequal magnification of
the two retinal images. This aniso magnification produces an apparent tilt of the stereoscopic frame
reference referred to as the fronto-parallel plane. However, this constant depth error is normally
corrected or compensated for perceptually (Morrison, 1977). This perceptual compensation could
reduce sensitivity to wide static displays of a shallow depth gradient.

A third form of global interaction is observed under conditions where disparity differences
between neighboring regions occur too gradually to be detected, such as in the 3-D version of the
Craik-Obrien Comnsweet illusion (fig. 6 by Anstis, Howard, and Rogers, 1978), when stereo pat-
terns are presented too briefly to be processed fully (Ramachandran and Nelson, 1976; Mitchison
and McKee, 1985), or when several equally probable, but ambiguous, disparity solutions are pre-
sented in a region neighboring an unambiguous disparity solution (Kontsevich, 1986). Under all
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of these conditions, the depth percept resulting from the vague disparity is similar to or continuous
with the depth stimulated by the more visible portion of the disparity stimulus. This illustrates the
principle of depth continuity formulated by Julesz (1971) and restated later by Marr and Poggio
(1979), which recently was shown by Ramachandran and Cavanaugh (1985) to include the exten-
sion of depth to subjective contours in which no physical contour or disparity exists.

Clearly there are many spatial constraints, including spatial frequency content, retinal eccen-
tricity, exposure duration, target spacing, and disparity gradient, which—when properly
adjusted—can greatly enhance stereodepth in video displays.
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Figure 2. Threshold depth increments obtained, for observer D.B., as a function of pedestal size in
both the convergent and divergent directions. Functions illustrate results obtained with a thin
bar and DOGs whose center spatial frequencies ranged from 0.15 to 9.6 c/deg. Panels C and D
plot the performance measured when the comparison stimulus was a thin bright bar and the test
stimulus was a DOG. Panels A and B show the results obtained when a DOG was used both
as a comparison and as a test stimulus. Panels A and C plot stereothreshold on a log scale.
The data are replotted on a linear scale in panels B and D.
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Figure 3. A comparison is made of extra-foveal vernier threshold (solid line) with extra-foveal
(mixed dashed line) and extra-horopteral (long dashed line) stereothresholds for a high spatial
frequency stimulus (upper plot) and a low spatial frequency stimulus (lower plot). Note that
retinal eccentricity has been doubled to be comparable to disparity pedestal. Over a 40 arc min
range of retinal eccentricity, stereoacuity remained unchanged and vernier acuity increased
moderately. A marked increase in stereothreshold occurred over a comparable (80 arc min)
disparity pedestal range.
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Figure 4. Upper and lower limits for stereopsis are plotted for two subjects as a function of DOG
center spatial period along dashed curves at the top and bottom of data sets for uncrossed and
crossed disparities respectively. Stereothreshold was lowest at small spatial periods
(<0.42 arc min) and increased according to a 6° phase disparity between stereo-half images as
spatial period increased. The upper limit increased proportionally to the square root of spatial
period over the same range of broad spatial periods. Depth matching curves (solid lines) for
several standard suprathreshold disparities (horizontal arrows) have flatter frequency responses
than the upper and lower dashed threshold curves. Their breakaway point occurs at a higher
spatial period for crossed than for uncrossed disparities. The luminance profile of the
difference of two Gaussian functions is inset in the upper left corner.

2-12




200

100

50

2%

PANUM'S FUSIONAL RADIUS (arc min)

i
_.._-&-f--
be &

1 2 ] 1 1 1 ] 1

260 480 240 120 [oX 03 oI5 0073

25

200 1w ~4

100

PANUM'S FUSIONAL RADIUS (orc min)

23

T A ! ! s 1

960 480 240 120 06 Q3 o8 0078
PEAK SPATIAL FREQUENCY (cyc/deg)

274 547 094 288 437 ars 173 3%

BRIGHT BAR (B) DIAMETER (orc min)

Figure 5. Diplopia thresholds for two subjects are plotted as a function of bright bar width (B) of
bar and difference of two Gaussian functions (DOG). Luminance profiles of these two test
stimuli are inset below and above the data respectively. A constant phase disparity of 90° is
shown by the dashed diagonal line. Horizontal and vertical Panum's fusion ranges (solid lines)
coincide with the 90° phase disparity for DOG widths greater than 21 arc min. At the broadest
DOG width, the upper fusion limit equals the upper disparity limit for stereoscopic depth per-
ception (bold dashed line). The standard deviation of the mean is shown for the broadest DOG
stimulus. At narrow DOG widths, both horizontal and vertical fusion limits approach a con-
stant minimum threshold. Panum's fusion ranges remain fairly constant when measured with
bar patterns (dotted lines) and resemble values obtained with high spatial frequency DOGs.
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Figure 6. Perspective sketch of the illusory depth surface. Left part looks apparently nearer than
the right part.
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STEREOSCOPIC.DISTANCE PERCEPTION

John M. Foley
Department of Psychology
University of California
Santa Barbara, California

INTRODUCTION

Most of this article is concerned with limited cue, open-loop tasks in which a human observer
indicates distances or relations among distances. By open-loop tasks I mean tasks in which the
observer gets no feedback as to the accuracy of responses. At the end of the article, I will consider
what happens when cues are added and when the loop is closed, and what the implications of this
research are for the effectiveness of visual displays.

Errors in visual distance tasks do not necessarily mean that the percept is in error. The error
could arise in transformations that intervene between the percept and the response. I will argue,
however, that the percept is in error. I will argue further that there exist post-perceptual transfor-
mations that may contribute to the error or be modified by feedback to correct for the error.

METHODS

First, I will describe some experiments on binocular distance perception. The stimuli were
points of light viewed in dark surroundings. These were in or near the horizontal eye-level plane.
The variables that I use are illustrated and defined in figure 1. The angle subtended by straight
lines from a stimulus point to the rotation centers of the eyes is the binocular parallax of that point.
(It is sometimes called the convergence angle or stimulus to convergence.) The binocular parallax
and the horizontal direction, 6;, serve as coordinates that specify the positions of points in the
plane. The binocular disparity of one point relative to another is defined as the binocular parallax
of the first, minus the binocular parallax of the second. Note that binocular disparity is a signed
quantity; a farther point has a negative disparity relative to a nearer one. The two open dots corre-
spond to the perceived positions of 7 and i. The binocular parallax of the perceived position of a
point is called the effective binocular parallax of the point. The difference between two effective
binocular parallaxes is an effective binocular disparity. These perceptual variables are defined in
the same way as the corresponding physical variables except that perceived distance, D', is substi-
tuted for physical distance, D, in each equation. I assume that perceived horizontal direction equals
physical horizontal direction. There is evidence that this is correct under the conditions of my
experiments.

Some of the experiments I will describe were done with stimulus points at different dis-
tances. Others were done by simulating the distance dimension stereoscopically. If the stimulus to
vergence is not grossly different than the stimulus to accommodation, the results are very similar.
Some of the experiments employed a fixation point; others allowed the observers to move their
eyes freely. When disparities are small, the results are again very similar.
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RELATIVE DISTANCE TASKS

I will describe performance on two classes of distance tasks. The first are called relative dis-
tance tasks; they are tasks in which an observer adjusts the position of light points by remote con-
trol until they satisfy some relative distance criterion (Foley, 1978, 1980). Examples of such
criteria are shown in figure 2. In each case the view is from above; the oval represents the
observer's head and the dots represent stimulus lights. In the apparent fronto-parallel plane
(AFPP) task, one point of light is fixed and the observer moves other lights so that they appear to
lie in the vertical plane through the fixed light that is parallel to the vertical plane through the eyes
or, in other words, a plane that is perpendicular to straight ahead. The apparent equidistant circle
(AEDC) task is very similar, except that the lights are set so that they are perceived to lie on a circle
with the observer at the center. In the apparent distance bisection (ADB) task, one point is fixed
and the observer adjusts a second point so that the distance between the two points is perceived to
equal the distance from the observer to the near point.

Typical performances in these tasks are illustrated in the second row for three distances of the
fixed point. In each task there is one distance at which the physical configuration corresponds to
the perceived configuration. This distance is generally within the range of 1-4 m. At other dis-
tances, there are systematic errors in the settings. At far distances, variable points are set too far,
and at near distances, they are set too near, relative to accurate performance. Although there are
individual differences in the magnitude of the errors, errors of this kind are reliably found. (For
many observers, one side of the configuration is set closer than the other (skewing). This can be
- accounted for by a very small difference in magnification in the two eyes. This is incorporated in a

general theory of binocular distance perception (Foley, 1980), but it is not considered in this
article.)

I propose that these errors can be explained by the misperception of the egocentric distance to
the fixation point, or, in the absence of a fixation point, to a reference point that depends on the
configuration of points. To test this idea we must consider how the pattern of disparities produced
by the observer compares with the pattern of disparities corresponding to the physical configura-
tion specified by the instructions. By pattern of disparities I mean the function that relates binocu-
lar disparity to direction. The left side of figure 3 shows this function for physically fronto-parallel
planes (PFPP) at different distances and the right side shows the same function for AFPP at
different distances. If all the error in the AFPP settings is due to the misperception of the distance
to the fixation point, then the function for an AFPP should be identical to the function for a PFPP,
but generally this will be a PFPP at another distance. This is what the experiments show. For
example, an AFPP at 1.2 m has less disparity than a PFPP at 1.2 m, but corresponds to the same
disparity pattern as a PFPP at 1.45 m. Patterns of disparities obtained in the AEDC task also cor-
respond closely with disparities produced by physically EDCs at other distances. Thus, the
experimental settings can be accounted for by the hypothesis that the observer misperceives the
egocentric distance to the configuration and produces the pattern of disparities appropriate to the
misperceived distance.

This hypothesis has several important implications. First, the fact that the pattern of dispari-
ties changes with the distance to the fixed point implies that there is an egocentric distance signal
related to the vergence of the eyes, and this egocentric distance signal is not accurate. Second,
effective binocular disparity equals binocular disparity. This is illustrated in figure 1. In general,
the distance to point r will be misperceived. Butif r is misperceived, any other point i will also
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be misperceived, so that the difference between the effective binocular parallaxes equals the differ-
ence between the binocular parallaxes. I call this the effective disparity invariance principle.

The data from relative distance tasks may be used to infer the perceived distance to the fixa-
tion point or to the reference point. The simplest way to conceptualize this is t » imagine a more
complete set of functions on both sides of figure 3. Then, for each pattern on the right, we find the
matching pattern on the left. The distance on the right is the physical distance that corresponds to
the perceived distance on the left. This perceived distance is a concave downward function of
physical distance, as is shown by the solid line on the left side of figure 4. When both physical
distance and perceived distance are transformed to parallaxes, their relation becomes linear, as is
shown by the solid line on the right side of this figure. I call the curved function on the left the
reference distance function and the linear function on the right the reference parallax function.

EGOCENTRIC DISTANCE TASKS

Next consider a different class of tasks—egocentric distance tasks. An egocentric distance
task is one in which an observer indicates the distance from herself or himself to visual targets
(Foley, 1977, 1985). Several different indicators have been used, but I have relied on two, verbal
reports of perceived distance and pointing with an unseen hand. In the pointing experiments a
horizontal board just beneath the targets prevents the observer from seeing his or her hand or arm.
I will describe two simple experiments.

In the first experiment the stimulus is a single light point in dark surroundings. It is straight
ahead. Pointed distances and reported distances from such experiments are shown in figure 4.
The smooth curves shown have parameters that are close to the average values fitted to the data of
five observers (Foley, 1977). On the left, indicated distance is plotted against physical distance,
and on the right, the same values are plotted as binocular parallaxes. The functions on the left have
the same form as the reference distance function; those on the right, the same form as the reference
parallax functions.

But there is a complication: Verbal and manual indicators do not agree, and neither, in gen-
eral, agrees with the function inferred from the relative distance tasks, which tends to lie between
the verbal and manual functions. Since the indicators do not agree, both cannot correspond to per-
ceived distance. I have defined perceived distance as the distance inferred from the relative dis-
tance tasks. When expressed as parallaxes, this value and the values indicated by pointing and
verbal reports are all linearly related. This means that egocentric distance tasks can be used to test
the implications of the theory. It is very important, however, to distinguish between perceived
distance and indications of it. In figure 4 only the solid lines derived from the relative distance
tasks correspond to perceived distance and reference parallax; the other lines describe indicated
distance and indicated parallax.

When the eyes move freely, there is one point the perceived distance of which is given by the
reference distance function. I call this point the reference point. Perceived distances of all other
points are determined by their disparities relative to this point. There are several ways to determine
the reference point. The most obvious is to measure the effective parallax of each point in the con-
figuration and then determine how these are related to the reference parallax function. This analy-
sis has been carried out only for the case of two-point configurations (Foley, 1985). Here the



parallax of the reference point is a weighted average of the parallaxes of the points, with the farther
point tending to receive the greater weight. Thus the reference point need not correspond to any
point of the configuration, although sometimes it may.

DISCUSSION

Figure 5 is a schematic diagram illustrating the process of binocular distance perception. The
visual system generates both binocular parallax and binocular disparity signals in response to the
optic array. The binocular parallax signals determine a single reference point and its corresponding
value of effective binocular parallax. Here this is shown as an outflow from an eye movement
control center. For each point i, the disparity of i relative to the reference point is added to the
effective reference parallax to give the effective parallax of the point. This value undergoes an

indicator-specific linear transform to yield the indicated binocular parallax, which, in turn, deter-
mines the response.

When multiple cues are present, including perspective cues, distance perception is more
accurate; however, the evidence indicates that there are systematic errors in distance perception
under most cue conditions. There are several studies that have examined apparent distance bisec-
tion under such conditions. Although results have varied widely, no study has found consistently
accurate bisection over a wide range of distances. The most common result is that the farther
interval is set larger than the nearer one. There are also several studies that have obtained verbal
. reports of perceived distance under multiple cue conditions. The data are often fitted with a power
function and the power is generally less than 1. An experiment limited to distances less than
70 cm yielded an accelerating verbal report function and a decelerating pointing response function
(Foley, 1977). When the inverse output transforms derived from binocular experiments are
applied to these data, both verbal and manual responses yield the same parallax function with a

slope of about 0.8. The conclusion is that distance perception is generally inaccurate, even in the
presence of multiple cues.

How can we perform accurately with respect to distance when distance perception is inaccu-
rate? Ican only answer this speculatively because the experiments needed to answer it scientifi-
cally have not been done. I hypothesize that we learn to behave accurately on the basis of feed-
back. This learning cannot be once and for all because the errors that it compensates for vary con-
tinuously with changing cue conditions. I hypothesize that the output transforms that I have pro-

posed to explain open-loop performance are modified by feedback to compensate for perceptual
errors.

What implications does this have for the design of visual displays? I would expect that most
visual displays evoke erroneous distance percepts. I expect this because even a three-dimensional
scene with multiple cues evokes erroneous percepts, and most displays both eliminate cues and
introduce cue conflicts, both of which are associated with increasing errors. In principle, it might
be possible to create a display that would evoke accurate percepts, at least in some limited domain,
but I doubt the wisdom of attempting this. The perceptual-motor system is designed to make rapid
compensation for certain forms of error, especially those that can be described by linear transforms
of the reference parallax function. Displays that produce errors of this form should suffice to direct
behavior. But every time a display is used to direct behavior in the real three-dimensional space,
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performance with feedback is necessary to calibrate the output transforms, just as performance
with feedback is necessary when a three-dimensional scene directs behavior.
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Binocular Disparity, I, (min)

-20 =10 0 10 20 -20 =10 0 10 20
Direction (deg.)

Figure 3.- Binocular disparity as a function of horizontal directions for PFPP and AFPP; the
smooth curves describe the results of a typical observer. Each function is shown for three
distances of the fixed center point: 1.2, 1.8, and 3.6 m. For this observer the functions cor-
respond at 1.8 m. As distance becomes greater or less than this, the disparities that corre-
spond to the AFPP change less than those corresponding to a PFPP.
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PARADOXICAL MONOCULAR STEREOPSIS AND PERSPECTIVE
VERGENCE

J. T. Enright
Scripps Institution of Oceanography
La Jolla, California

SUMMARY

The question of how to convey depth most effectively in a picture is a multifaceted problem,
both because of potential limitations of the chosen medium (stereopsis? image motion?), and
because "effectiveness"” can be defined in various ways. Practical applications usually focus on
“information transfer," i.e., effective techniques for evoking recognition of implied depth relation-
ships, but this issue depends on subjective judgments which are difficult to scale when stimuli are
above threshold. Two new approaches to this question are proposed here which are based on
alternative criteria for effectiveness.

Paradoxical monocular stereopsis is a remarkably compelling impression of depth which is
evoked during one-eyed viewing of only certain illustrations; it can be unequivocally recognized
because the feeling of depth collapses when one shifts to binocular viewing. An exploration of the
stimulus properties which are effective for this phenomenon may contribute useful answers for the
more general perceptual problem.

Perspective vergence is an eye-movement response associated with changes of fixation point
within a picture which implies depth; it also arises only during monocular viewing. The response
is directionally "appropriate” (i.e., apparently nearer objects evoke convergence, and vice versa),
but the magnitude of the response can be altered consistently by making relatively minor changes in
the illustration. The cross-subject agreement in changes of response magnitude would permit sys-
tematic exploration to determine which stimulus configurations are most effective in evoking per-
spective vergence, with quantitative answers based upon this involuntary reflex. It may well be
that "most effective” pictures in this context will embody features which would increase
"effectiveness” of pictures in a more general sense.

INTRODUCTION

One of the central issues involved in spatial display is the question, “What is the most effective
way to convey three-dimensional depth in a pictorial representation?” This article deals only with a
very restricted approach to that question, being confined to representations without stereopsis and
without image motion; and so the problem addressed here should probably be rephrased, "What is
the third most effective way of conveying depth in pictures?” Such rephrasing seems appropriate
because there can be little doubt that the most effective representations of the third dimension are
those which involve stereopsis; and that the second most effective way to convey a feeling for
depth is through use of image motion: optical flow patterns, image shear, motion parallax and the
like. When both stereopsis and image motion are excluded, one is dealing with no more than third
best; and the rephrased question is in some ways like asking what is the best way to participate in a
footrace, subject to the precondition that the runner's feet be tied together by his shoclaces.
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Nevertheless, the question of how best to convey the third dimension in a static pictorial repre-
sentation has been of central concern to artists for many hundreds of years; and the result of that
interest is an organized body of technique, collectively known as perspective, to deal empirically
with that problem. One might well ask, then, whether there is any hope for deriving new answers
to this question—if thousands of artists, throughout their careers, have been experimenting for
centuries with just this objective in mind. The honest reply is that this article has no new answers
to offer, no new tricks to suggest. Instead, it focuses upon two interesting phenomena involving
the perception of and response to depth in illustrations—phenomena which seem to me to have the
potential of providing more quantitative answers to the question, "How can depth be more effec-
tively represented?" These phenomena suggest research programs for the future, which would
address this question within certain restricted contexts, and it is conceivable that the answers might
be applicable to other, more general contexts as well. The hope is that such research might provide
general, quantitative rules for optimizing the depth impression which is conveyed by the stimulus
field in an illustration.

PARADOXICAL MONOCULAR STEREOPSIS

The first of the phenomena of interest here is a remarkable and relatively little-known sort of
depth perception which was described by the French visual scientist, Claparéde, in a brief article
published in 1904; he christened this visual experience "paradoxical monocular stereopsis.” The
essence of Clapareéde's message is that if certain pictures which illustrate a three-dimensional
. scene—drawings, paintings or photographs—are carefully examined with one eye covered, a truly
compelling sense of depth can sometimes be obtained, an effect nearly as striking as looking into a
stereoscope. Once this sort of perception has been achieved, it can be sustained while continuing
to inspect the picture, and one might suspect that it results simply from thinking about and focusing
attention on the illustrated subject matter. It is easy to demonstrate, however, that something
unusual is involved, because the moment that the other eye is opened, to see the picture
binocularly, the anomalous 3-D effect vanishes; the picture flattens out just as suddenly and
completely as when one closes one eye while looking into a stereoscope.

High-quality, well-printed color photographs of outdoor scenes, of the sort found in magazines
like National Geographic and Arizona Highways, often provide good material for demonstrating
this sort of depth perception, but one of the most interesting aspects of paradoxical monocular
stereopsis is how difficult it is to predict whether a given illustration will be effective in evoking the
response. The compelling impression of depth is not simply a response to monocular viewing of
all illustrations which show a three-dimensional scene, but to certain configurations of stimuli.

The question therefore arises, “"What is the most effective way to evoke paradoxical monocular
stereopsis with an illustration?" This is, of course, a much more limited question than asking what
is the most effective way to convey depth in a picture, but it may be more tractable. One has avail-
able the clear-cut criterion, "Does the (supplementary) depth impression flatten out, when switch-
ing over to binocular viewing?" Furthermore, although the best stimuli for paradoxical monocular
stereopsis may not turn out to be fully congruent with the stimuli which are optimal for conveying
a three-dimensional impression during binocular viewing, preliminary evidence suggests that if a
picture is effective in evoking paradoxical stereopsis, it will at least give a satisfying and convinc-
ing impression of depth during binocular viewing.

A search of the published literature indicates that there have apparently been no systematic
investigations of which kinds of pictures best evoke paradoxical stereopsis; and in fact, I have
encountered less than a dozen references, in the entire 80-year interval since Claparéde's (1904)
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initial description of the phenomenon, in which this sort of depth perception is even mentioned
(e.g., Pirenne, 1970; Schlosberg, 1941; Ames, 1925; Streigg, 1923; and the references cited
there). Qualitative preliminary testing indicates that there is good agreement among subjects, in the
sense that certain pictures seem to be very effective stimuli for everyone, so the project of
exploring stimulus optimization should be relatively easy to carry through, with a relatively modest
number of subjects. And if the illustrations which are to be used were to be carefully selected, it
seems very likely that an organized body of rules will emerge which characterize the optimal
stimuli.

PERSPECTIVE VERGENCE

In the brief article in which Claparede (1904) described this unusual sort of depth perception,
he also proposed an interesting hypothesis about the mechanisms responsible. He speculated that
during monocular inspection of a picture, the covered eye would be free to make vergence
movements which might correspond to the relative distances implied by the illustration
(converging, then, for apparently near objects and diverging for more remote ones), just as
changes in vergence accompany binocular inspection of a real, three-dimensional scene. He
pointed out that vergence changes of this sort could not take place during binocular viewing of a
picture because of the demand for fusion; and he further proposed that this sort of postulated ver-
gence movement might be responsible for the compelling sense of depth evoked during monocular
viewing. Apparently there has been no test of Clapartde's hypothesis, nor even any restatement of
it, in the subsequent 80 years; a recently initiated research program, however, has provided
compelling evidence that Claparéde was essentially correct in his speculation about eye movements
(Enright, 1987a; Enright, 1987b). Vergence changes of the sort he postulated do, indeed, take
place when inspecting a picture of a three-dimensional scene with one eye covered—though
whether those eye movements are responsible for paradoxical stereopsis remains an open question,
and one which will be much more difficult to investigate.

METHODS

The experimental equipment which was used in this eye-movement research is extremely sim-
ple, both in principle and in practice (Fig. 1). The subject sits with head held firmly in place by a
bite board and headrest while two video cameras monitor eye position from somewhat below the
line of sight. The output of the cameras is combined with an image splitter and recorded for sub-
sequent analysis; the sum of the two distances between iris margins and the image-splitting line is
an index for vergence state. The illustrations to be viewed are mounted at about 30 cm from the
subject's eyes, and an obstruction is placed a few centimeters in front of the nondominant eye, at a
level which hides the picture from that eye, but permits the camera to record eye position. While
viewing the picture monocularly, the subject changes fixation at intervals of 2 to 3 sec, between
points which are at different implied distances away. Single-measurement precision of the record-
ing method is about 6 arcmin for each evaluation of eye position, and averaging results over
repeated tests can further reduce the influence of random measurement error; but the between-trial
variability within a given test session for a given subject and target is sufficiently large that a more
precise monitoring technique could not appreciably improve the reliability of the estimates of aver-
age response; the variability in the eye movements from one refixation to the next limits precision
of the estimates, as reflected in the standard errors.
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RESULTS

An excerpt from a longer recording is shown in Fig. 2, made while a subject changed fixation
from the upper front corner to the upper back comer of the perspective drawing of a small box
(target illustrated in Fig. 3). Concurrent with the recording, a three-position switch, which was
connected to two tone generators, was activated by the subject to indicate the fixation point; the
timing of those signals is shown as open and solid bars in Fig. 2. It s, then, quite clear that con-
vergence occurred while fixating on the apparently nearer comer of the box, and divergence while
fixating on the farther comer. A simple summary value for the typical vergence-change response
can be obtained from such a recording, based on measuring one value of vergence state for each
steady-state fixation, and then calculating differences between successive values; in this case, the
average change in vergence, over 20 fixations, was 68 arcmin * 8 arcmin. In Fig. 3, this sum-
mary value is shown for Subject 1, along with five other values for her, each with this same target,
each recorded on a different day; and values of average vergence change are also shown there for
another eight subjects with this target. Average vergence change, based on the method of cal-
culation, could in principle also be negative (i.e., contrary to the perspective implication of the
drawing); in fact, however, all 24 measured values are positive, and all except one of the results
are statistically significant, most of them at the 0.01 level. In other words, the subjects all showed
consistent vergence changes during changes in fixation point in this drawing; and those vergence
changes corresponded in direction with the relative distances implied by the perspective of the
drawing. For those who may be concerned about the reliability of this simple and unconventional
- method of recording eye movements, it is worth mentioning that the basic result of Fig. 3 has now
been replicated for other subjects in two other laboratories, each of them using a fundamentally
different and more familiar measurement technique. I have proposed (Enright, 1987a) that these
oculomotor responses to pictorial representations be called "perspective vergence."

Before considering additional details of the responses which have been measured for other
kinds of illustrations, it seems worthwhile to try to place perspective-vergence responses into some
sort of broader context. A phenomenon which is now called "proximal vergence" has long been
known to visual physiologists, an eye-movement response which has been attributed to
"knowledge of nearness" (Maddox, 1893). Although vergence responses to perspective represen-
tations have not been previously studied, it is probably appropriate to consider perspective ver-
gence to be a subcategory of "proximal vergence" (Hokoda and Ciuffreda, 1983). It is important,
however, to distinguish between these responses and another subcategory known as "voluntary
vergence": some trained subjects can cross or uncross their eyes at will, even in total darkness.
Many lines of evidence indicate, however, that the eye-movement responses to perspective
illustrations are instead the result of an involuntary reflex. It is conceivable—even likely—that
training or an "act of will" might enhance the responses, but fully naive, untrained subjects also
show comparable behavior in their first test session—even subjects who are fully unaware that
convergence is the appropriate response to objects which are nearby. They show this response
even though they are uninformed about the purpose of the experiment, even though they have no
visual feedback or other clues to tell them whether vergence has changed—much less whether the
response was "as intended.” Perspective vergence is an automatic response to components of the
visual stimulus field—truly a reflex. Furthermore, at least certain components of the stimulus field
which evoke this kind of response are apparently not a reflection of learning or prior experience,
but instead represent built-in constraints on the visual system—although it seems likely that
"learning" may also play a role—that prior visual experience with our three-dimensional world may
build upon and supplement those components which are "hard-wired" into the system. Because of
the reflex nature of the responses, an evaluation of illustrations, in terms of the magnitude of the
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vergence responses evoked, represents something far more substantial than can be achieved by
asking for subjective opinions about pictufe quality.

An experimental program has been initiated, designed to determine what features of an illustra-
tion enhance or inhibit this oculomotor response. The results of Fig. 4 summarize some of the
kinds of data which have been obtained, with modest variations on the compositional theme of a
single rectangular box. Despite the large inter-subject differences in response magnitude for a
given picture, as shown in Fig. 3, there are remarkably consistent cross-subject changes in
response magnitude for particular alterations in the picture; hence, the ratio of response for a given
picture to the same subject's response for a standard, represents a reliable way of demonstrating
the relative effectiveness of various representations in evoking perspective vergence. Doubling the
size of the picture in all dimensions, for example, reliably led to an increase of about 50% in
response magnitude (Fig. 4 vs. Fig. 4B); inverting the picture led to a reduction in response
(Fig. 4A vs. Fig. 4C), with 7 of 9 subjects showing smaller vergence changes. A reduction in the
inclination of the box (with only minor other modifications in line spacing) led to a drastic reduc-
tion in response magnitude (Fig. 4B vs. Fig. 4D); for 8 of the 9 subjects, the response was even
smaller than that to the "standard" picture, which shows a box half the size (Fig. 4A). When' a
cross-hatched lid was superimposed upon a box which was in the relatively ineffective orientation,
response magnitude increased for all 9 subjects (Fig. 4D vs. Fig. 4E), but when a similar lid was
superimposed on a box with more effective orientation, it tended to reduce the response (Fig. 4A
vs. Fig. 4F; 8 subjects out of 9). In all cases, there was remarkably good cross-subject agreement
in the way in which a given change in the drawing affected magnitude of the response (details in
Enright, 1987a).

One other closely related kind of target has been tested, which is not shown in this figure;
three-dimensional cardboard models of the boxes shown in Figs. 4A and 4D were constructed and
photographed from 30 cm with illumination which produced a distribution of light and shadow,
and prints of those photos, at appropriate scaling, were tested as targets. The rationale for this
approach is that shading might enhance the resulting vergence changes. In these tests there was
indeed a slight but significant increase in response for the box shown with suboptimal orientation
(Fig. 4D), but no significant change—in fact a slight decrease—for the more optimally oriented
box (Fig. 4A).

The vergence responses of this same group of 9 subjects have also been tested with a set of
more complex pictorial representations: photographs which reproduce five classical paintings and
an etching; and those experimental results have offered further hints about the kinds of stimuli
which can be effective in evoking perspective vergence. By using a portrait by Rembrandt, for
example, statistically significant vergence changes in the appropriate direction (nearly as large as
those for the "small-box" drawing [Fig. 3]), were evoked in all 9 subjects by a change in fixation
from the nose to the ear of the portrayed philosopher and back again, although no suggestion of
linear perspective was evident in the picture, and the implied difference in distance between the
fixation points was quite small (ca. 10 cm, at a distance of 2 to 3 m from the viewer). One land-
scape scene evoked strong responses in every subject tested, and another outdoor scene, in which
linear perspective was conspicuous, did not lead to statistically significant results for any of the
subjects. Again, then, there was very good cross-subject agreement, in terms of which artworks
were cffective stimuli and which were not.



DISCUSSION

The cross-subject consistency in terms of response magnitude demonstrates that in measuring
perspective vergence we are dealing with relatively general characteristics of the oculomotor
response system; but the experiments conducted so far do no more than define a few of the dimen-
sions of the multidimensional coordinate system implied in the question, "What is the optimal
stimulus for this response?” There seems to be clear non-additivity (a cross-hatched surface
between fixation points enhances a response, or it does not, depending on context), which consid-
erably complicates the exploration of these dimensions. Furthermore, it is by no means clear that
the rules which might be derived from a line drawing of a cubical box can be generalized to other
sorts of figures; nor do the available data define an optimum point in any stimulus dimension.
Consider, for example, the conspicuous effect of tilt of the opening on responsiveness (Fig. 4B
vs. 4D): while it seems clear that a 22° tilt (4B) is much more effective than an 11° tilt (4D), there
is presumably a continuous function relating responsiveness to inclination in the illustrated box,
with 2 maximum someplace between 0° and 90°; and it may well be that 22° is far removed from
that optimum tilt. The necessary experiments to explore this dimension should be enlightening—
but the existence of nonlinearities cautions against overgeneralization. '

The consistently positive responses to the Rembrandt portrait demonstrate that the dimensions
which must be explored in any complete attempt to define optimal stimuli go far beyond the sys-
tems of lines and angles which constitute linear perspective. The opportunity to explore the ques-
tion of stimulus optimization offers exciting promise for the future, but it is self-evident that the
- available data do not even adequately define the dimensions of the problem. Beyond the issue of
stimulus optimization, the intriguing possibility exists that perspective vergence responses may
provide an objective metric for evaluating the general effectiveness of an attempt to convey depth in
a picture: that oculomotor responsiveness may prove to be well correlated with subjective percep-
tual responsiveness to pictorial implications of depth. Such a correlation would be a necessary—
but not a sufficient—condition for establishing the validity of Claparéde's most interesting

speculation: that perhaps vergence movement itself contributes to the perception of paradoxical
monocular stereopsis.
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Figure 1.— Diagram of the equipment and setup used for recording eye position while viewing
illustrations.
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Figure 2.— Excerpt from a recording made while Subject 1 alternated monocular fixation between
apparently nearer and apparently farther topside comers in a line drawing of a small cubical box
(picture shown in Fig. 3 and as "Standard" in Figure 4). Bars beneath graph correspond to the
timing of tone signals; solid bars represent fixation on "near" corner, open bars represent
fixation on "far" corner. (Reprinted with permission from Vision Res. 27, J. T. Enright,
"Perspective Vergence: oculomotor response to line drawings," Copyright 1987, Pergamon
Journals Ltd.)
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in fixation on the line drawing of a small cubical box; each point represents average value dur-
ing a separate test session, with standard errors based on N of 10 (20 changes in fixation).
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change for 'standard’ illustration." N = 3 for part B, N = 9 for all other parts.
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SPATIAL PERCEPTION: OTHER CUES




SEEING BY EXPLORING

Richard L. Gregory
Department of Psychology
University of Bristol
Bristol, England

The classical notion of how we see things is that perception is passive—that the eyes are win-
dows, and in floods reality. This was how the Greeks saw perception, and it is the basis of the
accounts of the seventeenth and eighteenth century Empiricist philosophers. But physiological
work of the nineteenth century cast doubt on this view that perception is passive acceptance of
reality. The doubt arose from discoveries of elaborate neural mechanisms, of the delay of signals,
and of the time required to process the signals and then make decisions. The doubt was fueled by
interest in phenomena of visual and other illusions; for how could passively accepted truth be illu-
sory? It was clear to Hermann von Helmholtz and others and hundred years ago that illusions
suggest active processes of perception, which do not always work quite correctly or appropriately.
This discovery, and surely this was an important discovery, was not all popular with
philosophers—for perception as the principal basis for true statements became suspect. Worse,
evidently perception needed scientific backup (and indeed, what was discovered with instruments
did not always agree with how things seem to the senses), so philosophers lost out to scientists as
the discoverers and arbiters of truth. Fortunately for them, scientists often disagree on their obser-
vations, and how they should be interpreted, so philosophy gradually took on other roles, espe-
cially advising scientists what to do. '

Perhaps curiously, perception is not at the present time a popular topic for philosophers. This
must be partly because scientific accounts of perception have now gone a long way away from
appearances. They depend on physiological and psycho-physical experiments (as well as curious
phenomena including various kinds of illusions) which require technical investigation and do not
fall within traditional concepts of philosophy. For example, it has become clear over the last
20 years or so that visual perception works by selecting various features from the environment, by
specialized information channels of the eye and brain. This is an extension of the nineteenth cen-
tury physiological concept of the Specific Energies of nerves, suggested by the founder of modemn
physiology Johannes Muller (1801-58). His notion that there are many special receptors and neu-
ral pathways, each giving its own distinct sensation, has recently been confirmed and extended for
touch, hot and cold, and tickle (Iggo, 1982). In vision, various features (such as the position and
orientation of edges, direction and velocity of movement, stereoscopic depth, brightness, and col-
ors) are signaled by dedicated channels having special characteristics for transmitting and analyzing
significant features of the world. There are also "spatial frequency" channels, tuned to separations
of features, which suggest that spectral analysis plays some part in pattern recognition. All this
implies that a great deal of parallel processing goes on in the visual system—Ieading to integrated
pattern vision in which many sources of information, sensory and stored from the past, come
together—to give powerfully predictive hypotheses, which are our reality of the object world. It
seems appropriate and useful to think of perceptions as "hypotheses” (Perceptual Hypotheses) by
analogy with the hypotheses of science which make effective use of limited data for control and
prediction (Gregory, 1974, 1981).

We may go on to ask further what, perceptually, is an object? What is accepted or seen as an
object depends greatly on use—on what is handled, or what behaves, as a unit. It seems that we
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map the world into individual objects in infancy, by exploring with our hands and discovering
what can be pushed or pulled as units, and generally how things behave to us and to each other.
Thus when we read a book, each page is an object, as we turn them separately; but on the shelf
each book is an object, as they are selected and picked as a unit. And on a printed page letters,
words, sentences, or paragraphs may be units, according to how we read. Perceptual units are set
up early in life, but it is an interesting possibility that new structuring might be continued through-
out adult life—Dby continuing to explore the world with our hands and eyes. Then we might con-
tinue the remarkable perceptual and intellectual development of childhood throughout life. This is
the hope (one might almost say religion) of interactive "hands-on" science centers, including the
Exploratorium founded by Frank Oppenheimer in San Francisco, and the Exploratory we have
started in Bristol (Gregory, 1986). They allow people of all ages to discover the world of objects
(and something of science and technology, as well as their own perceptions) by active exploration.

The importance of experience through interaction with objects was impressed upon me
25 years ago when my colleague Jean Wallace and I studied the rare case of someone (S. B.)
who, after being effectively blind from infancy, received corneal grafts in middle life. This is the
situation envisaged by John Locke, following a letter he received from his friend Samuel
Molyneux who asked, "Suppose a man born blind, and now adult, and taught by his touch to dis-’
tinguish between a cube and a sphere of the same metal. . . . Could he distinguish and tell which
was the globe, which the cube?" Locke (1690, Bk. II, Chapt. 9, Sect. 8) was of the opinion that
“the blind man, at first, would not be able with certainty to say which was the globe, which the
cube." And later, George Berkeley (1707) said similarly that we should expect such a man not to
know whether anything was "high or low, erect or inverted . . . for the objects to which he had
. hitherto used to apply the terms up and down, high and low, were such only as affected or were in
some perceived by tough; but the proper objects of vision make a new set of ideas, perfectly dis-
tinct and different from the former, and which can in no sort make themselves perceived by touch."
Berkeley goes on to say that it would take a long time to associate the two. But, contrary to the
expectations of the philosophers, we found that directly after the first operation, S. B. could see
things immediately that he knew from his earlier touch experience; although for many months, and
indeed years, he remained effectively blind for things he had not been able to explore by touch. So
Berkeley's assumption that vision and touch are essentially separate is not correct; knowledge
based on touch is very important for vision. Most dramatically, S. B. could immediately tell the
time by sight from a wall clock on the hospital ward; as he had read time by touch from the hands
of his pocket watch, from which the glass had been removed so that he could feel its hands. Even
more surprising: following the operation he could immediately read uppercase, though not lower-
case letters. It turned out that he had learned uppercase, though not lowercase, letters by touch as a
boy at the Blind School from uppercase letters engraved on wooden blocks. The blind children
were given only uppercase letters, as lowercase was not used at that time for street signs or brass
plates, which it would be useful to read by touching. So the blind school had inadvertently pro-
vided the needed controlled experiment, which suggested that active exploration is vitally important
for the development of meaningful seeing in children.

Most moving, and most informative, was S. B.'s response to seeing a lathe (which he knew
from descriptions) for the first time. Shortly after leaving the hospital, we showed him simple
lathe in a closed glass case at the science museum. Though excited by interest, he made nothing of
it. Then, with the cooperation of the Museum staff, we opened the case to let S. B. touch the
lathe. As reported at the time (Gregory, 1974):



We led him to the glass case, which was closed, and asked him to tell us what
was in it. He was quite unable to say anything about it, except that he thought the
nearest part was a handle. (He pointed to the handle of the transverse feed.) He
complained that he could not see the cutting edge, or the metal being worked, or
anything else about it, and appeared rather agitated. We then asked a Museum
Attendant for the case to be opened, and S. B. was allowed to touch the lathe. The
result was startling; he ran his hands deftly over the machine, touching first the
transverse feed handle and confidently naming it as a "handle,” and then on to the
saddle, the bed and the head-stock of the lathe. He ran his hands eagerly over the
lathe, with his eyes shut. Then he stood back a little and opened his eyes and said:
"Now I've feltit, I can see.”

S. B.'s effective blindness to objects he did not know as remarkably similar to clinical agnosia,
and to Ludwig Wittgenstein's (1953) notion of "Aspect Blindness." In our own experience (or
rather lack or it) of ambiguous figures, such as Jastrow's Duck-Rabbit—while it is accepted as a
rabbit, the duck features are scarcely seen, disappearing into aspect blindness. This is also dra-
matic in Rubin's Face-Vases, which disappear in tum, sinking into the ground of the invisibility of
aspect blindness, to emerge from nothing as materializing figures. Thus Wittgenstein (1953,

p. 213) asks of an imaginary aspect-blind person, presented with the reversing-skeleton Necker
Cube figure:

Ought he to be unable to see the schematic cube as a cube? For him it would
not jump from one aspect to another. The aspect-blind will have altogether different
relationship to pictures from ours.

We found that S. B. did not experience reversals of these (to us) ambiguous figures. For him
they were meaningless patterns of lines, and, in general, pictures were hardly seen as representing
objects. From this, I suggest (Gregory, 1981) that perceptual phenomenon of ambiguity should be
highly useful for investigating meaning and understanding.

There was evidence that he learned to conceive and perceive space, not only by handling
objects but also by walking. In the hospital ward he was able to judge distances of objects such as
chairs with remarkable accuracy. But looking down from the window—which was some 40 or
more feet high—he described the distance of the ground as about his own body height. He said
that if he hung from the windowsill with his fingers, he feet would just touch the ground. Blind
people avoid jumping down for they do not know what is (if anything!) below them; they feel care-
fully with their feet first. So he would have had little or no experience of distances below his feet,
except for stairs and occasionally ladders. We may conclude that experience of walking was
necessary for seeing distance. This is borne out by our, normal, loss of Size Scaling looking
down from a high building, when cars and people and so on look like toys, though for the same
horizontal distance they look almost their "correct” sizes.

All this is evidence that perception depends neurally on reading or interpreting sensory signals
in terms of experience and knowledge, or by assumptions (which may, however, be wrong and
misleading to produce illusions (Gregory, 1968, 1980)) of the object world. The Exploratory aim
is to amplify and extend first-hand experience to enrich perception and understanding for children
and throughout adult life. The effectiveness of the hands-on approach for teaching has been ques-
tioned. Butin any case, surely capturing interest is the first essential for more formal methods to
be effective. It is hard to believe that learning has to be serious; it is far more likely that play is



vitally important for primates to learn how to exist in the world in which they find themselves. It is
fascinating to watch children and adults in this play-experiment situation of individual discovery.
Although research is needed to be sure, they certainly give every indication of thinking and learn-
ing by doing.

It seems that children do not approach questions or experiments from a vacuum,; they generally
have performed ideas, which may not be appropriate or coherent, but may be held robustly. They
may be discovered (both by their parent or teacher) by setting up predictions. Thus in the Explor-
atory, experiments with gyroscopes, or the Bernoulli effect, are highly surprising and so reveal
erroneous conceptions. Assumptions may of course also be discovered through questioning, and
spontaneous questions may reveal how children or adults see, or think they see. According to Jean
Piaget and several other authorities, young children hold magical notions of cause, not distin-
guishing between their own responses and the behavior of inanimate objects, and they tend to hold
Aristotelean notions of physics of motion and forces. In 1929, Piaget described children as
believing that all objects capable of movement—such as bicycles, and the sun and moon—are
alive. And Piaget reported many investigations on perception of conservation (or lack of conser-
vation) of matter, finding that most children before the age of 9, when given various shapes of a
lump of clay, do not appreciate conservation of substance. Presumably hands-on experience tends
to correct such errors; but how good are adults? A marketing trick is to use odd-shaped bottles to
make the contents look larger, which fools most people.

Do children, if implicitly, apply the scientific method to generate their understanding of the
world? This was the view of Jean Piaget (1896-1980), the greatest name in the field. Piaget came
. to favour of an outright empiricism, where logic itself is learned. In The Child and Reality (1972),
Piaget proposes the following hypothesis (p. 94):

(a) That at every level (including perception and learning), the acquisition of
knowledge supposes the beginning of the subject's (child's) activities in forms
which, at various degrees, prepare logical structures; and (b) therefore that the logi-
cal structures already are due to the coordination of the actions themselves and
hence are outlined the moment the functioning of the elementary instruments are
used to form knowledge.

Piaget offers experiments to show effects of inferences during perceptual development in chil-
dren, showing that perceptions change as inferences change. For example (The Child and Reality,
p. 95): "A young child is shown briefly two parallel rows of four coins, one being spaced out
more than the other: The subject will then have the impression that the longer row has the more
coins." Piaget goes on to say that joining the corresponding coins of each row by lines, or joining
them in other ways, has different effects for different ages or stages of perceptual development.
So Piaget suggests that different inferences about the lines are made, each making the rows of
coins appear somewhat different. He also cites an experiment from his laboratory in which the
numbers 1 and 7 are shown with their tops hidden, and at different orientations. When the 1 is
tilted to the slope of the 7, it is still read as a 1 when ending a sequence likely to be a 1, but other-
wise it is seen as a 7. So probability affects perception in children.

Older children's notions are reported in Children’s Ideas in Science, edited by Rosalind Driver,

Edith Guesne, and Andree Tiberghien (1985). This starts with an account by Rosalind Driver of
two 11-year-old boys in a practical class measuring the length of a suspended spring, as equal
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weights are added to a scale pan. In the middle of the experiment one of the boys unlocked the
clamp and moved the top of the spring up the retort stand. He explains:

This is farther up and gravity is pulling it down harder the farther away. The
higher it gets the more effect gravity will have on it because if you just stood over
there and someone dropped a pebble on him, it would just sting him, it wouldn't
hurt him. Butif I dropped it from an airplane it would be accelerating faster and
faster and when it hit someone on the head it would kill him.

This reveals the boy's view of gravity, which is not quite ours.

Whether young children ask abstract or philosophical questions has been asked by an American
teacher of philosophy, Gareth Matthews in Philosophy and the Young Child (1980). As an exam-
ple, a boy who had often seen airplanes take off, disappearing in the distance, flew for the first
time at the age of 4 years. After takeoff, he turned to his father and said in a puzzled voice:
“Things don't really get smaller up here."

How do children come to derive reality from appearances? Is a single dramatic experience such
as flying for the first time—or discovering that patterns of spectral lines from glowing gases cor-
respond to light from the stars—sufficient for a paradigm change of view or understanding in chil-
dren? Can adults go back to the drawing board to see the world afresh?

For looking at the details of how perception works, it is convenient to consider somewhat sep-
arately the early stages of how patterns and colors are signaled by the retina and analyzed by the
initial stages of the brain's perceptual systems, and then the cognitive (knowledge-based) pro-
cesses of selecting and testing perceptual hypotheses of the objects and situations that we have to
deal with to survive. A particular question that concerns us—and we have no clear answer—is
how the various signaled features finally come together, without obvious discrepancies. For
example, given that color and brightness are signaled by different parallel systems, why don't they
lose their registration to separate and produce spurious edges at borders of objects?

Curiously, our mammalian ancestors did not have effective color vision before the primates,
including ourselves at the top of the evolutionary tree. So it might be expected that for us bright-
ness contrast is more significant than color contrast for recognizing objects, and this is generally
so. The importance of brightness rather than color contrast is clear from the effectiveness of black
and white photography. Switching out the color of a TV set does little to impair our perception
(apart from watching snooker) except in rather special, though sometimes biologically important,
situations. From this simple experiment we can see that color is useful for spotting red berries in
green foliage, seeing through camouflage, remotely sensing the edibility of fruit and meat, which
could be a major reason why color vision developed in primate evolution. It had already devel-
oped, in various forms, in insects, fishes, and birds, but curiously it was lost for mammals, to be
reinvested in our immediate primate ancestors.

In some of our experiments, we do the converse of switching out the color of a TV set: we
remove brightness differences while preserving color contrast. This gives "isoluminant" displays,
which can be seen only by color vision because there are no brightness differences. We have
developed several techniques for producing color-without-brightness contrast, usually for a pair of
colors, such as red and green. It is important to ensure that they are set to equal brightness for
each observer, for there are individual differences of color sensitivities which, when extreme, are



color-blindness (or better, "color anomaly") which is usually reduced sensitivity to (so-called) red
or green light. For these experiments it is important that neighboring color regions do not overlap,
or have gaps, because such registration errors would produce brightness differences at the color
borders. So producing truly isoluminant displays presents some technical problems (and it rarely
occurs in nature), but some of the phenomena can be seen in formal color printing when the print
has the same brightness as its different-color background. When the print and background have
the same brightness, it is difficult to read and the edges of the letters appear "jazzy." The printis
unstable, moving around disconcertingly. In spite of the loss of stability, and uncertainty of just
where the edges are, there is hardly any loss of visual acuity as measured with a grating test,
although letters are more difficult to read. The fact that letter acuity though not grating acuity is
impaired suggests that precise position of edges (called "phase" information) is lost at isolumi-
nance, though separations between nearby features are signaled almost normally. Reading is par-
ticularly difficult when letters are closely spaced. They can also lose their individual identities,
breaking up into unfamiliar units.

Losses may also be of neurally higher-level brain processes. Most striking is the appearance
(or rather, disappearance) of an isoluminant face. This can be shown best with a matrix of red and
green dots as in coarse screen printing: when the two colors are set to isoluminance, the face
immediately loses all expression and looks flat, with meaningless holes where the eyes and mouth
should be. It no longer looks like a face: it becomes meaningless shapes. Although thisis a
"subjective” observation, it is unmistakable. It is very strong evidence of drastic perceptual loss
when only color is available, for almost anything is normally accepted as a face. This, indeed,
makes the cartoonist's work possible because just a few lines can evoke an expressive face; so it is
. remarkable that face perception is so completely lost with isoluminant color contrast. It is impor-
tant to note that this loss does not occur when a normal brightness-contrast picture is blurred, for
example by being projected out of focus, so this loss of face seems to be a central perceptual
phenomenon.

The kinds of losses that occur with normal observers at isoluminance are strikingly like the
clinical symptoms of amblyopia, or a lazy eye. This "artificial amblyopia" of isoluminance is con-
venient for experiments because it can be switched on and off and compared with the normal vision
in the same individual. Also, we can see what happens and compare our experience with the
reports of people who suffer from amblyopia, which is a help for at least intuitive understanding.

A further and dramatic loss is of a certain kind of stereoscopic depth. The American psycholo-
gist Bela Julesz discovered, over 20 years ago, that when slightly different random dot patterns are
presented, one to each eye, in a stereoscope, regions of dots which are shifted sideways for one
eye are seen as lying at a different distance from the rest of the dots which are not displaced. This
shows that the brain can compare meaningless dot patterns presented to the eyes and compute
depth from small horizontal shifts—which normally occurs for different distances, as the eyes
receive slightly different views as they are horizontally separated by a few centimeters. But when
the dots are, for example, green on a red background of the same brightness, this stereoscopic
depth is lost. We are now comparing this dramatic loss of stereoscopic depth for meaningless dot
patterns (which, however, is perhaps never quite complete) with what happens when there are
lines and meaningful objects presented in stereoscopic depth to the two eyes. There is some evi-
dence that edges activate different neural mechanisms from the random dots, because a few people
have "line" but not "random dot" stereo vision. Perhaps also the meaning, or object-significance,
of what is presented may be important in how the brain compares features for perceiving depth.
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There is a corresponding phenomenon for movement. When a pair of such random dot figures
are alternated, about 10 times/sec, and viewed with one or both eyes, the shifted dot region sepa-
rates from the rest of the dots and moves right and left. We find that when the dots are set to iso-
luminance, the displaced dots are lost among the others and no movement is seen (Ramachandran
and Gregory, 1978). This is remarkable, because the dots can be quite large, and clearly visible
individually, and yet this kind of stereo depth and movement are lost without brightness
information.

Visual channels may be isolated in various ways, including selective adaptation to colors
(giving colored afterimages); to prolonged viewing of tilted lines (making vertical lines look tilted
in the opposite direction); to movement (as in the "movement aftereffect,” which was known to
Aristotle). We have recently found that continuous real movement is signaled by the same neural
channel as discontinuous apparent (or phi) movement, which may be seen when stationary lights
are switched on and off in sequence—provided the gaps in space and time of the apparent move-
ment are not too great (Gregory and Harris, 1984). When the gaps are large (greater than about
10 min arc subtended angle), movement can still be seen, but now it is signaled by a different neu-
ral channel, or cortical analyzing system. This we have found by showing that real movement can
cancel opposite-direction apparent movement. This is done by illuminating a readily rotating sector
disk with stroboscopic short flashes of light set to make it appear to rotate backwards from its true
motion, and also with a variable-intensity continuous light. This produces, say, real clockwise
movement and, at the same time, apparent anticlockwise movement of the disc. These movements
can be set to cancel, or null, but adjusting the relative intensities of the strobe and continuous
lights. At the null point there is only a random jitter, with no systematic movement. The null point
is not affected by the disturbing effect of adapting to prolonged viewing of movement. The move-
ment aftereffect affects the real and apparent movement equally, which is strong evidence that they
are sharing a common channel. The nulling of real against short-range, apparent movement occurs
even though the strobe and the continuous lights have different colors, so the eye's three color
channels share a common movement system.

There is, however, an interesting limit to the real/apparent-movement shared channel. When
the strobe's flash rate is set to give large jumps of the rotating sectors, nulling no longer occurs.
The two movements are now seen passing through each other, simultaneously. These observa-
tions indicate a shared channel for real- and short-range apparent movement, but a separate channel
for long-range movement. Itis well known to cartoon film animators that the long-range move-
ment of large jumps between frames has cognitive characteristics, such as being affected by which
features are parts of the same object, or are likely to move separately.

An intriguing question is how the various sources of information from different parallel neural
channels combine to give unified perceptions of objects. Although neural channels have different
characteristics, and in spite of selective adaptations (which affect some channels but not others),
and in spite of distortions (which may be dramatic), we do not experience spurious multiple edges.
This surely requires some explanation. We suggest that misregistrations are avoided by a process
of "border-locking,” such that luminance borders pull nearby color edges to meet them (Gregory
and Heard, 1979). So spatial registration discrepancies are prevented, although at the cost of some
distortions, which may be very evident. Presumably, some visual distortion of size and curvature
is not important in nature, although multiple edges, where there should be but one, would be seri-
ously confusing. So, we suggest, registration is maintained by border-locking (where color is
slave to luminance) at the cost of some distortion.
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It turns out that the classical perspective distortion illusions (such as the Muller-Lyer and the
Poggendorf illusions) remain essentially unchanged when presented with their lines having color
contrast to their backgrounds, and set to isoluminance (Gregory, 1976). But some illusions, not-
ably the Cafe Wall illusion (Gregory and Heard, 1979), which has no perspective-depth features,
appear undistorted when isoluminant. It seems that early sensory processing is affected by isolu-
minance (as in the parallel lines of the Cafe Wall illusion), but the cognitive reading (or misreading)
of perspective depth from converging lines, which can give spatial distortions (Gregory, 1974), is
unaffected by isoluminance—it does not matter how the information arrives for cognition.

Recently, David Hubel and Margaret Livingstone (1987) have found strong evidence for sepa-
rate cortical systems for representing and analyzing luminance and color information. It now
seems that color is primarily analyzed by blobs in the third layer of the striate cortex, while orienta-
tions, etc., signaled by luminance differences are analyzed by interblob cells at this early stage of
visual processing. On a matter of detail, we disagree with one of Hubel and Livingstone's obser-
vations, for, as mentioned above, we find that the perspective depth distortion illusions remain at
isoluminance; bu they claim that these and all perspective depth disappear. This is not our expe-
rience, but no doubt this discrepancy will soon be resolved.
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THE PERCEPTION OF THREE-DIMENSIONALITY ACROSS
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ABSTRACT

The apparent three-dimensionality of a viewed surface presumably corresponds to several
internal perceptual quantities, such as surface curvature, local surface orientation, and depth.
These quantities are mathematically related for points within the silhouette bounds of a smooth,
continuous surface. For instance, surface curvature is related to the rate of change of local surface
orientation, and surface orientation is related to the local gradient of distance. It is not clear to, what
extent these 3D quantities are determined directly from image information rather than indirectly
from mathematically related forms, by differentiation or by integration within boundary con-
straints. An open empirical question, for example, is to what extent surface curvature is perceived
directly, and to what extent it is quantitative rather than qualitative. In addition to surface orienta-
tion and curvature, one derives an impression of depth, i.e., variations in apparent egocentric dis-
tance. A static orthographic image is essentially devoid of depth information, and any quantitative
depth impression must be inferred from surface orientation and other sources. Such conversion of
orientation to depth does appear to occur, and even to prevail over stereoscopic depth information
under some circumstances.

INTRODUCTION

One can derive a compelling impression of three-dimensionality from even static, monocular
surface displays. Figure 1, for example, suggests an undulating surface. The three-dimensionality
of this figure can be dramatically enhanced when one removes the visual evidence about the surface
on which the figure is printed. If, say, the pattern is viewed on a graphics display, in a darkened
room, monocularly and without head movements, the apparent three-dimensionality is particularly
vivid, sufficiently so that one could replicate the apparent surface by curving a ruled sheet of paper
and holding it in a particular attitude.

On reflection, it is actually quite curious that a pattern of lines such as those in figure 1 pro-
vides so fixed and stable a percept. There is, after all, an infinity of possible 3D surfaces contain-
ing lines that would project to that 2D pattern. To posit that the pattern corresponds to a particular
surface requires certain, specific, strongly constraining assumptions. A theory has been developed
of the geometric constraints that support such inferential 3D percepts, one that explains how a
range of 3D qualities, such as local surface orientation and curvature might be derived in principle
(Stevens 1981a, 1983b, 1986). But it is difficult to extend such theories to explain more precisely
whar 3D information is extracted and internally represented in the process of deriving apparent
three-dimensionality from such a 2D stimulus. It is one thing to discuss perception in terms of

* Supported by Office of Naval Research Contract N00014-87-K-0321.
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"affordances," "cues," or other characterizations of incident information, and quite another thing to
determine the specific course of processing that takes incident information into explicitly repre-
sented perceptual quantities.

The remarkable ability to derive surface information from simple monocular configurations has
been quite difficult to explain adequately within any of the traditional psychological paradigms.
The difficulty stems, I believe, from the lack of basic understanding about what constitutes
"apparent three-dimensionality.” Depth perception is an often-used term that refers to the percep-
tion of surfaces and points in 3D. What differentiates the perception of mere 2D patterns of stimu-
lation from 3D arrangements, seemingly, is perception of the third dimension, namely depth or
distance from the viewer to points in space. Gibson insightfully proposed that "visual space per-
ception is reducible to the perception of visual surfaces, and that distance, depth, and orienta-
tion...may be derived from the properties of surfaces" (Gibson 1950). To Gibson, the term
"apparent three-dimensionality" refers to the perception of more than merely the "third dimension."
Visual perception clearly developed to operate in the richly redundant visual world. But the very
little 3D information in figure 1 hardly compares to the redundant and seemingly unambiguous
wealth of incident information afforded by a natural scene. It might justifiably be relegated to thc
domain of so-called "picture perception.”

Approaches toward understanding surface perception that attempt to isolate the contribution
provided by a particular cue, such as texture or contours, or motion or stereopsis, have often been
criticized as failing to address enough of the problem. By not embracing the complexity of natural
scenes, it is argued, one fails to examine the system in the environment for which it was designed.
But while one might well fail to observe important phenomena when only examining components
in isolation or in simple combination, by not doing so one might equally fail to observe effects
central to the strategies that allow the system to effectively deal with complexity and redundancy.

If vision is regarded computationally as the construction of internal descriptions of the visual
world, there is no particularly compelling reason to expect qualitatively different modes of visual
processing depending on whether the retinal image derives from a picture or a real scene. If one
does not expect a different mode for "picture perception,” one must then explain how an ambigu-
ous and obviously underspecified 2D stimulus can result in a definite and stable 3D percept.

The challenge, then, is to understand our seeming ability to perceive more specifically than is
objectively specified by the stimulus. To Helmholtz, Gregory, and others, this ability stems from
the basic perceptual strategy of "unconscious inference." To mix terminology from traditionally
antagonistic schools of thought on this matter: higher-order variables in the incident optical array
are cues that afford particular 3D inferences. After a while such word play is seen for what it is,
and we should go on to more constructive explorations. Substantial progress will likely come only
with understanding of the nature of the 3D percept, something that has been given remarkably little
attention over the entire history of perceptual studies.

As will be discussed, this task is difficult in theory, because of various mathematical equiva-
lences among different representational forms, and difficult in practice, because of the robustness
of the visual observer in performing psychophysical judgments. Despite the intrinsic difficulty,
however, there is some evidence that surface perception is sufficiently modular and restricted in its

ability to extract and combine 3D information as to be amenable to study using traditional psy-
chophysical methods.
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QUANTIFYING APPARENT THREE-DIMENSIONALITY

Following the usage by Foley (1980), absolute distance will refer to the egocentric range from
an observer to a specific 3D point, which might be a point on a visible surface. Relative distance
refers to a ratio of absolute distances (without knowing the absolute distances, one might know
that one distance is twice another). In this usage depth refers specifically to the difference of
absolute distances to a given point and a reference point. (Hence the depth of a given point relative
to a reference point might be known in absolute units without knowing the overall absolute dis-
tances involved. Also, if the depth at a point were known and the absolute distance to the reference
point were known, their algebraic sum would specify the absolute distance to the given point.)

In additon to scalar distance information at a point, derivatives of distance information specify
the orientation of the tangent plane and about curvature of the surface in the vicinity of a point.
Surface orientation has two degrees of freedom, and is readily described as a vector quantity
related to the normal to the tangent plane (Stevens 1983c). The psychological literature has long
used the magnitude quantity slant to refer to the angle between the line of sight and the local surface
normal (slant varies from 0 to 90°). The other degree of freedom, the tilt of the surface, specifies
the direction of slant, which is the direction to which the normal projects onto the image plane, and
also the direction of the gradient of distance (Stevens 1983a). Since the slant-tilt form aligns with
the direction and magnitude of the local depth gradient, it provides many advantages for encoding
surface orientation, such as allowing for simultaneous representation of precise tilt and imprecise
slant, being closely related to various monocular cues such as shading, texture foreshortening,
motion parallax, and perspectivity, and providing for (Necker-type) ambiguity in local surface ori-
entation as reversals in tilt direction (see Stevens, 1983c).

Derivatives of surface orientation, or higher derivatives of distance, are related to surface cur-
vature (across a continuous, twice-differentiable region). Surface curvature also has two degrees
of freedom in the neighborhood of a surface point, which might be encoded as principle curva-
tures, or their image projections.

The central problem, which I will illustrate momentarily, is that across a continuous surface it
is possible to convert among these different forms by differentiation (in one direction) and integra-
ton (in the other). One source of information about local slant might be used to infer both surface
curvature and depth, and another might indicate curvature information directly. With sufficient
boundary constraints the information provided by any source might be converted to a form compa-
rable with another across a continuous surface. In general, then, it is difficult to determine whether
a given 3D quantity M is derived directly from the image or indirectly from derivatives or integrals
of M.

The mathematical equivalences among these various forms of 3D information leave quite open
the empirical question of to what extent surface curvature is registered directly versus converted
internally (Stevens 1981b; Cutting and Millard 1984; Stevens 1984), and furthermore, the question
of the extent to which this information is represented quantitatively rather than qualitatively
(Stevens 1981a, 1983b, 1986).



THE 3D INFORMATION CONTENT OF A SIMPLE STIMULUS

Returning to figure 1, what sorts of 3D information can be extracted feasibly? Observe that it
consists merely of a family of parallel curves, interpreted as the orthographic projection of parallel
curves across a continuous surface. Given the nature of orthographic projection, this pattern is
devoid of information about the third dimension (distance). And yet, one sees measurable depth as
well as slant in monocular stimuli consisting of line-drawing renditions of continuous ruled
(developable) surfaces (Stevens and Brookes, 1984a). Both orthographic (as in figure 1) and per-
spective projection were used. Using a randomized-staircase forced-choice paradigm, apparent
slant was measured by varying the aspect ratio of an ellipse that was briefly superimposed on the
monocular surface stimulus. Observers readily interpreted the ellipse as a foreshortened circle
slanted in depth, and by adjusting the aspect ratio it could be made to appear flush on the surface.

The resulting slant judgments were in close correspondence to the predicted geometric slant of the
stimuli.

The apparent depth in these stimuli was then tested by superimposing a stereo depth probe over
the monocular surface. Apparent depth was probed stereoscopically using a device similar to
Gregory's (1968, 1970) "Pandora's Box." A Wheatstone-style stereoscope provided near-field
(38 cm) convergence and accommodation, well within the range of acute stereopsis. After first
fixating a binocular point on an empty field, the monocular stimulus was presented briefly (for as
little as 100 msec) to the dominant eye only, after which a binocular probe was superimposed at a
given stereo disparity over the monocular stimulus for an additional brief interval. Subjects per-

. formed a randomized-staircase forced-choice experiment in which the depth of the stereo probe
was compared with that of the monocular surface at various locations. Just as Gregory (1970)
found measurable apparent depth in a variety of illusion figures, minimal renditions of monocular
surfaces, such as figure 1, are also perceived quite measurably in the third dimension.

The experiments suggest that in orthographic projection the visual system can compute from
local surface orientation a depth quantity that is commensurate with the relative depth derived from
stereo disparity. Apparent slant is a measure of the local gradient of depth, i.e., the rate of change
of depth (and being the derivative of distance, slant is independent of the absolute distance to the
surface). Depth might be integrated from slant across the surface, but only up to a constant of
integration. How, then, are monocular and stereo depth coupled so that they can be compared?
The perceptual assumption used to link these two spaces, apparently, is that the absolute distance
of the monocular surface at the given fixation point equals that of the stereoscopic horopter at that
point. This hypothesis seems sound in that whatever surface location is fixated in sharp focus is
likely to lie at zero disparity, since in the near field at least, there is close coupling between ver-
gence and accommodation that brings into sharp focus the (zero disparity) fixation point. The fix-
ated point (seen monocularly in our stimuli but binocularly in normal vision) is thus assumed to be
at the absolute distance of the horopter. With the two depth measures sharing a common zero
intercept, monocular depth from slant, appropriately scaled by the reference distance, could then be
compared to depth from stereo disparity. This conjecture remains to be confirmed empirically.
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DEPTH FROM GRADIENT, CURVATURE, AND DISCONTINUITY
INFORMATION

In addition to demonstrating the perception of three-dimensionality from highly underspecified
stimuli, these observations suggest to us that the visual system has a robust ability to internally
convert one form of 3D information into another mathematically equivalent form. The perception
of depth from the various so-called monocular "depth cues” (such as shading, contours, and tex-
ture gradients) may well provide "direct" information about surface curvature and shape, and only
indirect information about depth.

More generally, we propose that shape properties associated with derivatives of distance,
specifically surface orientation, curvature, and loci of discontinuity, both in depth (edge bound-
aries) and tangent plane (creases), are the primary percepts, and that smoothly varying depth across
continuous regions is recovered subsequently and indirectly (Stevens and Brookes, 1987b,¢).

This proposal explains various phenomena concerning apparent depth from stereopsis. The
apparent depth of an isolated bar or point is predicted quite well by the geometry of the binocular
system, with depth a straightforward function of stereo disparity and a reference binocular conver-
gence signal (Foley, 1980). But various depth phenomena have been reported recently in the per-
ception of more complicated surface-like stimuli that are not predicted by such a direct functional
relationship (Gilliam et al., 1984; Mitchison and Westheimer, 1984). Gilliam et al. (1984) argue
that depth derives most readily from disparity discontinuities, and Mitchison and Westheimer
(1984) show that coplanar arrangements of lines result in elevated thresholds for depth detection.
In a series of experiments in which binocular stimuli presented contradictory monocular and stereo
information, we found instances where the stereo information was dramatically ineffective in
influencing the 3D percept (Stevens and Brookes, 1987c). The patterns were line-drawn stereo
depictions of planar surfaces, rendered orthographically and in perspective, and devoid of disparity
discontinuities and disparity contrast (e.g., with a surrounding frame or background). Constant
gradients of stereo disparity, consistent with slanted planes, were introduced that were orthogonal
to or opposite to the monocularly suggested depth gradients. The monocular interpretation domi-
nated in judgments of apparent surface slant and tilt and in 2-point relative depth ordering. Fig-
ure 2, for example, is a stereogram of coplanar lines, with disparities varying linearly in accor-
dance with a slanted plane. The dominant depth impression is the monocular interpretation of a
perspective view of a corridor extended in depth.

We hypothesize that stereo disparity influences the monocular 3D interpretation primarily
where the distribution of disparities indicates surface curvature and depth discontinuities (i.e.,
where disparity varies discontinuously or has nonzero second spatial derivatives). Stereo depth
across surfaces is substantially a reconstruction from disparity contrast, analogous to brightness
from luminance contrast. Consistent with this conclusion are a variety of depth-contrast effects in
stereopsis, such as a brightness-contrast analogue in depth (Stevens and Brookes, 1987b), a
Craik-O'Brien-Cornsweet analog (Anstis et al., 1978), and various depth induction effects (e.g.,
Werner, 1938).
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Figure 2.— Stereogram of coplanar lines.
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INTRODUCTION

Everyday perception occurs in a context of nested motions. Eyes move within heads, heads
move on bodies, and bodies move in surroundings that are filled with objects, many of which can
themselves move (Gibson, 1966). Motion is omnipresent in perception. Stabilizé an image on the
retina and it rapidly becomes imperceptible (Pritchard, 1961). Not only is motion a necessary con-
dition for perception, but it is also a sufficient condition for the perception of a variety of envi-
ronmental properties.

Until recently, spatial instruments had few degrees of freedom with respect to the sorts of
motion-carried information that they could provide. With increasing opportunities to employ ani-
mation, spatial instruments can be crafted that are tied less to artificial conventions and more to the
natural condition of everyday perceptual experience.

The implications of perception research for display design derive from the methods employed
by visual scientists in their investigations of how people extract environmental properties from
optical information. The approach taken in perception research involves a seeking of minimal
stimulus conditions for perceiving these properties. Stimuli that typically evoke relevant percep-
tions are decomposed into minimal information sources, and these sources are evaluated sepa-
rately It is almost always found that we humans rely on a large variety of information sources in
pcrcelvmg any particular aspect of the environment. Knowledge of minimal conditions for
perceiving environmental properties can be utilized in the design of effective and technologically
efficient spatial instruments.

Since motion information is a minimally sufficient condition for perceiving numerous envi-
ronmental properties, its use in spatial instruments eliminates the need to employ most of the con-
ventions typically found in static displays. Moreover, in some contexts animated displays can elicit
more accurate perceptions than are possible for static displays.

In this chapter, we discuss the status of motion as a minimal information source for perceiv-
ing the environmental properties of surface segregation, three-dimensional (3-D) form, displace-
ment, and dynamics. The selection of these particular properties was motivated by a desire to pre-
sent research on perceiving properties that span the range of dimensional complexity.
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SURFACE SEGREGATION

Surface segregation refers to the separation of distinct surfaces in depth. In order to repre-
sent surface segregation on a two-dimensional (2-D) display surface, the surfaces must be distin-
guished by some apparent optical differences. These distinctions can be achieved with either static
images or animated displays; however, only with motion can surface segregation be specified by a
single cue without introducing ambiguous depth-order relations. Moreover, the implicit viewer
assumptions needed to interpret moving displays are derived from the laws of dynamics, and thus
are more fundamental in nature than are those accessed in interpreting static displays.

Perceiving Surface Segregation in Static Images

In pictures, surfaces are typically distinguished by color contrasts produced by differences in
intensity or wavelength. One surface thereby becomes separated from another at an edge.
Figure 1 depicts the familiar faces-vase figure introduced by Rubin (1915). This figure exempli-
fies the inherent figure-ground ambiguity of all static displays. Here, depending upon which is
taken as figure, the vase or the faces, depth-order relations reverse (depth order being a term that
refers to what is in front of what).

In order to resolve this depth-order ambiguity, additional cues must be supplied. One effec-
tive cue is occlusion. As is shown in figure 2, having one surface appear to be partially covered by
another is an effective convention for specifying depth order. It is important to realize, however,
that the disambiguation of figure 2 is achieved only through the activation of implicit assumptions
or biases on the part of the viewer. The viewer must assume that the apparent far surface does not,
in fact, have a notch cut out of it. As the Ames demonstrations on the overlay show, if this
assumption is violated, viewers will see erroneous depth-order relations (Ittelson, 1968).

Another static convention that helps to resolve depth-order ambiguity is the use of familiar
surfaces. In figure 3, the "A" is typically seen in front of the background surface. As figure 1
showed, what is taken as figure-vases or face-is perceived as being in front of the apparent
ground (Rubin, 1915). This perceptual bias can be exploited by representing the intended forward
surface with a familiar figure. However, as with occlusion, this convention relies heavily on
inherent viewer biases. The A is assumed to have been placed atop the surrounding surface, as
opposed to having been cut out of it. This assumption may be in error.

The inclusion of additional cues, such as shading, perspective, or solid modeling, will fur-
ther constrain depth-order interpretations. However, so long as the viewer cannot obtain multiple
perspectives on the objects depicted, the display remains inherently ambiguous. Again, the Ames
demonstrations serve to show that observers can always be made to have erroneous perceptions
whenever they are constrained to view an object from a unique perspective.

Intermediate between static and animated displays are those that include flicker. Wong and
Weisstein (1987) found that surface segregation is observed in displays consisting of randomly
placed dots when a particular region is made to flicker. Moreover, the flickering region usually

appears to be behind adjacent nonflickering regions. Spatial instruments have yet to exploit this
perceptual influence of flicker.
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Perceiving Surface Segregation in Motion Displays

The ability of motion information to specify surface segregation without depth-order
ambiguity was demonstrated by Gibson et al. (1969). They produced movies of randomly tex-
tured surfaces. When the surfaces were superimposed and stationary, segregation could not be
achieved. However, when one or both of the surfaces moved, they separated into distinct surfaces
and their depth order became unequivocal.

It was thought that the ongoing occlusion of the far surface by the near one served as the
essential source of information for the surface segregation demonstration of Gibson et al.
Recently, however, Yonas, Craton, and Thompson (1987) showed that surface segregation could
be achieved without ongoing occlusion occurring at surface edges. They created a computer-
animated display in which surfaces were defined by randomly positioned points of light. As with
the original Gibson et al. display, when the simulated surfaces were stationary, there was no
information suggesting that more than one surface was present; however, when the surfaces
moved, their segregation became apparent. In this case, segregation and depth order were speci-
fied by the relative motion of point-lights on different surfaces, and by the disappearance of the
lights on the far surface when they passed beneath the subjective contour that defined the edge of
the close surface.

There are, of course, implicit assumptions that must be made in interpreting moving displays;
however, they are of a fundamentally different sort than those that were discussed for static pre-
sentations. For static displays, the assumptions are characterized by notions of likelihood and
simplicity. Itis highly unlikely that anyone would create a display such as figure 2 with the intent
of depicting a square located behind a notched square. Moreover, by any criterion of simplicity,
the obvious interpretation of figure 2 is the simpler of the two (or three) depth-order alternatives
(see, for example, Leeuwenberg, 1982). For animated displays, the implicit assumptions reflect
fundamental laws of dynamics. Surfaces are not destroyed or brought into being when they pass
in front of, or go beyond, more distant surfaces. Unlike those accessed when viewing static dis-
plays, the assumptions engaged when perceiving animated displays are based upon dynamical
laws.

THREE-DIMENSIONAL FORM

Any 2-D representation of a 3-D object is inherently ambiguous. This is true of both static
and moving displays. The virtue of animated displays, however, is that time can substitute for the
lost spatial dimension.

Implicit viewer assumptions are required to recover 3-D relations from either static or moving
2-D projections. As was found for perceiving surface segregation, those engaged when viewing
animated displays are grounded in the laws of dynamics as opposed to the conventions of artifice.




Perceiving 3-D Form in Static Displays

Effective means for representing 3-D objects and scenes were discovered by pictorial artists
and evolved over time (Gombrich, 1960). Following Berkeley (1709), these pictorial conventions
have come to be called secondary or pictorial depth cues. Researchers are still attempting to dis-
cover the invented techniques by which artists produced their compelling spatial effects (Kubovy,
1986).

The list of secondary depth cues is a long one; however, all entries share a common origin in
the motivation to overcome the ambiguity inherent in 2-D representations of a 3-D scene. The res-
olution of ambiguity through the implementation of such conventions as solid modeling, perspec-
tive, shading, occlusion, familiarity, and so forth is more apparent than real. Demonstrations,
such as those of Ames (Ittleson, 1968), show that perception can always be in error when inferring
3-D structure from a single 2-D projection. The possibility of such errors reflect, in turn, on the
processing assumptions made when interpreting static displays. As with surface segregation,
assumptions grounded in likelihood and simplicity are prevalent. To these are added various
assumptive geometric conventions (Kubovy, 1986).

Perceiving 3-D Form in Motion Displays

The use of geometry can show that the changing spatial pattern, produced when the image of
a rotating rigid object is projected onto a 2-D surface, uniquely defines the 3-D configuration of the
object. In addition, three projected images of four non-coplanar points undergoing rotation defines
the minimal condition for the recovery of structure from motion (Ullman, 1979).

Wallach and O'Connell (1953) showed that people are able to recover 3-D form when view-
ing 2-D projections of rotating objects. They constructed wire forms and projected their shadows
onto screens. Viewers of these shadows reported that they saw only 2-D configurations of lines
when the wire forms were stationary; however, they accurately reported on the 3-D configurations
when the forms were continuously rotated. Wallach and O'Connell called their demonstration the
Kinetic Depth Effect, or KDE.

Interest in KDE has grown over the years. Braunstein (1962), Doner, Lappin, and Perfetto
(1984), Todd (1982), and many others have investigated the psychophysics of the phenomenon.
Recently, a good deal of research has been directed toward the rigidity assumption.

Recall that transforming a 2-D projection of a rotating form is unique to the form's 3-D
configuration only so long as the form remains rigid. Psychologists are much in doubt as to

whether the human perceptual system actually implements a rigidity assumption when extracting
structure from motion in KDE (Hochberg, 1986).

When the veracity of interpretive assumptions is evaluated, the issue of whether people utilize
a rigidity assumption is less important than that such a dynamical assumption is capable of serving
as the sole basis for the recovery of structure from motion. Unlike the assumptions embodied in
pictorial depth cues, the rigidity assumption is grounded in the following kinematic law: Objects
do not distort when rotated. Our perceptual systems were formed in the context of natural con-
straints. The exploitation of these constraints does not require that they be embodied. The funda-
mental assumptive nature of the rigidity principle is not based upon whether or not it has been



internalized by the perceptual system, but rather upon this fact: Vision evolved in a context in
which this rigidity assumption is inviolate.

It must be conceded that, in a few known circumstances, the assumptions of picture percep-
tion interact with those engaged by motion perception. Ames created a trapezoidal surface that
looked like a rectangular window viewed at an angle. When observers viewed it monocularly as it
underwent rotation, they typically reported seeing an oscillating rectangular window rather than a
rotating trapezoid (Ittelson, 1968). It is important to note that this event's 2-D projection is, in
fact, inconsistent with the rectangular percept; however, the strong influence of such pictorial
assumptions as likelihood and simplicity outweigh, in this case, the motion-carried information
defining the actual configuration.

Perceiving 3-D structure from motion information has also been shown to occur for jointed
objects. Johansson (1973) placed point-lights on the joints of people and filmed them as they per-
formed actions in the dark. When shown to observers, these movies were readily perceived as
depicting people. It was later found that between 0.1 and 0.2 sec was a sufficient exposure dura-
tion for perceiving the human form in these films (Johansson, 1976).

Computational theorists have developed effective algorithms for extracting structure from
these jointed events, given certain constraints on the motions of the walkers (Hoffman and
Flinchbaugh, 1982; Webb and Aggarwal, 1982). These computational models implement
assumptions about the local rigidity of moving limbs. In essence, the models assume that the act
of rotating or translating a rod (bones in the case of point-light walkers) does not, itself, change the
rod's length. This assumption is based upon a kinematic law of nature. The perceptual system
may or may not have internalized this law (Proffitt and Bertenthal, 1988); however, it certainly
evolved in a world that is governed by it.

DISPLACEMENT

The motion of an object relative to an observer is referred to as its displacement. Displace-
ment information can be conveyed in static displays only through the use of very artificial conven-
tions. In moving displays, displacement information is presented directly in the natural medium of
time. In addition, the perceptual system effectively segregates those motions specifying form from
those that define observer-relative displacement.

Perceiving Displacement in Static Displays

It is not difficult to represent in a static display the fact that an object is moving. What is dif-
ficult to represent is the future position that an object will achieve over time. Static representations
of motion properties must rely on highly stylized conventions, the most prominent being vector
depictions, such as those shown in figure 4. Interpreting such displays not only requires one to
effectively read the intended meaning of the conventions, but he or she must also be able to men-
tally perform the transformation suggested in the representation. People are not very good at such
tasks. In fact, when people attempt to extrapolate the future position of moving objects that
become occluded behind barriers, they make sizable errors, particularly for complex motion func-
tions (Jagacinski, Johnson, and Miller, 1983).
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Perceiving Displacement in Motion Displays

It is rare in nature for an object to undergo a pure observer-relative translation such that every
object point moves with exactly the same motion. In fact, only when objects move in horizontal
circles around the observer do common linear motions project to the observer's point of observa-
tion; all nonorthogonal distal translations project a rotational component to the observer's view-
point. The perceptual system deals effectively with complex motions by analyzing them into rela-
tive and common motion components (Johansson, 1950). To illustrate this analysis, consider the
perception of a rolling wheel.

As is depicted in figure 4, except for the hub, every point on a rolling wheel follows a com-
plex trajectory belonging to the family of cycloidal curves. These trajectories are referred to as the
event's absolute motions. The perceptual system segregates these motions into two components,
relative rotations and a common-observer relative displacement (Proffitt, Cutting, and Stier, 1979).
This perceptual analysis selects the configural centroid as the center of relative rotations. Thus, for
a rolling wheel, rotations are seen as occurring about the wheel's hub, and the common motion is
seen as the hub's translation. However, if point-lights are attached to an unseen rolling wheel and
the configural centroid of these lights does not correspond to the wheel's hub, then a different
common motion is seen. Again, relative motions are seen as rotations about the configural cen-
troid, but the common motion is, in this case, the prolate cycloidal path followed by this abstract
centroid. This perceptual analysis has also been found to occur for configurations moving in depth
(Proffitt and Cutting, 1979). It has been proposed that the selection of the configural centroid, as
the center for perceived relative motions, reflects a perceptual preference to minimize relative
motions; in centroid relative rotations, all instantaneous relative motions sum to zero (Cutting and
Proffitt, 1982).

Research findings on the perceptual analysis of absolute motions into relative and common
components have two implications for display design. First, object configuration interacts with
displacement perception. Whenever an object undergoes a complex motion, its configural proper-
ties influence the common motions that are observed. Although the effects are somewhat different,
robust configural influences have also been shown to occur in stroboscopically presented apparent
motions (Proffitt et al., 1988). Second, relative and common motions have different perceptual
significances (Proffitt and Cutting, 1980). As is depicted in figure 5, relative rotations are used to
perceptually define 3-D form, whereas common motions are residual to form analysis, and define
observer relative displacements.

DYNAMICS

The laws of dynamics place constraints on the sorts of motions that can occur in nature.
Given these constraints, the patterns observed in natural motions reflect back upon underlying
dynamical properties. The motions of colliding objects are a good example of this reciprocal speci-
fication of dynamic and kinematic properties.

When objects collide, the laws of linear momentum conservation state that post-collision
motions must preserve the event's pre-collision momentum. (For the sake of simplicity, we
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exclude considerations of friction and damping.) Given these laws, it can be shown that the ratio
of masses for the objects involved in a collision are specified by ratios in their velocities (Runeson,
1977). It has been found that people are relatively good at judging mass ratios when observing
collisions (Todd and Warren, 1982; Kaiser and Proffitt, 1984). In addition, people are able to
accurately discriminate possible collisions from those that violate dynamical principles (Kaiser and
Proffitt, 1987a).

These results do not necessarily imply that the human perceptual system has internalized
physical conservation laws, and in fact, the results of recent studies strongly suggest that such
laws are not inherent to perceptual processing (Gilden and Proffitt, 1989). However, as has been
previously discussed for surface segregation and form perception, our sensory systems need not
embody natural laws in order to take advantage of the fact that they evolved in an environment in
which dynamical laws are always upheld. Motion information is fundamental because dynamical
constraints shaped the natural environment in which vision evolved.

The interpretation of static displays require processing rules shaped in the context of pictorial
conventions. The conceptual heritage of static information-processing rules is reflected in their
subservience to cognitive beliefs. People hold inaccurate common-sense views about natural
dynamics. These erroneous beliefs are reflected in their judgments of static, but not moving,
displays.

Perceiving Dynamics in Static Displays

Recently, an intriguing literature has developed on people's naive beliefs about the laws of
dynamics. Called "intuitive physics" by McCloskey (1983), these beliefs influence people's pre-
dictions about natural motions; moreover, they are often at odds with the laws of dynamics.

Figure 6 shows one of the problems used by McCloskey, Caramazza, and Green (1980).
Depicted is a C-shaped tube that is lying flat on a horizontal surface. A ball is rolled through the
tube, and upon exiting, the ball rolls across the surface. Subjects were asked to predict the path
taken when the ball exited the tube. Approximately 45% of the undergraduate subjects who were
asked this question incorrectly stated that the ball would continue to follow a curved path.
McCloskey and his colleagues have conducted numerous similar experiments, all showing that
judgments made about natural object motions often reflect erroneous beliefs.

All of these studies required people to make judgments while looking at pictures. The influ-
ence of intuitive physics beliefs is pervasive only in such static contexts. These beliefs have been
found to have little or no effect on the perception of animated displays.

Perceiving Dynamics in Motion Displays

We replicated McCloskey et al.'s finding with the C-shaped tube problem, using a design in
which observers were asked to judge which of a set of drawn trajectories appeared correct. Then,
using the same design, we showed observers animated simulations of balls rolling through
C-shaped tubes. Upon exiting the tubes, the balls followed a variety of paths. We found that
people almost always chose as correct the natural trajectory when viewing these moving displays,
and judged their erroneous predictions as being anomalous (Kaiser, Proffitt, and Anderson, 1985).
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We have demonstrated this superiority of motion displays to evoke accurate dynamical judgments
in other contexts (Kaiser and Proffitt, 1987b).

Static representations elicit intuitions that reflect cognitive beliefs. Obviously, people would
have great difficulty getting about in the world if their perceptions were always tied to their knowl-
edge of physical principles. A baseball outfielder, for example, would probably never succeed in
catching a flyball if he was required to plan his pursuit using only his knowledge of physics.

Everyday perceptions necessarily occur in a context of naturally constrained motions. In
such circumstances, our perceptual systems can function without recourse to memorial concep-
tions. Perception is good in motion context because motion is fundamental to the rules of percep-
tual processing.

CONCLUSIONS

Motion is an effective source of information for perceiving a variety of environmental prop-
erties. Because it is a minimally sufficient information source, it need not be simply added to the
conventions employed in static displays. Rather, motion can replace many of these conventions,

and in some contexts, motion can elicit more accurate perceptions than are possible for static
displays.

Motion information is fundamental to everyday perception. The interpretive assumptions
required to extract structure from motion are based upon the laws of nature—i.e., natural
dynamics—whereas those evoked by static displays are based upon the artificial conventions of
pictorial representations. The advantage that motion displays have over static ones derives from
the heritages of the perceptual processes needed for their interpretation. The perceptual processes
required to extract structure from motion information were formed in the context of dynamical
constraints. The interpretation of static information relies more on perceptual processes that arise
with conceptual development, and thus are grounded in such experientially based notions as
simplicity, familiarity, and geometrical conventions.
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Figure 1.— Rubin's (1915) faces-vase figure.
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Figure 2.— Two surfaces are depicted. The one to the left appears to partially occlude the surface to
the right.
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Figure 3.— The familiar figure, A, appears to be in front of the background surface.
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Figure 4.— The top panel depicts the absolute motions of three points on a rolling wheel. The
middle panel shows the relative and common motions that are perceived in this event. The
bottom panel depicts the perceived motions for three points on a rolling wheel in which the
configural centroid of the points does not coincide with the wheel's hub.
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Figure 5.— The perceptual system divides absolute motions into relative and common components.
The relative rotations are used in form analysis, whereas the form's common motion defines

its observer-relative displacement.

o

Figure 6.— Depicted is a horizontal C-shaped tube through which a ball is rolled. The two drawn
trajectories represent the correct path that the ball takes upon exiting the tube, and a frequently

drawn erroneous path.
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VISUAL SLANT UNDERESTIMATION

John A. Perrone
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SUMMARY

Observers frequently underestimate the in-depth slant of rectangles under reduction conditions.
This also occurs for slanted rectangles depicted on a flat display medium. Perrone (1982) provides
a model for judged slant based upon properties of the two-dimensional trapezoidal projection of the
rectangle. Two important parameters of this model are the angle of convergence of the sides of the
trapezoid and the projected length of the trapezoid. We tested this model using a range of stimulus
rectangles and found that the model failed to predict some of the major trends in the data. How-
ever, when the projected width of the base of the trapezoidal projection was used in the model,
instead of the projected length, excellent agreement between the theoretical and obtained slant
judgments resulted. The good fit between the experimental data and the new model predictions

indicates that perceived slant estimates are highly correlated with specifiable features in the stimulus
display.

INTRODUCTION

Attempts at depicting surfaces slanted in depth on a flat display medium are often hampered by
a common perceptual illusion which results in underestimation of the true depth. Surfaces appear
to lie closer to the fronto-parallel plane than the perspective projection dictates. This has been a
common finding in a wide range of experiments involving slant perception, starting with Gibson's
study (1950) on texture gradients (e.g., Clark, Smith and Rabe, 1955; Gruber and Clark, 1956;
Smith, 1956; Flock, 1965; Freeman, 1965; Braunstein, 1968; Wenderoth, 1970).

The mode of viewing slanted surfaces under the conditions used in slant perception experi-
ments differs from the way we normally encounter visual slant in our environment (Perrone,
1980). Cutting and Millard (1984) has also questioned the use of slant as a variable in the under-
standing of surface perception. However, slant underestimation remains an interesting phe-
nomenon because the information is present in the stimulus display for the veridical perception of

slant (Perrone, 1982), yet apparently the human visual system does not use that information
correctly.

Theories attempting to explain the underestimation are rare. Gogel (1965) applied his

“"equidistance tendency" theory to slant underestimation effects and Lumsden (1980) speculated
that truncation of the visual field by the use of an aperture may be a factor causing underestimation.
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Perrone (1980, 1982) has proposed several models of slant perception which attempt to
account for the slant underestimation. This paper tests and modifies one of these models. Our aim
is to pinpoint the stimulus features used by observers when making visual slant estimates. This
would provide useful insights into areas such as spatial orientation, picture perception, and pilot
night-landing errors (Perrone, 1984).

MODEL OF SLANT UNDERESTIMATION

The slant angle v, is obtainable from the two-dimensional projection of the surface onto the
retina. (For a technique using perspective lines, see Freeman, 1966; Perrone, 1982.)

The slant angle is found from the two-dimensional variables given in figure 1 using:
8 = tan-L(tan /X)f (1)

This equation states that the slant angle, 0, can be derived from the angle of convergence (n) of the
perspective line in the projection, and the distance, X, from the center of the projection out to the
perspective line. In equation 1, f is a known constant and it is the arbitrary distance from the eye to
the theoretical projection plane used to analyze the array of light reaching the eye.

The convergence angle of perspective lines, T, can give the slant angle 6 as long as the correct
distance X is used. Using a value of X greater than the true value will result in a calculated slant
angle less than the actual slant angle, i.e., slant underestimation. Perrone (1980, 1982) proposed a
model which suggested that deviation of the perceived straight-ahead direction results in a judg-
ment of slant based on an incorrect value of X.

Two versions of the model have been proposed:

Model A. Perrone (1982) suggested that because of the reduced viewing conditions and
because of the unusual form of the presenting slant, the observer's perceived straight-ahead direc-
tion deviates from the true straight-ahead (fig. 2) and that the visual system uses the length X'
(equal to the projected length Y) instead of X.

It is proposed that the visual system is attempting to measure the change in width over a square
area of the projection plane, determined by Y, but because there are no perspective lines a distance
X' out from c', the outside edge of the rectangle is used instead. When X' is substituted into
equation (1) instead of X, the equation for perceived slant becomes P = tan-1(tannt/X")f. How-
ever, in order to use this equation for predicting perceived slant, we need to replace the two-
dimensional variables (n and X') with the three-dimensional parameters of the stimulus situation.
This gives the following equation for perceived slant:

[ Wsino (D2- L2 sin2 e)] -

— Fardll
= tan
P L 4 L D2cos26

6 =actual slant
W = actual width of rectangle
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L =half the total length of rectangle
D =distance from eye to center of rotation

To date, Perrone (1982) has shown how this sort of analysis provides acceptable fits to data
collected by others (e.g., Clark, Smith, and Rabe, 1955; Smith, 1956), but these studies were
designed to investigate other aspects of slant perception and so did not involve direct manipulation
of the variables integral to the model.

One problem with this version of the model is that it predicts that slant overestimation will
occur when the projected height of the test rectangle (Y) becomes less than the projected half-width
at the axis of rotation (X). However, there have been no published accounts of slant overestima-
tion occurring, but this may simply be because nobody has used test rectangles with the appro-
priate length-to-width ratio.

Model B. (Modified version of Model A). This version proposes that the total base width of
the rectangle (Xp) is used in the evaluation of the slant angle instead of X. This new form of the
model can be interpreted as saying that the observers are basing their slant estimates on the con-
vergence angle, T, of perspective lines which they believe to be twice the true distance out from the
center. It may be that it is a difficult and unnatural task for the observer to judge the slant of a
surface which is centered on the median plane of the eye. Itis easier if we have a side view or at
least a more oblique view of the slanted surface. The observers may resort to making their judg-
ments on the basis that they have a more extreme or displaced viewpoint than is in fact the case.
Their interpretation of the slant of the rectangle may be based on an assumed view of the rectangle
which is displaced or rotated relative to its true position.

When this error is combined with the proposed deviation of the perceived straight-ahead
(Perrone 1982), the result may be the erroneous use of the total base width of the projected trape-
zoid rather than the correct half-width at the axis of rotation. When the total projected base width
of a slanted rectangle is used to estimate theta from equation 1, the predicted perceived slant angle
is found using

B = o [tan 0 (D L sin 6)]

3

0 = actual slant
L = half the total length of rectangle
D = distance from eye to center of rotation

TESTING THE MODEL

An experiment was designed to verify which of the two cases (equation 2 or equation 3) best
models the data from human observers in the slant perception task. If it can be established that
specific features of the stimulus display are being used in the slant estimation process, then the
more difficult task of discovering why these particular variables are being used can be attempted.
The model provides a means of narrowing down the choice of possible variables and the combi-
nation in which they are used.
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Experiment

The stimuli were computer-generated two-dimensional perspective representations of rectan-
gular outline figures, presented on a CRT and viewed monocularly through an aperture. These
figures represented rectangles measuring 25 cm wide with the following lengths: 50 cm (condition
1), 25 cm (condition 2), and 15 cm (condition 3). These were depicted to be at a distance of 57 cm
from the subject's eye and slanted backwards away from the observer by varying angles of slant.
The actual slant angles used were 20° 40°, 60° and 80° measured from the vertical.

The subject reproduced the judged slant of the rectangle on a response device which was
located 90° to the right and positioned at eye level. The response device consisted of a thin black
line inscribed on a clear plexiglass strip which was mounted on a circular white metal disk 23 cm in
diameter. Vertical and horizontal black lines were drawn on the disk to provide anchor points
(Wenderoth, 1970). Subjects were 10 paid volunteers, naive as to the aims of the experiment.

Predictions

If Model A is correct, then the slant estimates for the three different conditions should lie along
three distinct curves given in figure 3a. For some of the stimulus conditions, the subjects should
judge the rectangle to be slanted farther back from the fronto-parallel plane than the true position
(slant overestimation). This corresponds to any region of the curves which lies above the dotted
line in figure 3a. If a Model B is correct, the slant estimates for all three conditions should all lie

on approximately the same curve of the shape shown in figure 3b. No slant overestimation should
occur.

Results

The data from the 10 subjects have been plotted in figure 4 along with the predictions from
Model B. For the case in which a tall narrow rectangle was used (Condition 1), the results are
similar to those obtained in past slant perception experiments which used rectangles with a length-
to-width ratio greater than one, (e.g., Smith, 1956). For this condition, both Model A and B give
reasonable predictions for the smaller test angles (see C1 predictions in fig. 3a). However, for the
remaining conditions, the data depart greatly from the Model A predictions and none of the pre-
dicted overestimation of slant occurred.

The mean absolute error between the Model A predictions and the data over the three conditions
was 13.9° (sd = 8.1). For Model B, on the other hand, the mean absolute error was only 2.6°,
(sd = 1.9). The mean absolute errors from Model A are significantly greater than those from

Model B, (t =4.5, p <0.05, 22df) and represent a worse fit between the model predictions and
data.

CONCLUSIONS

Slant underestimation Model A (Perrone 1982) incorrectly predicts overestimation to occur for
rectangles which have a projected length less than half of the base width. In fact, the influence of
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the projected length of the rectangle on slant judgments is minimal. However, Model B provides
an excellent fit between the experimental data and the predictions. These predictions are based on
measurable features of the experimental configuration. There are no free parameters. Model B
states that the total projected base width of the rectangle is used instead of half the projected width
at the axis of rotation. Two parameters of the two-dimensional projection are important in the slant
estimation process: (1) the angle of convergence of perspective lines and (2) the distance of the
perspective lines from the center of the projection. The success of Model B suggests the human
observers make errors in slant estimates because they misperceive this second parameter.

The question remains as to why human observers use "incorrect” features of the stimulus in
their assessment of the slant angle. It has been shown that the correct slant angle is obtainable
from the appropriate use of the variables given in equation 1. These variables are known to be
present in the two-dimensional stimulus reaching the observer's eye. The experimental data are
consistent with the proposal that the total base width of the trapezoidal projection is used instead of
half the projected width at the axis of rotation. However, it does not shed any light as to why this
should be the case.

Further research is required before we can conclude the actual mechanisms used by the human
visual system in making slant estimates. In the meantime, sufficient evidence exists to conclude
that slant judgments by an observer are highly correlated with specific measurable features in the
two-dimensional array of light reaching the observer's eye. The slant estimates exhibit a large
amount of error and often greatly underestimate the true slant angle. This paper shows that such
errors cannot be attributed to the fact that insufficient information exists in the stimulus for veridical
slant judgments. The information is available, but is incorrectly used.
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Figure 1.— The two-dimensional information reaching the eye is analyzed on a theoretical projec-
tion plane an arbitrary distance f from the eye. All measurements on the projection plane are
made within the plane of the page.
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Figure 2.— Deviation of the perceived straight-ahead results in the analysis being carried out about
c' instead of c. Model A states that the length X' (equal to Y) is used instead of X. Model B
proposes that Xy, is used instead of X.
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THE PHOTO-COLORIMETRIC SPACE AS A MEDIUM FOR THE
REPRESENTATION OF SPATIAL DATA

K. Friedrich Kraiss and Heino Widdel
Research Institute for Human Engineering
D-5307 Wachtberg-Werthhoven
Federal Republic of Germany

SUMMARY

Spatial displays and instruments are usually used in the context of vehicle guidance, but it is
hard to find applicable spatial formats in information retrieval and interaction systems. This paper
discusses human interaction with spatial data structures and the applicability of the CIE color space
to improve dialogue transparency. A proposal is made to use the color space to code spatially rep-
resented data. The semantic distances of the categories of dialogue structures or, more general, of
database structures, are determined empirically. Subsequently the distances are transformed and
depicted into the color space. The concept is demonstrated for a car diagnosis system, where the
category "cooling system" could, e.g., be coded in blue, the category "ignition system" in red.
Hereby a correspondence between color and semantic distances is achieved. Subcategories can be
coded as luminance differences within the color space.

INTRODUCTION

The increasing dissemination of information technology as well as the expanding complexity
of computer systems require user-friendly interaction techniques. One design goal of high rele-
vance in the context of user friendliness is the transparency of system functions. In general, trans-
parency is defined as a well-structured, consistent, and comprehensible appearance of the system
for its users (Widdel and Kaster, 1986). One way to reach transparency consists of the design of a
suitable menu structure. Especially for occasional and untrained users of computer systems a
menu-based dialogue is of great advantage.

The designer of dialogues has to analyze the characteristics of the expected user group in
order to adapt the dialogue interface to the mental model of the users. Knowledge of specific cog-
nitive human behavior must guide the design of human-computer interaction in general, and of
dialogue structures in particular.

A systematic or intuitive transfer of this basic knowledge of cognitive functions leads to
iconic visualization of information in human-computer interaction. By presenting user commands
and system information in iconic form, as pictures or three-dimensional presentations, better use is
made of human visual capabilities.




GRAPHICAL DESIGN OF DIALOGUE STRUCTURE

The proposals made in this paper aim at further improving the graphical presentation of dia-
logue structures by considering three-dimensional concepts. This expands earlier work on dia-
logue design performed by Kaster and Widdel (1987). In comparing various dialogue designs,
they used a conventional menu as given in figure 1a showing a menu with a set of five available
choices. It includes title, menu options, selection codes, and the user query. Alternatively, they
displayed the hierarchical organization of the dialogue structure as a picture. It encloses the total
range of functions or menus offered in the dialogue. This picture is presented in figure 1b. The
hypothesis underlying this experimental setup postulated that an interface design using a graphic
conceptual model can facilitate the formation of an appropriate mental model of the interactive
computer system (Bennett, Parasuraman, and Howard, 1984). The experiments of Kaster and

Widdel confirmed this hypothesis and demonstrated that naive computer users can successfully run
the dialogue with this interface.

The dialogue presented in figure 1 was used for experimental reasons and restricted to a rela-
tively low complexity; real applications require much more complex dialogue structures. In terms
of user-friendliness, research activities are focused on the breadth and depth as two relevant
dimensions of dialogue complexity. Intensive and detailed discussions and investigations
(MacGregor and Lee, 1987; Paap and Roske-Hofstrand, 1986) expand this problem area from the
pure interaction field to the more general perspective of searching data bases.

High-resolution, direct-manipulation interfaces have been monochrome for a long time for
technical reasons. As these restrictions are no longer valid, it is about time to consider reasonable
applications of color. Distinct overviews of human factors knowledge about the use of color in
visual displays is given by Davidoff (1987), Murch (1985), and van Nes (1986). In the context of
this paper it will be of particular interest to show in which way color can be used to convey infor-
mation about spatial structures instead of or in addition to 3-D graphics. For this purpose the col-
ormetrics and psychometrics of color will be discussed in the next section.

COLORMETRICS AND PSYCHOMETRICS OF THE COLOR SPACE

Color can be defined by chromaticity and luminance; together they establish the photocolori-
metric space (subsequently more simply called "color-space”) as depicted in figure 2. The base
plane described by the coordinates u' and v' defines the chromaticity of a color, while the third
axis L gives the luminance (CIE, 1977). The luminance achievable with a standard TV monitor
varies between 20 and 200 cd/m? depending on the color. Typical chromaticity coordinates are
0.42/0.54 for red, 0.12/0.57 for green, and 0.16/0.18 for blue. With these data the solid depicted
in figure 2 roughly describes the color space available on commercial monitors. A color of partic-

ular chromaticity and luminance corresponds to a point in this color space (Kaster, Kraiss, and
Kiittelwesch, 1985).

The number of distinguishable points in the color space can be estimated from the number of
just noticeable differences in chromaticity (jndc) and luminance (jndy).
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The number of just noticeable luminance differences (jndL) is defined by the available lumi-
nance range and by the size of a threshold step. For the purposes of this paper we make use of a
threshold contrast Cp = 1.05. This results in (Galves and Brun, 1975):

jndr = log 1.05 =0.021 €))
For comfortable discemnibility, a value seven times larger usually is applied, i.e.:
jndL* =7 x jndL, =0.15 (2)
According to (1) a luminance range from 10 to 100 cd/m?2 can accommodate
(log 100 - log 10)/0.021 = 47.6 jndL's.

For the threshold chromaticity difference jndc Galves and Brun (1975) proposes a value of
0.00384 as the smallest color difference the eye can discern. Again, for practical purposes it is
common practice to use a value seven times larger than the threshold for easy disceribility

jndc* =7 x jndc = 0.027 3)

As an example we calculate with the numbers given above the distance between red and blue
to be (Au'2 + Av'2)1/2 = 0.354. Hence, a total of 0.354/0.00384 =92 jndc's can be accommo-
dated between these two colors. For simultaneous variations in luminance and chromaticity the
number of discernible steps is determined by

jndcL = (jndc + jndp )12 @

The photo-colorimetric space depicted in figure 2 offers ample opportunity for the composi-
tion of chromaticity/luminance trajectories. With respect to limited space only two representative
examples are presented here. Tables 1 and 2 give their u',v',L-coordinates together with the
number of jnd's contained in a particular trajectory (see also the corresponding figs. 3 and 4).

From previous experience in experiments with color-coded sensor data, it appears that
observers can make a rather accurate estimate of distances in the color space (Kraiss and
Kiittelwesch, 1984). The number of absolutely discriminable states in the color space is, of
course, much less than the number of jnd's. For chromaticity usually 6 to 9 and for luminance
usually 6 values can be distinguished with sufficient reliability.

SEMANTICS AND COLOR SPACE

Any structure of a dialogue or database has a semantic system of categories underlying the
organization. For example, a car diagnosis system contains the categories electric system, suspen-
sion system, ignition system, cooling system, fuel system, and gear system with appropriate sub-
categories on lower levels. The semantic distances of these categories can be determined empiri-
cally using multivariate methods of similarity scaling. The resulting similarity ratings establish a
spatial structure, or semantic net, that may be used to build menu structures. Roske-Hofstrand and
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Paap (1986) used this procedure to define menu organizations matched to the semantic net of
experts for a cockpit information system.

Semantic distances can be depicted as chromaticity differences in the color space (fig. 5). In
our example the categories ignition (C) and cooling (D) are separated by a long semantic distance
which finds its equivalent in the long distance from red to blue. The categories electric (A) and
gear (F), having a shorter semantic distance, are assigned to the colors green and cyan.

In selecting colors for menu options or categories, the psychology of color perception must
be taken into account. Besides the correspondence of distances of both spaces, the problem of
association between a category and a color arises, i.e., should category D be colored blue and
category C red or vice versa. This problem can be solved empirically; sometimes appointments are
predefined by tradition. While the association of blue with a cooling system and of red with an
ignition system is evident, this is not the case for yellow (suspension system), green (electric sys-
tem), cyan (gear system), and violet (fuel system).

Luminance as the third dimension of the color space may be used for coding the lower
hierarchical levels of a menu structure or database (fig. 5) while retaining the chromaticity of the
top-level category. Each category coded by a specific chromaticity is varying luminance with cor-
responding lower levels. In figure S the cooling system (D1) on the highest level may have a
luminance of 24 cd/m2. On the second level the cooling system could have, among others, the
subcategories water cooling and air cooling (D2n). They will be assigned the same chromaticity
coordinates, but on the second luminance level of 15 cd/m2. On the third level a subcategory of
water cooling could be water supply (D3nn) with a possible luminance of 5 cd/m2.

Another possible application of color for the orientation in a multidimensional data space is
proposed by Korfhage (1986). He describes a browser concept for navigating through a database
by visual support. Browsing is defined as a dynamic search through an information resource, with
no specific goal initially in mind. He models a set of documents as an n-dimensional space and
simulates browsing by a loosely directed traversal of this space. Making use of the Doppler effect,
documents far ahead of the actual search position were color-coded with blue; those far behind
were color-coded with red. The document nearest to the user's plane is represented in yellow;
transition color to blue is green and to red is orange.

CONCLUSIONS

A concept for the use of color to convey spatial information at the user interface was dis-
cussed. It was suggested that the color space can be used to represent spatially distributed or hier-
archically organized data. This implies that an operator can form 4 corresponding mental color
space model that enables him to associate chromaticity/luminance distances to geometric distances.
Earlier experiments with color-coded sensor data suggest that this is possible. In an example a
possible application of this concept to a car diagnosis database was described.
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Table 1.— Chromaticity/luminance trajectory covering 249 jnd's. Presented are color scale, color
space coordinates, and jnd's.

Reference | Ind’sg “ v Led/m?

1 0,19 0,31 1
48

2 0,16 0,12 2
41

3 0,28 0,22 5
51

4 0,42 0,36 12
59

5 0,19 0,37 28
22

6 0,12 0,38 64
28

7 0,19 0,31 150

T =249



Table 2.— Luminance scales for 6 chromaticities applicable to menu design.

scale, color space coordinates, and jnd's.

Presented are color

Reference | 1Nd’sg u v Led/m?

1 1
67 0,16 0,12

27

6
65 0,13 0,30

150

5 6
65 0,12 0,38

150

6
65 0,19 0,37

8 150

9 2
62 0,42 0,36

10 42

11 3
67 0,28 0,22

12 80

> =391

Preceding page blank
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Bild-Speicher bearbeiten

Platz in der Bild-Ablage bereitstellen ...... BER
Bilder In die Bild-Ablage schreiben ...... SCH
Bilder aus der Bild-Ablage lesen ........... LES

. Bild-Komponenten der Bilder aufiisten ... LIS
Bilder auf dem Bildschirm darstellen ..... DAR
Eingabe : _ D A R

(a)

Figure 1.— Textual menu (a) and corresponding picture of the entire dialogue structure (b) (Widdel
and Kaster, 1986).

Preceding page blank
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Figure 2.— The photo-colorimetric space with metrics of Galves and Brun (1975). The axes are
scaled to just noticeable differences (jnd's).
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(b)
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B= suspension E= fuel
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A= green (ejectric)
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Figure 5.— (a) Fictitious net of semantic distances for categories in a car diagnosis system.
(b) The semantic net from (a) mapped onto the chromaticity plane. Three luminance levels
are used to accommodate hierarchy subitems (see fig. 2). (c) Two-dimensional dialogue
structure with additional chromaticity/luminance assignments to visualize semantic distances

and hierarchy levels.
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SPATIAL VISION WITHIN EGOCENTRIC AND EXOCENTRIC
FRAMES OF REFERENCE

Ian P. Howard
Human Performance Laboratory, Institute for Space and Terrestrial Science
York University, Toronto, Ontario

1. INTRODUCTION

Our ability to perceive a stable visual world and judge the directions, orientations and
movements of visual objects is remarkable given that the images of objects may move on the
retina, the eyes may move in the head, the head may move on the body, and the body may move
in space. An understanding of the mechanisms involved requires that definitions of relevant
coordinate systems be as precise as possible. An egocentric frame of reference is defined with
respect to some part of the observer. When both the object being judged and the reference frame
are parts of the body, we have a proprioceptive task. If the object being judged is external to the
body, its position, orientation and movement may be judged with respect to any of three principal
egocentric coordinate systems, an oculocentric frame associated with the eye, a headcentric
frame associated with the head and a bodycentric frame associated with the torso. A reference
frame external to the body is an exocentric frame. In an exocentric task the object being judged
may be part of the body, as when a person points north, or it may be external to the body, as
when a person judges the direction of one object with respect to another. In addition there are
reference frames which combine egocentric and exocentric elements. For instance, when we say
that an object is north of us, we use our own body as the origin of a directional scale which is
also anchored to the world. The same is true when a person says that something is above the .
head. Such frames may be referred to as heterocentric frames of reference. These various frames
of reference are listed in table 1 together with examples of judgments of each type.

Polar coordinates based on meridional angles and angles of eccentricity are commonly used
for the objective specification of the oculocentric position of a visual object. The subjective
registration of the oculocentric position of an object depends on the local sign mechanism of the
visual system. This is the mechanism whereby, for a given position of the eye, each region of the
visual field has a unique (one-to-one) and stable mapping onto the retina and visual cortex. In a
nominal local sign system, stimulation of each retinal location evokes an identifiable response,
but the set of responses is not metrically organized. In an ordinal local sign system, values such
as up and down or left and right are specified, and in an interval system, distances between
objects may be specified. Quantitative judgments about the pculocentric location of an isolated
object require a ratio local sign system, that is, one in which there is a built-in reference point and
fiducial line, such as the fovea and the normally vertical meridian.

The headcentric position, orientation or movement of a visual object may be objectively
specified in terms of its angle of elevation relative to a transverse plane through the eyes, and its
angle of azimuth relative to the median plane of the head. A person making headcentric visual
judgments must take account of both oculocentric and eye-in-head information. The bodycentric
(torsocentric) position or movement of an object may be objectively specified in terms of the
median plane of the head and some arbitrary transverse plane of the body. If no part of the body
is in view, bodycentric judgments require the observer to take account of oculocentric
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information, eye-in-head information and information from the neck joints and muscles
regarding the position of the head on the body. Thus the oculocentric, headcentric and
bodycentric reference systems form a hierarchical, or nested, set of egocentric frames as
indicated in the second column of table 1. If the body as well as the object being judged is in
view, bodycentric judgments are much simpler since they can be done on a purely visual basis
without the need to know the positions of the eyes or head. Eye-in-head and head-on-body
information provided by afferent or efferent neural signals can, at least in theory, provide
nominal, ordinal, interval, or ratio metrics.

Finally, the exocentric position, orientation, or movement of an object is specified with
respect to arbitrary coordinates external to the body. Exocentric judgments about an isolated
visual object require the observer to take account of oculocentric, eye-in-head and head-on-body
information and, in addition, information regarding the position or movement of the body with
respect to an external frame. This may involve associating the position of a seen object with, for
instance, the position of the noise that it is making. This is a multisensory task. In other cases it
may involve relating the position of an object detected by one sense organ with the position of
another object detected by a second sense organ. This is an intersensory task (see Howard, 1982,
Chapter 11, for more details on this distinction). The vestibular system is the only sense organ
that provides direct information about the attitude and movement of the body in inertial space.
The otolith organs respond to the static and dynamic pitch and roll of the head with respect to
gravity; they provide no information about rotation or position of the head around the vertical
axis. The otolith organs also respond to linear acceleration of the body along each of three
orthogonal axes, but cannot distinguish between head tilt and linear acceleration. The semi-
circular canals provide information about body rotation in inertial space about each of three
orthogonal axes. But if rotation is continued at a constant angular velocity, the input from the
canals soon ceases. The integral of the motion signal from the canals can provide information
about the position of the body, but only with respect to a remembered initial position. If there are
two point-objects in view at the same time, exocentric judgments of the distance between them
and their relative motion are possible using only oculocentric information. At least three point-
objects are required for exocentric visual judgments of direction or orientation based solely on
oculocentric information.

In what follows I shall discuss the extent to which perceptual judgments within egocentric
and exocentric frames of reference are subject to illusory disturbances and long-term modifica-
tions. I shall argue that well-known spatial illusions, such as the oculogyral illusion and induced
visual motion have usually been discussed without proper attention being paid to the frame of
reference within which they occur, and that this has led to the construction of inadequate theories
and inappropriate procedures for testing them.

2. THE OCULOCENTRIC FRAME

Any misperception of the oculocentric position or movement of a visual object can arise
only as a result of some disturbance of the retinal local sign system or of the oculocentric
motion-detecting system. In a geometrical illusion, lines are apparently distorted or displaced
when seen in the context of a larger pattern. In a figural aftereffect, a visual test object seen in the
neighborhood of a previously seen inspection object appears displaced away from the position of
the inspection object. Such effects operate only over distances of about one degree of visual
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angle, and the apparent displacement rarely exceeds a visual angle of a few minutes of arc
(Kohler and Wallach, 1944). We must conclude that the local sign system is relatively
immutable. This is not surprising, since the system depends basically on the anatomy of the
visual pathways. Several claims have been made that oculocentric distortions of visual space can
be induced by pointing with hidden hand to visual targets seen through displacing prisms
(Cohen, 1966; Held and Rekosh, 1963). Others have claimed that these effects were artifactual,
and we are left with no convincing evidence that oculocentric shifts can be induced in this way.
(See Howard, 1982, p, 501 for a more detailed discussion of this subject.)

The movement after effect is a well-known example of what is almost certainly an
oculocentric disturbance of the perception of motion. I will not discuss this topic here.

3. THE HEADCENTRIC FRAME

A misjudgment of the headcentric direction or motion of a visual object could arise from a
misregistration of the position or motion of either the retinal image or the eyes. In this section I
shall consider only phenomena due to misregistration of the position or movement of the eyes.

3.1 lusory Shifts of Headcentric Visual Direction

Deviations of the apparent straight ahead due to misregistered eye position are easy to
demonstrate. If the eyes are held in an eccentric position, a visual target must be displaced
several degrees in the direction of the eccentric gaze to be perceived as straight ahead. When the
observer attempts to look straight ahead after holding the eyes off to one side, the gaze is dis-
placed several degrees in the direction of the previous eye deviation. Attempts to point to visual
targets with unseen hand are displaced in the opposite direction. The magnitude of these devia-
tions has been shown to depend on the duration of eye deviation and to be a linear function of the
eccentricity of gaze (Hill, 1972; Morgan, 1978; Paap and Ebenholtz, 1976). Similar deviations of
bodycentric visual direction occur during and after holding the head in an eccentric posture
(Howard and Anstis, 1974). It has never been settled whether these effects are due to changes in
afference or to changes in efference associated with holding the eyes in a given posture (see
Howard, 1982, for a discussion of this issue). Whatever the cause of these effects, it is evident
that the headcentric system is more labile than the oculocentric system. This is what one would
expect, because headcentric tasks require the neural integration of information from more than
one sense organ.

3.2 The Oculogyral lllusion

The oculogyral illusion may be defined as the apparent movement of a visual object while
the semicircular canals of the vestibular system are being stimulated (Graybiel and Hupp, 1946).
The best visual object is a small point of light in otherwise dark surroundings and fixed with
respect to the head. When the vestibular organs are stimulated, as for instance by accelerating the
body about the mid-body axis, the point of light appears to race in the direction of body rotation.
The oculogyral illusion also occurs when the body is stationary, but the vestibular organs signal
that it is turning. This happens, for instance, in the 20 or 30 seconds after the body has been
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brought to rest after being rotated. It is not surprising that a point of light attached to the body
should appear to move in space when the observer feels that the body is rotating. I shall refer to
this perceived motion of the light with the body as the exocentric component of the oculogyral
illusion. The exocentric component is not very interesting because it is difficult to see how a
rotating person could do other than perceive a light which is attached to the body as moving in
space. But even casual observation of the oculogyral illusion reveals that the light appears to
move with respect to the head in the direction of body acceleration. This headcentric motion of
the light is the headcentric component of the oculogyral illusion.

Whiteside, Graybiel and Niven (1965) proposed that the headcentric component of the ocu-
logyral illusion is due to the effects of unregistered efference associated with the vestibulo-ocular
response (VOR) The idea is that when the subject fixates the point of light, VOR engendered by
body acceleration is inhibited by voluntary innervation. The voluntary innervation is fully regis-
tered by the perceptual system, but the VOR efference is not, and this asymmetry in registered
efference causes the subject to perceive the eyes as moving in the direction of body rotation. This
misperception of the movement of the eyes is interpreted by the subject as a headcentric move-
ment of the fixated light. To support this theory, we need evidence that the efference associated
with VOR is not fully registered by the perceptual system responsible for making judgments
about the headcentric movement of visual objects.

For frequencies of sinusoidal head rotation up to about 0.5 Hz, the VOR is almost totally
inhibited if the attention is directed to a visual object fixed with respect to the head (Benson
and Barnes, 1978). The most obvious theory is that VOR suppression by a stationary object is
due to cancellation of the VOR by an equal and opposite smooth pursuit generated by the
retinal slip signal arising from the stationary light. This cannot be the whole story because
Barr, Schulthies and Robinson (1976) reported that the gain of VOR produced by sinusoidal
body rotations decreased to about 0.4 when subjects imagined that they were looking at an
object rotating with them. It looks as though VOR efference can be at least partially cancelled
or switched off even without the aid of visual error signals (McKinley and Peterson, 1985;
Melvill Jones, Berthoz and Segal, 1984). Tomlinson and Robinson (1981) were concerned to
account for how an imaginary object can inhibit VOR, but for our present purposes, the more
important point is that VOR is not totally inhibited. Perhaps an imagined object is not a
satisfactory stimulus for revealing the extent of voluntary control over VOR. We wondered
whether an afterimage might be a better stimulus because it relieves subjects of the task of
imagining an object and only requires them to imagine that it is stationary with respect to the
head. We had already found optokinetic nystagmus (OKN) to be totally inhibited by an
afterimage, even though it was not inhibited by an imaginary object. The results of all these
experiments are reported in Howard, Giaschi and Murasugi (1988).

Subjects in total darkness were subjected to a rotary acceleration of the whole body of
14° /52 to a terminal velocity of 70°/s, which was maintained for 60 s. In one condition sub-
jects were asked to carry out mental arithmetic. In a second condition they were asked to
imagine an object rotating with the body, and in a third condition, an afterimage was
impressed on both eyes just before the trial began and the subject was asked to imagine that it
was moving with the body. The same set of conditions was repeated, but with lights on, so
that the stationary OKN display filled the visual field. Under these conditions both VOR and
OKN are evoked at the same time.
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In all conditions the velocity of the slow phase of each nystagmic beat was plotted as a
function of time from the instant that the body reached its steady-state velocity. For none of
the subjects was VOR totally inhibited at any time during any of the trial periods. For the
OKN plus VOR condition, subjects could initially inhibit the nystagmus only partially, even
though they could see a moving display, but they could totally inhibit the response after about
30 s, when the VOR signal had subsided.

We propose that VOR is not completely inhibited by an afterimage seen in the dark because
the mechanism used to assess the headcentric motion of visual objects does not have full access
to efference associated with VOR. Thus the system has no way of knowing when the eyes are
stationary. The component of the VOR which cannot be inhibited by attending to an afterimage
gives an estimate of the extent to which VOR efference is unregistered by the system responsible
for generating voluntary eye movements and for giving rise to the headcentric component of the
oculogyral illusion.

4. THE EXOCENTRIC FRAME

4.1 Vection

Vection is an illusion of self-motion induced by looking at a large moving display and is
the clearest example of an exocentric illusion. For instance, illusory self-rotation, or circular-
vection, is induced when an upright subject observes the inside of a large vertical cylinder
rotating about the mid-body axis (yaw axis). For much of the time the cylinder seems to be
stationary in exocentric space and the body feels as if it is moving in a direction opposite to that
of the visual display. Similar illusions of self-motion may be induced by visual displays rotating
about the visual axis (roll axis) or about an axis passing through the two ears (pitch axis)
(Dichgans and Brandt, 1978). Rotation of a natural scene with respect to the head is normally due
to head rotation, and the vestibular system is an unreliable indicator of self-rotation except during
and just after acceleration. Therefore it is not surprising that scene rotation is interpreted as self-
rotation, even when the body is not rotating. There is a conjunction of visual and vestibular
inputs into the vestibular nuclei (Waespe and Henn, 1978) and the parietal cortex (Fredrickson
and Schwarz, 1977), which probably explains why visual inputs can so closely mimic the effects
of vestibular inputs.

4.1.1 Vection for different postures and axes of rotation — If the vection axis is vertical, the
sensation of self-rotation is continuous and is usually at the full velocity of the stimulus motion.
If the vection axis is horizontal, the illusory motion of the body is restrained by the absence of
utricular inputs that would arise if the body were actually rotating. Under these circumstances a
weakened but still continuous sensation of body rotation is accompanied by a paradoxical sensa-
tion that the body has tilted only through a certain angle (Held, Dichgans and Bauer, 1975).
Howard, Cheung and Landolt (1987) suspended a subject in various postures within a large
sphere that could be rotated about a vertical or horizontal axis and measured the magnitude of
vection and illusory body tilt for yaw, pitch and roll vection for both vertical and horizontal
orientations of each axis (fig. 1).

For body rotation about both vertical and horizontal axes, yaw vection was stronger than
pitch vection, which was stronger than roll vection. When the vection axis was vertical,
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sensations of body motion were continuous and usually at, or close to, the full velocity of the
rotating visual field. When the vection axis was horizontal, the sensations of body motion were
still continuous, but were reduced in magnitude. Also, for vection about horizontal axes, sensa-
tions of continuous body motion were accompanied by sensations of illusory yaw, roll, or pitch
of the body away from the vertical posture. The mean body tilt was over 20°, but the body was
often reported to have tilted by as much as 90°. Two subjects in a second experiment reported
sensations of having rotated full circle. Held, Dichgans and Bauer (1975) reported a mean
illusory body tilt of 14°. We obtained larger degrees of body tilt, probably because our display
filled the entire visual field and because subjects were primed to expect that their bodies might
really tilt. In most subjects, illusory backwards tilt produced by pitch vection about a horizontal
axis was much stronger than illusory forward tilt . Only two of our 16 subjects showed the
opposite asymmetry; that was also reported by Young, Oman and Dichgans (1975).

4.1.2 Vection and the relative distances of competing displays — The more distant parts of a
natural scene are less likely to rotate with a person than are nearer parts of a scene, so that the
headcentric motion of more distant parts provides a more reliable indicator of self-rotation than
does motion of nearer objects. It follows that circularvection should be related to the motion of
the more distant of two superimposed displays. In line with this expectation Brandt, Wist, and
Dichgans (1975) found that vection was not affected by a stationary object in front of the moving
display, but was reduced when the object was seen beyond the display. Depth was created by
binocular disparity in this experiment, and there is some doubt whether depth was the crucial
factor as opposed to the perceived foreground-background relationships of the competing stimuli.
Furthermore, the two elements of the display differed in size as well as distance.

Ohmi, Howard and Landolt (1987) conducted an experiment using a background cylin-
drical display of randomly placed dots which rotated around the subject, and a similar stationary
display mounted on a transparent cylinder which could be set at various distances between the
subject and the moving display. The absence of binocular cues to depth allowed the perceived
depth order of the two displays to reverse spontaneously, even when they were well separated in
depth. Subjects were asked to focus alternately on the near display and the far display while
reporting the onset or offset of vection. They were also asked to report any apparent reversal of
the depth order of the two displays, which was easy to notice because of a slight difference in
appearance of the two displays.

In all cases vection was experienced whenever the display that was perceived as the more
distant was moving and was never experienced whenever the display perceived as more distant
was stationary. Thus circular vection is totally under the control of whichever of two similar dis-
plays is perceived as background. This dominance of the background display does not depend on
depth cues, because circularvection is dominated by a display that appears more distant, even
when it is nearer. We think that perceived distance is not the crucial property of that part of the
scene interpreted as background. When subjects focused on the moving display, optokinetic
pursuit movements of the eyes occurred, and when they focused on the stationary display, the
eyes were stationary. But such a change in the plane of focus had no effect on whether or not
vection was experienced, as long as the apparent depth order of the two displays did not change.

Thus sensations of self rotation are induced by those motion signals that are most reliably
associated with actual body rotation—namely, signals arising from that part of the scene per-
ceived as background. Vection sensations are not tied to depth cues, which makes sense because
depth cues can be ambiguous. Nor are vection sensations tied to whether the eyes pursue one
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part of the scene or another, which also makes sense because it is headcentric visual motion that
indicates self-motion, which is just as well detected by retinal image motion as by motion of the
eyes.

4.1.3 Circularvection and the central-peripheral and near-far placement of stimuli — It has
been reported that circularvection is much more effectively induced by a moving scene confined
to the peripheral retina than by one confined to the central retina (Brandt, Dichgans and Koenig,
1973). In these studies, the central retina was occluded by a dark disc which may have predis-
posed subjects to see the peripheral display as background, and it may have been this, rather than
its peripheral position, which caused it to induce strong vection. Similarly, when the stimulus
was confined to the central retina, subjects may have been predisposed to see it as a figure
against a ground, which may have accounted for the small amount of vection evoked by it.

Howard et al. (1987) conducted an experiment to test this idea. The apparatus is depicted in
figure 2. The subject sat at the center of a vertical cylinder covered with randomly arranged black
opaque dots. A 28° square display of dots above the subject’s head was reflected by a sheet of
transparent plastic onto a matching black occluder in the center of the large display. The central
display could be moved so that it appeared to be suspended in front of, in the same plane as, or
beyond the peripheral display. In the latter position it appeared as if seen through a square hole.
In some conditions, one of the displays moved from right to left or from left to right at 25° /s
while the other was occluded. In other conditions both displays were visible, but only one moved
and in still other conditions, both displays moved, either in the same direction or in opposite
directions. In each condition subjects looked at the center of the display and rated the direction
and strength of circularvection.

The results are shown in figure 3. They reveal that, all things being equal, vection is driven
better by peripheral stimuli than by a 28° central stimulus Indeed, it is driven just as well by a
moving peripheral display with the center black or visible and stationary as it is by a full-field
display. However, if the center of the display is moving in a direction opposite to that of the
peripheral part, then vection is reduced. Thus a moving central display can weaken the effect of a
moving peripheral display, but not to the extent of reversing vection. If the peripheral part of the
display is visible but stationary, then the direction of vection is determined by the central part of
the display, but only if the moving central field is farther away than the surround. This result is
understandable when we realize that this sort of stimulation is produced, for example, when an
observer looks out of the window of a moving vehicle. The moving field seen through the
window indicates that the viewer is carried along with the part of the scene surrounding the
window on the inside. When the surround is black, vection is still controlled by the movement of
the central display, even when it is coplanar with or in front of the surround. The reason for this
is probably that a central display in front of a black surround provided virtually no cues to its
location in depth and subjects perceived it as being beyond the surrounding black display.

4.2 Induced Visual Motion

Induced visual motion occurs when one observes a small stationary object against a larger
moving background and was first described in detail by Duncker (1929). For instance, the moon
appears to move when seen through moving clouds. There is a form of induced motion in which
the stationary object is seen against a frame which moves across it. In this stimulus configura-
tion, the moving frame becomes increasingly eccentric and this may be responsible for some of
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the illusory motion of the stationary object. I do not wish to consider the asymmetry effect, so the
stimulus I shall consider is one in which the stationary object is seen against a large moving
background that either fills the visual field or remains within the confines of a stationary
boundary.

Induced visual motion could occur within the oculocentric, the headcentric or the exocen-
tric system. As an oculocentric effect, it could be due to contrast between oculocentric motion
detectors. I shall argue that this is not a major cause of the illusion.

As a headcentric effect, induced visual motion could be due to OKN induced by inhibition
of the moving background by voluntary fixation on the stationary object. If the efference associ-
ated with OKN were not available to the perceptual system, but the efference associated with
voluntary fixation were, this should create an illusion of movement in a direction opposite to that
of the background motion. This explanation, which I proposed in 1982, is analogous to that
proposed by Whiteside, Graybiel and Niven (1965) to account for the oculogyral illusion. It has
been championed more recently by Post and Leibowitz (1985) and Post (1986). I believe that the
evidence reviewed below shows that this is not the main cause of induced visual motion.

Induced visual motion could be an exocentric illusion. It has been explained that inspection
of a large moving background induces an illusion of self-motion accompanied by an impression
that the background is not moving. A small object fixed with respect to the observer should
appear to move with the observer and therefore to move with respect to the exocentric frame
provided by the perceptually stationary background. This possibility was mentioned by Duncker
and is, I suggest, the major cause of induced visual motion. I shall now review evidence in favour
of this explanation of induced visual motion.

4.2.1 Inhibition of OKN is neither necessary nor sufficient for induced motion — In the
experiment on circularvection described in section 4.1.2, Ohmi, Howard, and Landolt (1987)
showed that vection occurred whenever the more distant of two displays was moving, but never
when the more distant display was stationary. When the more distant display moved, vection
occurred both when the subjects converged on the moving display and had OKN, and when they
converged on the stationary nearer display and inhibited OKN. The important point in the present
context is that the nearer stationary display appeared to move with the subject (exocentrically)
whenever there was vection, but appeared perfectly stationary when there was no vection. Thus,
induced visual motion came and went with vection and did not depend on whether or not OKN
was inhibited. McConkie and Farber (1979) reported that a visual display perceived as back-
ground induced visual motion in an otherwise similar display perceived as foreground, although
they did not relate this to changes in vection.

The theory that ascribes induced visual motion to contrast between oculocentric motion
detectors cannot account for these results, because the same relative motion was present when
the far display moved and the near display did not, as when the near display moved and the far
one did not. According to the oculocentric theory there should have been induced motion in both
cases rather than only in the first.

The headcentric theory of induced visual motion that explains the effect in terms of
inhibition of involuntary OKN by voluntary efference cannot account for these results either,
because induced motion occurred whether or not OKN was inhibited. Furthermore, when a
stationary display was seen as the background to a moving display, vection did not occur, even
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when subjects attended to the stationary display and inhibited OKN. Thus, whether or not OKN
was inhibited had no bearing on whether induced visual motion occurred under these
circumstances.

Vection is an exocentric phenomenon, and induced visual motion of stationary elements of
the visual display comes and goes with saturated vection. The stationary elements simply look as
if they are rotating with the body, not slower and not faster. If vection is fully saturated, the mov-
ing scene appears stationary and the body and stationary elements of the scene appear to move
exocentrically at the full velocity of the inducing field. Under these circumstances induced visual
motion is complete. For instance, if a large scene rotates at 60° /s, induced visual motion of a sta-
tionary object is also that velocity. All this suggests that induced visual motion can be an exocen-
tric effect coupled to vection. Headcentric induced motion may occur in other conditions.

The exocentric theory of induced visual motion nicely explains why there is no loss of
accuracy in pointing with unseen hand to a visual target subjected to induced visual motion
(Bacon, Gordon and Schulman, 1982; Bridgeman, Kirsch and Sperling, 1981). A headcentric
theory of induced motion predicts that pointing would deviate, since any misperception of gaze
should be reflected in the bodycentric task of pointing. On the exocentric theory, there should be
no loss in pointing accuracy, since pointing is a bodycentric task.

It might be objected that when a single stationary object is placed against a small moving
display it exhibits induced motion, although there is no discernable illusion of self-motion. I
think this is because the visual consequences of vestibular stimulation have a lower threshold
than the sensations of body motion. For instance, it is well known that the oculogyral illusion
induced by actual body rotation gives a more sensitive measure of vestibular thresholds than do
sensations of body motion (Miller and Graybiel, 1975). When the inducing field is small,
induced visual motion is only a fraction of the velocity of the inducing field, but as the size of the
inducing field is increased, vection becomes evident and induced visual motion more pronounced
until, when the field is sufficiently large, both vection and induced visual motion attain the full
value of the velocity of the moving field. When vection and induced visual motion are saturated,
the objectively stationary object appears to move in exocentric space at the same velocity as the
body, neither getting ahead nor lagging behind. In other words, with large inducing fields there is
no perceptible headcentric component of induced visual motion. The stationary object may
appear to be headcentrically displaced in the direction of motion of the background, but that is a
displacement effect, not an illusory motion. This effect may be related to the well-known fact
that, in the absence of a fixation point, the eyes deviate in the direction of the fast phases of OKN
(Brecher, et al., 1972; Heckmann and Post, 1986). It is possible that when a visual display is
accelerating, the increasing deviation of gaze induces an apparent motion in a stationary object.
However, I am dealing here only with illusory visual motion induced by visual displays moving
at constant velocity.

4.2.2 Evidence that OKN efference is perceptually registered — The fact that a headcentric
component of induced visual motion may be absent suggests that efference associated with OKN
is available to the perceptual system, unlike that associated with VOR. We recently produced
evidence that this is so (Howard, Giaschi and Murasugi, 1988).

Optokinetic nystagmus is induced when a person looks at a moving textured surface.

The response cannot be inhibited by voluntary effort, as long as the eyes remain converged on
the moving display (Howard and Gonzalez, 1987). However, the response is totally inhibited
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if attention is directed to a stationary object superimposed on the center of the display
(Murasugi, Howard, and Ohmi, 1986). If the attention is directed to an afterimage imposed on
the fovea, OKN may be totally inhibited (Viefhues, 1958; Murasugi, Howard and Ohmi,
1984: Wyatt and Pola, 1984). If the afterimage is regarded as fixed in space, then OKN is
inhibited and the after image appears stationary. If the afterimage is regarded as moving with
the moving display, then OKN is fully restored. It is easy to understand how a real stationary
object allows a person to inhibit OKN; any movement of the eyes with respect to the sta-
tionary object generates both a misfoveation (position) signal and a retinal slip (velocity)
signal. However, these error signals are not provided by an afterimage, so that some other
error signal or an open-loop signal must be used in this case. The effect cannot be due to
occlusion of the moving display by the afterimage because OKN was only partially reduced
when the center of the display was occluded by a black horizontal band. The more OKN is
inhibited, the more the eyes lag behind the moving display and the greater is the relative
motion between afterimage and display. However, although relative motion is minimum when
OKN gain is one, it has no maximum value because it would continue to increase if the eyes
were to move in a direction opposite to that of the display. In other words, the degree of
relative motion between afterimage and moving display does not indicate when the eye
velocity is zero. A partial loss of gain of OKN found in some subjects when imagining a
head-fixed object is presumably due to the injection of a voluntary command into the eye

movement signal. But this effect accounts for only a small part of the complete suppression of
OKN by an afterimage. ;

The inhibition of OKN by an afterimage could be due to the production of a voluntary
efferent command of opposite sign which cancels the OKN efference signal. If the voluntary
mechanism had only partial access to the efference controlling OKN, then it would not be able to
produce a matching command and bring the eyes to a stop and at the same time perceive the
afterimage as stationary with respect to the head. An object imagined in the plane of the display
is ineffective, and this must be because it provides no confirming impression of a stationary
object once OKN efference has been cancelled. In the absence of such an object, there is an
overriding necessity to stabilize the image of the moving stimulus.

4.2.3 Induced visual motion in several directions simultaneously — Visual motion has been
reported to be induced by stimuli moving simultaneously in two directions. For instance,
Nakayama and Tyler (1978) reported that a pair of parallel lines pulsing in and out in opposite
directions induced an apparent pulsation of a pair of stationary lines placed between them. How-
ever, the apparent velocity of this induced motion was only about 0.1°/s and the effect may have
been an oculocentric effect akin to the figural aftereffects. But in any case, the exocentric theory
of induced visual motion can account for induced visual motion in more than one direction. For
instance, an outwardly expanding textured surface induces forward linear vection (Anderson and
Braunstein, 1985). Ohmi and Howard (1988) found that forward linear vection induced by a
looming display, and the accompanying induced visual motion of a superimposed stationary
display occurred only if the looming display appeared more distant than the stationary display.
According to the oculocentric theory of induced visual motion, the depth order of the two
displays should not matter. A theory of induced visual motion based on the inhibition OKN

cannot account for induced visual motion produced by looming displays, since such displays do
not invoke OKN.

It is possible that there is a headcentric component to induced visual motion under certain
circumstances, such as when a visual display is accelerating or becoming more eccentric. But the
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above evidence strongly suggests that the major part of induced visual motion induced by large
moving fields under steady conditions is exocentric and is a simple consequence of vection.
Visual motion induced under these circumstances can be 100% of the velocity of the inducing
field. Furthermore, visual motion may be induced in a stationary display that fills the visual field
if the display is perceived as a foreground in front of a large moving background.
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TABLE 1.- FRAMES OF REFERENCE FOR VISUAL SPATIAL JUDGMENTS. RF IS
SHORT FOR REFERENCE FRAME AND O IS SHORT FOR STIMULUS OBJECT

TYPE
EGOCENTRIC
O and RF internal
PROPRIOCEPTIVE

EGOCENTRIC
O external, RF internal

OCULOCENTRIC
HEADCENTRIC

BODYCENTRIC
(Body not in view)

BODYCENTRIC
(Body in view)

EXOCENTRIC
O internal, RF external

EXOCENTRIC
O and RF external

SINGLE POINT OR LINE
VISUAL OBJECTS
MULTISENSORY
INTERSENSORY

HETEROCENTRIC
RF internal-external

GEOGRAPHICAL
GRAVITATIONAL

SENSORY COMPONENTS

Sense of position of body parts

Retinal local sign (plus stereo vision)
Eye position + local sign
Neck + eye position + local sign

Relative local sign

Sensed body part and external reference

No exocentric judgments possible
Relative local sign
One object detected by two senses

Visual and non-visual objects compared

Object-to-self plus landmark
Object-to-self plus gravity
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EXAMPLES

Point to the toe

Fixate an object, Place a line on a retinal meridian
Place an object in the median plane of the head

Align a stick to the unseen toe. Place object to left of body

Align a stick to the seen toe

Align the arm with gravity. Point North

Place object A East of object B. Align three objects
Associate the sight and sound of object

Set a line vertical. Point a line to an unseen sound

Judge that an object is East of the self

Judge that an object is above the head



a. Vertcal yaw

—

e. Vertical roll f. Horizontal roll

Figure 1.— The set of postures and vection axes use by Howard, Cheung and Landolt (1987) to
study vection and illusory body tilt. The subject is seen through the open door of the 3m
diameter sphere which could be rotated about either the vertical or horizontal axis. The subject
was supported in different postures by air cushions and straps (not shown) so as to produce
the six possible combinations of vection axis (yaw, pitch and roll) and gravitational orientation
of the axis.
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Surround display

Figure 2.— A diagrammatic representation of the displays use by Howard, Simpson and Landolt
(1987) to study the interaction between central-peripheral and far-near placement of two
displays in generating circularvection. The two displays could be moved in the same or in
opposite directions, or one of them could be stationary or blacked out.

10r
| B Near

0.8 {1 Coplanar
- B Far

0.6
0.4

0.2

Mean Vection Rating

Same Opposite Centre Centre Surround Surround
Motion Motion Still Black Still Black

Figure 3.— Mean vection ratings of nine subjects plotted as a function of the relative depth between
the central and peripheral parts of the display and the type of display. A vection rating of 1.0
signifies full vection in a direction opposite to the motion of the display. When the two parts of
the display moved in opposite directions, the motion of the peripheral part was taken a
reference. The error bars are standard errors of the mean.
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COMMENTS ON TALK BY IAN HOWARD

Thomas Heckmann
Human Performance Laboratory
Institute for Space and Terrestrial Science
York University, North York, Ontario, Canada M3J 1P3

Robert B. Post
Department of Psychology
University of California, Davis, CA 95616

Induced visual motion is the name assigned a group of phenomena which can be described
with more or less the same words: "illusory motion of stationary contours opposite the direction of
moving ones." As Dr. Howard has pointed out, it is possible that oculocentric, headcentric and
exocentric mechanisms generate experiences which may be described by the words "induced
visual motion." We have found Dr. Howard's framework very helpful in organizing our thoughts
about the multiple sources of these apparently similar phenomena. We also accept that some forms
of induced visual motion may depend on vection and cannot be explained by suppression of
nystagmus (e.g., phenomenal tilt of a stationary stimulus during roll vection induced by a con-
toured disc rotating in a frontal plane). We are less certain than Dr. Howard, however, that there
is only one mechanism for induced visual motion.

In Dr. Howard's study, phenomenal motion of a stationary display which was positioned
in front of a moving display occurred only when there was vection. We have reliably obtained
induced visual motion of small fixation targets in the complete absence of vection (Post and
Heckmann, 1987; Post and Chaderjian, 1988; Heckmann and Post, 1988). Dr. Howard would
likely explain this finding with his statement that "...visual consequences of vestibular stimulation
have a lower threshold than sensations of bodily motion." We agree wholeheartedly: optokinetic
afternystagmus (OKAN), which is a good indicator of the vestibular effects of visual stimulation,
has been found at moving-contour velocities too low to elicit vection (Koenig, Dichgans and
Schmucker, 1982). We have also reliably obtained OKAN after exposure to a moving-contour
stimulus which elicits no vection (Heckmann and Post, 1988). In fact, induced visual motion may
be elicited by a single moving dot stimulus (Post and Chaderjian, 1988) which is not capable of
producing vection.

If induced visual motion occurs because a perceptually registered voluntary signal for fixa-
tion opposes an unregistered involuntary signal for optokinetic nystagmus, then the illusion should
reflect known dynamic properties of the optokinetic system. That is, the magnitude of induced
visual motion will be proportional to the nystagmus signal being opposed. Induced visual motion
should therefore vary across stimulation in the same way that nystagmus varies, but have the
opposite directional sign. Our efforts to disconftrm this prediction have so far failed. Induced
visual motion is correlated with OKAN of opposite directional sign across variations in stimulus
illuminance and velocity (Post, 1986). The magnitude of induced visual motion increases along
with the slow-phase velocity of OKAN with increasing stimulus duration. The illusion also decays
and reverses direction along with OKAN after stimulus termination. Further, both responses show
an increased tendency to reverse direction following stimulation in the presence of a fixation target
rather than after stimulation without fixation (Heckmann and Post, 1988).




Induced visual motion is not the only motion illusion involving visual fixation of moving or
stationary targets which can potentially be explained by interaction of voluntary and involuntary
eye-movement signals. These illusions include autokinesis, the Aubert-Fleischel effect, the
Filehne Illusion, and several others (Post and Leibowitz, 1985). Induced visual motion, however,
provides a particularly good model for testing the eye-movement hypothesis, since a good deal is
known about the dynamics of visually induced involuntary eye movements. We have not been so
much interested in "championing" a particular explanation of induced visual motion, therefore, as
we have been to test the existence and applicability of a particular mechanism. Of course, since we
are using a well-known illusion as our model, we must also explore the applicability of alternative
explanations of induced visual motion to our results.

With further reference to the origin of induced visual motion in vection, therefore, we
recently reported a dissociation between the two illusions (Post and Heckmann, 1987). Briefly,
fixation of a target located 10° left of the midline during exposure to rightward-moving background
contours reliably increased the magnitude of induced visual motion. This finding is consistent with
the idea that extra voluntary efference is needed to maintain a leftward as compared to a straight-
ahead gaze during rightward motion of background contours. Vection, however, was reduced
when a fixation target was made available, and further reduced when the target was placed 10° left
of the midline. We emphasize that this dissociation does not reject the idea that some form of

induced visual motion originates with vection, only the idea that all of induced visual motion origi-
nates with vection.
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DISTORTIONS IN MEMORY FOR VISUAL DISPLAYS

Barbara Tversky
Stanford University
Stanford, California

ABSTRACT

Systematic errors in perception and memory present a challenge to theories of perception and
memory and to applied psychologists interested in overcoming them as well. The present paper
reviews a number of systematic errors in memory for maps and graphs, and accounts for them by
an analysis of the perceptual processing presumed to occur in comprehension of maps and graphs.

Visual stimuli, like verbal stimuli, are organized in comprehension and memory. For visual
stimuli, the organization is a consequence of perceptual processing, which is bottom-up or data-
driven in its earlier stages, but top-down and affected by conceptual knowledge later on. Segrega-
tion of figure from ground is an early process, and figure recognition later; for both, symmetry is a
rapidly detected and ecologically valid cue. Once isolated, figures are organized relative to one
another and relative to a frame of reference. Both perceptual (e.g., salience) and conceptual factors
(e.g., significance) seem likely to affect selection of a reference frame.

Consistent with the analysis, subjects perceived and remembered curves in graphs and rivers in
maps as more symmetric than they actually were. Symmetry, useful for detecting and recognizing
figures, distorts map and graph figures alike. Top-down processes also seem to operate in that
calling attention to the symmetry vs. asymmetry of a slightly asymmetric curve yielded memory
errors in the direction of the description. Conceptual frame of reference effects were demonstrated
in memory for lines embedded in graphs. In earlier work, the orientation of map figures was dis-
torted in memory toward horizontal or vertical. In recent work, graph lines, but not map lines,
were remembered as closer to an imaginary 45° line than they had been. Reference frames are
determined by both perceptual and conceptual factors, leading to selection of the canonical axes as
a reference frame in maps, but selection of the imaginary 45° line as a reference frame in graphs.

DISTORTIONS

With the best of intentions, scientists, newspaper editors, and textbook authors select graphic
displays to present their ideas more clearly and more vividly to their readers. Nevertheless, some
of the effects are not only unintended, but unwanted. For example, in figure 1, presumably the
striping on the bars was selected to differentiate the bars, not to instantiate the herringbone illusion,
where straight lines are perceived as tilted (this example comes from Schultz, 1961 through
Kruskal, 1982). In figure 2 (from the business section of the August 2, 1987, New York Times),
the graphic artist wanted to contrast two related sets of numbers, the debt and the debt service ratio,
year by year. Idon't think that the graphic artist intended to create a figure with such a strong ten-
dency to reverse that it makes it difficult to focus on any one section of the graph. Figure 3 takes
us from the realm of perceptual illusions to experiments in judgment by Cleveland, Diaconis, and
McGill (1982). These statisticians asked knowledgeable subjects to estimate correlations from
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scatter plots and found that higher estimates were given when the point cloud was smaller (or the
frame larger). Figure 4, popularized by Tufte (1983) and reprinted by Wainer (1980), is taken
from the Washington Post of October 25, 1978. Here, the graphic artist probably thought it would
be clever to represent the metaphor of the diminishing dollar quite literally. However, only the
length of the dollar represents the decline of purchasing power, not the area, yet it is the area that is
picked up by the human observer. So, although the Carter dollar purchases a bit less than half of
the Eisenhower dollar, the Carter dollar looks less than a quarter of the area of the Eisenhower
dollar.

The next example of distorted perception brings me to research in my laboratory. Let me first
tell you about a number of different phenomena we have studied, and then I will try to account for
them in an analysis of perceptual organization, where both perceptual and conceptual factors are
operative. First, I will discuss examples of perceptual factors. Jennifer Freyd and I (1984) asked
subjects to look at figures like that at the top of figure 5, and then decide whether it was more sim-
ilar to a slightly more symmetric figure or to an equally different, but slightly less symmetric, fig-
ure. When we selected nearly symmetric figures like that one, subjects nearly always chose the
more symmetric alternative as the more similar. What's more, when subjects were asked to select
which of the bottom figures was identical to the top figure, subjects were faster to select the identi-
cal figure when the alternative figure was less symmetric than the original (as in fig. 5) than when
it was more symmetric than the original. These effects obtained for nearly symmetric figures, but
not less symmetric ones. That was rather complicated, but these experiments, and others like them
(see Riley, 1962, and Freyd and Tversky, 1984, for reviews) suggest that there is a symmetry bias
in perception. Not only do viewers rapidly detect symmetry, but they also perceive nearly
symmetric figures as more symmetric than they are. That is, small deviations from symmetry are
overlooked. Human faces, for example, are rarely perfectly symmetric, though we think of them
as such. The outer men in figure 6 (taken from Neville, 1977, p. 335), for example, are actually
the same man at the same time. The two outer pictures were constructed by taking the right and left
halves of the actual face in the center, and reproducing them in mirror image. Itis only by seeing

how different the two constructed symmetric faces are that we become aware of the asymmetry of
the original face.

Diane Schiano and I (1987 manuscript, "Distortions memory for graphs and maps") looked for
and found distortions toward symmetry in memory for maps and graphs. We presented maps or
graphs like those in figure 7 to different groups of subjects. Sometimes, the subjects were asked
to sketch the curves of the graphs or the rivers of the maps, and other times, they were asked
questions about the content of the maps or graphs. This was done to induce a natural comprehen-
sion attitude toward the figures, and to prevent subjects from simply memorizing line shapes. We
then asked judges who knew nothing about the hypotheses to rate whether the drawn curves and
rivers were more or less symmetric than the original ones. The remembered curves, whether in
maps or graphs, were judged more symmetric than the originals. These errors in the direction of
symmetry, however, apparently occur in perception, not in memory. We asked another group of
subjects to copy the curves, and the copied curves were also judged to be more symmetric than the
originals, and to the same degree. The first effect to be accounted for, then, is a tendency to per-
ceive nearly symmetric figures as more symmetric than they actually are.

For the next two effects, I turn to maps. In figure 8 are two maps of the world; which one is
correct? If you are like the subjects I have run, most of you will pick the bottom one; that is, the
incorrect one. Let me give you another chance. In figure 9 are two maps of the Americas; my
apologies to Central America, which was excised not because of the political situation, but for

12-2



visual reasons. Again, which map is the correct one? And again, I will predict that most of you
will prefer the left, incorrect, one. Why do the incorrect maps look better? Basically, because the
incorrect ones are more aligned. In the incorrect map of the world, the U.S. and Europe and South
America and Africa are more aligned than they are in true map. And in the incorrect map of the
Americas, North and South America are more aligned. I found memory errors in the direction of
greater alignment for these maps, for directions between major cities on them, for artificial maps,
and for visual blobs (Tversky, 1981). Others have found similar results (e.g., Byrne, 1979).

The second prevalent error I have found in maps I termed rotation. 1 asked a group of subjects
to place a cut-out of South America in a frame where the canonical directions, north-south and east-
west, corresponded, as usual, to the vertical and horizontal sides of the frame (fig. 10). Although
the actual orientation is on the right, most of the subjects uprighted South America to the angle of
the left-hand figure, or even more so. Not only South America is perceived as tilted. Those of
you who live in the Bay Area, or who arrived from the San Francisco airport may think that you
drove southwest to Monterey. Most of my local respondents made mistakes like that; for example,
thinking that Berkeley is east of Stanford and Santa Cruz is west of Palo Alto. Not so, as this true
map of the area shows (fig. 11). Just as for alignment, I have found memory errors of rotation
toward the axes for real map figures, for directions between cities on them, for roads, for artificial
maps, and for visual blobs (Tversky, 1981). Unlike the symmetry distortion, the distortions pro-
duced by alignment and rotation are stronger in memory than in perception; that is, small tenden-
cies toward alignment and rotation appeared in a copy task, but much greater errors appeared in a
memory task.

Until now, we have demonstrated that there is a bias toward symmetry in both maps and
graphs that appears in perception and is preserved in memory. I have also demonstrated, primarily
in maps, biases toward alignment with other figures and rotation to a vertical/horizontal frame of
reference that appear slightly in perception and stronger in memory. Now is the time to start to
account for these systematic errors by an analysis of perceptual organization, or more specifically,
by the effects of perceptual factors in perceptual organization (fig. 12). One of the earliest forms of
spatial organization is distinguishing figures from grounds. Because figures are more likely to
have symmetry, closure, and other, similar properties than backgrounds, these are valuable cues to
figureness (e.g., Hochberg, 1978; Koffka, 1935; Kohler, 1929; Wertheimer, 1958). Symmetry,
or near-symmetry, is rapidly and easily detected (e.g., Barlow and Reeves, 1979; Chipman and
Mendelson, 1979; Carmody, Nodine, and Locher, 1977; Corballis, 1976). Thus, because of its
usefulness in figure discrimination, symmetry seems to be rapidly detected and small deviations
from symmetry are overlooked so that nearly symmetric figures are coded and remembered as
more symmetric than they really are. Now for anchoring figures in space. In an empty field, fig-
ures appear to float, a phenomenon well-known to star-gazers, called the autokinetic effect. In
order to perceive and remember the locations of figures, it is useful to anchor them to other figures
and/or to a frame of reference. In fact, given that perceivers and the world are rarely static, this
seems to be the only way to organize the elements of a scene. Although valuable in locating and
orienting figures, anchors pull figures closer to them in memory, yielding systematic errors. Map
bodies and graph curves are figures on backgrounds; they are often nearly symmetric, they appear
sometimes with other figures, and typically appear in a reference frame. Thus, the analysis of
distortion in terms of perceptual organization applies to maps and graphs, and accounts for the
errors of symmetry, alignment, and rotation.

This, briefly, is the perceptual analysis. Now, I'd like to present two cases where, we believe,
conceptual factors enter into the perceptual analysis of maps and graphs and yield further distor-
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tions. This work was also done with Diane Schiano. The first effect brings us back to symmetry.
The graph curves we asked subjects to study were slightly, but noticeably, less than symmetric.
Given that people perceive such curves as more symmetric than they really are, we wondered if we
could weaken or strengthen that belief or perception by an accompanying description of the curve,
and consequently alter people's memory of the curve. Again, we presented a variety of graphs for
subjects to remember, and tested memory either by asking subjects to draw the graphs or to
describe some aspect of the relation depicted by the graph. This time the graphs also included
descriptions of the functions. For the nearly-symmetric curve of interest, half the subjects received
a description emphasizing its symmetry, that is, "Notice that the curve rises smoothly and falls
smoothly.” The other subjects received a description emphasizing its asymmetry, that is, "Notice
that the curve rises sharply and falls slowly.” The curves drawn from memory were given to
judges who were unaware of the experimental conditions. The results were just as expected:

when attention was directed to the symmetry of the curves, remembered curves were drawn more
symmetric than when attention was drawn to the asymmetry of the curve. This result is reminis-

cent of one of the truly classic experiments in psychology, that of Carmichael, Hogan and Walter
(1932).

The second conceptual factor is more subtle, and addresses the issue of what determines the
frame of reference. In the absence of any conceptual or meaningful factors, there are often per-
ceptual factors that provide a frame of reference. The typically horizontal and vertical lines of the
actual frame of a picture are one example (e.g., Howard and Templeton, 1971). For an environ-
ment, the natural vertical plane, up-down, and the two natural horizontal planes, left-right and
front-back, form a reference frame; when this is reduced from two to three dimensions, the front-
back dimension drops out (e.g., Clark, 1973), usually leaving the horizontal and vertical axes of
the picture frame as a reference frame. For maps, there is an additional conceptual factor that is
typically perfectly correlated with the perceptually salient axes, namely the canonical directions,
north-south and east-west. Thus far, the evidence for alignment has come either from maps and
environments, where both perceptual and conceptual factors suggest the horizontal and vertical as a
reference frame, or from visual blobs, where perceptual factors suggest the horizontal and vertical.

Schiano and I wondered if simple straight-line functions at various angles in x-y coordinates
would be anchored to those coordinates, and thus distorted toward them. Of course, the x-y coor-
dinates form a natural reference frame for graph functions, but unlike streets, graphed functions are
rarely perfectly horizontal or vertical. Moreover, there is another reference frame for graphed
lines, the (in this case) implicit 45° line. This is the identity line, where x=y, and as such it pro-
vides a very important reference point for graphed lines. Above it are steep rises, and below it are
shallow ones. The experiments we ran were very similar to the previous graph experiments: there
were critical stimuli and distractors, and the memory task was designed to elicit comprehension of
content, not just remembering the line. The exact same stimuli were presented as maps to another
group of subjects. Subjects were told that the angled lines were paths or short-cuts; they weren't
very convincing maps, as can be seen in figure 13. In contrast to the prior work on maps showing
alignment to the closest axis, horizontal or vertical, the graph lines were remembered as closer to
the imaginary 45° line than they actually were. The map lines showed no systematic distortion,
and differed considerably and significantly from the graph lines. We ran this study again, this time
using dotted graph lines rather than filled ones. Again, graph lines were remembered as closer to
the forty-five degree line, and map lines showed no systematic distortion. This is evidence, we
believe, for conceptual factors that influence selection of frame of reference and thereby affect the
perceptual analysis, representation, and memory of visual displays.
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I have presented a perceptual analysis of figure detection and organization. Both these pro-
cesses can lead to systematic distortions, which were demonstrated in perception and memory of
maps and graphs. Conceptual factors were also shown to affect the perceptual analysis and
encoding of visual scenes, and to also yield errors of memory, the description of symmetry in one
case, and the selection of a frame of reference in the other. The bottom line is "What you see
ISN'T what you get."
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Figure 5.— Figures used by Freyd and Tversky (1984).
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Figure 6.— Face taken from Neville (1977). The left and right faces were constructed by taking the
left and right halves of the original photograph and reproducing them in mirror image, produc-
ing faces that are symmetric, unlike the original.
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Figure 7.— Map curve used by Tversky and Schiano (1987 manuscript).
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Figure 8.— World map stimuli used by Tversky (1981). Subjects incorrectly prefer the lower map,
in which the U. S. and Europe, and South America and Africa are more aligned.
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Figure 9.— Map of the Americas used by Tversky (1981). Subjects prefer the incorrect left one.
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Figure 10.— The correct orientation of South America is on the right, but subjects typically upright
it, as in the example on the left (from Tversky, 1981).
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ABSTRACT

Helmet-mounted displays of infrared imagery (forward-looking infrared (FLIR)) allow
helicopter pilots to perform low-level missions at night and in low visibility. However, pilots
experience high visual and cognitive workload during these missions, and their performance capa-
bilities may be reduced. Human factors problems inherent in existing systems stem from three
primary sources: (1) the nature of thermal imagery, (2) the characteristics of specific FLIR sys-
tem-, and (3) the difficulty of using a FLIR system for flying and/or visually acquiring and
tracking objects in the environment. The pilot night vision system (PNVS) in the Apache AH-64
provides a monochrome, 30° by 40° helmet-mounted display of infrared imagery. Thermal
imagery is inferior to television imagery in both resolution and contrast ratio. Gray shades repre-
sent temperatures differences rather than brightness variability, and images undergo significant
changes over time. The limited field of view, displacement of the sensor from the pilot's eye
position, and monocular presentation of a bright FLIR image (while the other eye remains dark-
adapted) are all potential sources of disorientation, limitations in depth and distance estimation,
sensations of apparent motion, and difficulties in target and obstacle detection. Insufficient infor-
mation about human perceptual and performance limitations restrains the ability of human factors
specialists to provide significantly improved specifications, training programs, or alternative
designs. Additional research is required to determine the most critical problem areas and to pro-
pose solutions that consider the human as well as the development of technology.

INTRODUCTION

In most civil and military operations, helicopter pilots rely on visual cues to maintain situa-
tional awareness (e.g., estimate the orientation, altitude, speed, and direction of their vehicle; the
location of hazards in the environment; and their geographical location). Maintaining visual contact
with the environment is particularly important (and difficult) in nap-of-the-earth (NOE) flight,
where pilots fly at altitudes between 10 and 30 ft, navigating in and among trees, hills, and build-
ings. During NOE flight, pilots must keep their eyes "out of the cockpit,” rather than focused on
displays within the cockpit. There is little margin for error. Existing electronic display systems
do not provide adequately detailed information for visual flightpath control, and guidance algo-
rithms do not yet exist for automatic NOE flight.
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At night and in low visibility, the problem is more severe. Sufficient visual information
about the environment is not available for pilots to navigate safely or identify relevant objects. For
this reason, light-intensifying goggles and helmet-mounted displays of infrared imagery have been
developed. This paper will focus on the unique visual environment created by the latter, as helmet-
mounted displays of infrared imagery (alone or in combination with other sources of visual infor-
mation) are integral to the design of many advanced helicopters.

Forward-looking infrared (FLIR) systems provide pilots with a monochromatic video
image of the outside scene constructed from thermal differences among environmental features.
Computer-generated flight symbology may be superimposed on the helmet-mounted display of
FLIR imagery. Current FLIR pilot night vision systems (PNVS) can be used at night, in total
darkness, or during the day, to allow pilots to "see" through blowing dust, smog, smoke, or con-
cealing foliage.

The FLIR systems used in the Cobra AH-1S and the Apache AH-64 are turret-mounted on
the nose of the helicopter. Their movement is slaved to the position of the pilot's helmet, allowing
the pilot to move the 30° (vertical) by 40° (horizontal) instantaneous field of view (FOV) through a
"field of regard" of £90° in azimuth and 65° in elevation (from +20° to -45°) (fig. 1). The infrared
sensor consists of an array of 180 detectors which provides 360 lines of resolution. This informa-
tion is transformed into a 875-line video image which is displayed on a 1.92-cm combining lens (a
monocle) mounted on the helmet immediately in front of the pilot's right eye. (fig. 2)

Given the integral role such systems are playing in advanced rotorcraft, it is surprising how
little is known about human factors problems which are related to the use of these complex and
highly demanding systems. The problems may be divided into three categories: (1) the unique
nature of infrared images, (2) specific characteristics of the PNVS, and (3) problems related to the
task of flying a helicopter at low altitudes in low-visibility conditions. This paper will focus on the
most critical problem areas and evaluate their effects on pilot perception and performance.

CHARACTERISTICS OF THERMAL IMAGES

Thermal images are a visible representation of radiation in the infrared band (8-14 pm in
the PNVS). Thermal radiation is detected by an array of 180 detectors, in current-technology sys-
tems, which can create a visual display with approximately 360 lines of horizontal resolution. The
output of each detector is preamplified, entered into a scan converter, transformed into a video
image, and displayed on a combining lens mounted on the pilot's helmet.

The temperature of an object depends on the properties of its component materials and on
its exposure to natural or artificial sources of heat. Its "thermal signature” depends primarily on its
heat-emitting characteristics. The quality of a thermal image depends on the thermal signatures of
terrain features and objects; the presence of thermal variability in the environment and atmospheric
conditions (e.g., ambient temperatures, moisture, dust, and haze); and the sensitivity and size of
the detectors. Current systems have a limited bandwidth which acts as a low-pass filter, effectively
limiting the detail with which objects can be depicted.

Since FLIR images are transformed into video images and displayed on a cathode ray tube
(CRT), they inherently suffer from all of the shortcomings of video imagery (e.g., limited
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resolution, restricted contrast sensitivity, and dynamic brightness range). In addition, they are
displayed monochromatically and provide a two-dimensional representation of the three-
dimensional world. In comparison to video images, the display provided by the PNVS is also
subject to the specific properties of FLIR technology and the unique characteristics of the thermal
(as compared to the visual) properties of objects in the environment. Figure 3 depicts an example
of a FLIR image with superimposed symbology.

The meaning of "bright" and "dark" in the thermal image is not necessarily equivalent to
light and shade in the optical sense. An object may emit little heat because it is shaded, or for a
variety of other reasons related to the nature of the material and its "thermal history" (Lloyd, 1975).
Thus, in a given image, there may be "shades" which are partly equivalent to real optical shades, or
there may be no shading whatsoever. The human eye has been trained to interpret dark spots as
shaded areas. These are usually perceived as low spots or valleys in the terrain. Thus, pilots may
try (inappropriately) to impose the same perceptual rules on thermal images. Furthermore, the
brightness of a displayed object does not provide accurate range information because objects which
emit high thermal energy may appear to be closer than they really are. Such misinterpretations of
the terrain structure may have severe consequences for helicopter flight at very low altitudes.

The relative temperature of an object changes because of ambient temperature, internal heat
production, and its heat-emitting characteristics. Thus, its infrared signature may change dynami-
cally over time. Further, when the temperature of the "foreground” and "background" are near the
same value (e.g., the "crossover" point) an object may disappear from the visual display. For
example, a truck on a snow-covered field would be quite visible while its engine is running, but
virtually invisible after sitting with its engine off for several hours. There are relatively predictable
periods during each day when the temperatures of specific substances are very nearly equal. For
example, water and vegetation may have two crossover points each day, under some conditions
(fig. 4). When crossover occurs, the ability of a FLIR system to discriminate is severely
degraded. The net result is very poor image quality (Berry et al., 1984).

During the day or soon after sunset, there may be high thermal contrasts, depending on the
terrain and on atmospheric conditions. When this occurs, there are wide temperature gradients,
which generate clear and highly detailed images. Later in the night, thermal contrasts gradually
diminish and images become less detailed. In addition, the effect of solar thermal radiation on the
temperatures of different substances varies and elements of terrain features may cool at different
rates during the night. For example, leaves cool more rapidly than branches. Thus, late at night
trees may look as if they have shed their leaves because their temperature approaches that of the
ambient air temperature. It may be quite confusing for a pilot to pass a grove of fully-leaved trees
on the way to a mission and a grove of apparently dormant trees on the way back.

On the other hand, because of the chemical processes, leaves may emit their own heat.
Thus, when the polarity of the system is set so that dark shades represent cooler objects, leaves are
very bright in contrast to their dark appearance in optical images. These "blonde" trees seem to
merge into the background, making it difficult for pilots to spot them from a distance. Such
dynamic changes require pilots to use complex rules of thumb to interpret visual images, yet accu-
rate evaluations are critical for pilots flying below treetop level.

Urban areas generate and accumulate considerable heat during the day, but, as they cool

during the night, temperatures tend to equalize. This can make it virtually impossible for a pilot to
identify a specific object (such as a high building) which would stand out in an optical image.
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Human-made sources of thermal radiation, such as engines, fires, and friction, provide
small, but significant, sources of infrared radiation. An operating truck, for example, might have a
hot spot near the location of the engine and another near the wheels. Thus, the thermal "signature”
of the truck is quite different from its optical image. Furthermore, if the truck remains stationary,
with its engine off, it may become difficult to discriminate from the surrounding terrain. The
changing visual appearance of human-made objects presents a particularly critical problem for mil-
itary pilots performing target identification and tracking.

Because infrared detectors are sensitive to relative rather than to absolute temperatures, and
because most FLIR sensors scan horizontally (parallel to the horizon), the horizon may blend with
the ground and sky (Bohm, 1985). The absence of a clear horizon line may have a detrimental
effect on spatial orientation and altitude estimation.

Display Polarity

Pilots may elect to assign either light or dark values to "hot" objects in the environment.
Depending on the circumstances, they may alternate between the two polarities, selecting the one
that provides the clearest image. Unlike the difficulties that people encounter in interpreting nega-
tives of optical images, pilots can often improve their ability to recognize objects and interpret ter-
rain features by switching the polarity of the FLIR display. For example, the sky is usually per-
ceived as a bright area in an optical image, and it is always colder than the terrain. Thus, when
the polarity is set to white-cold, the sky will appear to be bright. However, this will coincidentally
result in some shaded areas also appearing as bright areas, in contrast to everyday experience.
Thus, under a specific set of circumstances, one polarity might provide the most interpretable
image for targeting or geographical orientation, while the other might be optimal for pilotage.

Gain and Level

The visual display may, at any given moment, present only a sample of the dynamic tem-
perature range. "Gain" and "level” controls allow the pilot to select the desired range of displayed
temperatures. A specific combination of gain and level may or may not be optimal for a particular
task. For example, if gain and level are set to be very sensitive to temperature variations within hot
target areas, an insufficient number of gray shades might be available to provide a detailed image of
the general scene. Some advanced systems offer automatic control over gain and/or level, to pro-
vide an optimal presentation of the average range of temperatures, without requiring the pilot to
make control adjustments. This solution, while intended to reduce pilot workload, may be subop-
timal for detecting a specific object in a given setting.

In summary, thermal images have some unique characteristics that result from the nature of
infrared radiation. Human perceptual skills, which provide efficient tools for interpreting the
"optical world,” may be misleading when applied to thermal images. Research is necessary to
(1) determine how the unique characteristics of infrared imagery interact with various aspects of
human performance, (2) define the skills that are necessary to use FLIR displays of thermal
images, and (3) establish how such skills should be acquired.
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SPECIFIC CHARACTERISTICS OF THE PNVS

In addition to the inherent characteristics of infrared imagery, many of the human factors
problems identified in current systems are related to specific components and design limitations of
the PNVS itself.

Sensor Location

In the Apache, the FLIR sensor is mounted 3.5 m in front and 1.2 m below the pilot's eye
position, creating a displaced eyepoint (fig. 5). Thus, objects within the field of regard of the
sensor may be physically closer to the sensor than they are to the pilots' natural visual reference
(his eyes) (Berry et al., 1984). During training, pilots must learn to adapt to a different visual ref-
erence point and adopt slightly different rules of thumb for estimating range and altitude using the
PNVS display. In addition, objects abeam the sensor (which are no longer visible on the monocle)
might not have passed the pilot's natural visual reference point, creating the possibility of confu-
sion if the object is also visible to the pilots' unaided eye (fig. 6).

Since the sensor is located closer to the ground than are the pilots' eyes, available visual
motion cues indicate slightly higher apparent velocities than pilots would estimate with direct
vision. Again, during training, they must learn new rules of thumb to estimate their speed using
the PNVS display. The displaced eyepoint creates motion parallax problems which are particularly
severe when large viewing azimuths are encountered.

Sensor Movement

In the Apache, the FLIR sensor responds to pilot head movements, moving at a rate of
approximately 150°/sec. However, the slight delay between movement of the helmet and move-
ment of the sensor can contribute to motion parallax problems. Although pilots learn to limit the
frequency and velocity of their head movements to reduce such problems, certain tasks may require
both rapid and frequent changes in the orientation of the sensor to a specific location or object
within the FOV of the sensor.

Helmet-Mounted Display Unit

In the Honeywell Integrated Helmet and Display Sighting System (IHADSS) used in the
Apache and the Cobra "surrogate trainer” (where some pilots are familiarized with the system),
infrared imagery is displayed as a rectangular area on a combiner lens incorporated into the helmet-
mounted display unit (HDU). The lens is a semitransparent viewing screen that filters light in the
red and blue range and reflects the composite video image presented in the green wavelength. The
back of the lens is chemically coated to reduce glare, transmitting 50% of the light incident upon it.
The lens reflects 80% of the green light rays that exit the HDU toward the pilot's eye. The end
result of the filtering, magnifying, collimating, and reflecting processes is a two-dimensional,

monochromatic, monocular display with a maximum of 125-150 ft-L of brightness (Berry et al.,
1984).

13-5



Field of View

The image presented to the pilot by the PNVS/IHADSS represents a rectangular FOV of
30° by 40°. The pilot views an image which is equivalent to a 7-ft television screen viewed from a
distance of 10 ft (Berry et al., 1984). This relatively narrow FOV eliminates peripheral informa-
tion that is critical for visual flightpath control. In visual flight, pilots depend on peripheral motion
cues to estimate speed and orientation and to develop a sense of object's structure from visual
motion cues. In addition, pilots must maintain their awareness of significant terrain features, the
position and identity of stationary objects, and the projected course of moving vehicles that sur-
round them for navigation, tactical decision-making, and obstacle avoidance. However, the field
of regard of the sensor limits pilots' abilities to maintain visual contact with objects that are located
beside or behind their vehicle.

Surprisingly, little empirical information is available about pilots' FOV requirements for
pilotage, navigation, and target acquisition or their performance capabilities with different FOV.
Furthermore, the FOV requirements for a helmet-mounted PNVS are even less well-known. A
pilot may be faced with the requirement to fly the vehicle while visually tracking a target moving
off-axis to the direction of flight using the same helmet-mounted display as the primary source of
visual information for both tasks.

Considerable effort is being devoted to providing a wider FOV in more advanced systems
(up to 60° or 90°) or providing different sensitivity for the foveal and peripheral elements of such a
display. However, it is not clear whether the additional cost will be justified by an improvement in
performance. Even a 90° FOV does not provide all of the peripheral cues available to the unaided
eye in good visibility. Furthermore, if the FOV is increased without also improving the resolution
of the display, the result may be a wide, but inadequately resolved, view of the terrain.

Display Resolution

Pilots have identified display resolution as one of the most critical problems in existing
systems (Bennett and Hart, 1987), although the IHADSS provides 875 lines of display resolution.
To some extent, the appearance of inadequate display resolution could reflect the fact that the image
is presented in close proximity to the pilot's eye. For example, the panel-mounted PNVS display
has the same resolution as the helmet-mounted version, but it is viewed from a greater distance.
This creates the impression of better resolution.

In fact, the apparent limitations in display resolution reflect the capabilities of the entire
system, rather than the quality of the display alone. The effective resolution of the PNVS is less
than 360 horizontal scan lines. Thus, in a 30° vertical FOV each scan line covers 5-6 min of visual
angle, as compared to the resolving power of the human eye of about 1 min of arc. This is a sub-
stantial limitation in the level of detail that is available for prcscntation by the display system. For
example, pilots report having great dlfﬁculty in dctectmg wires or other small targets, unless their
thermal contrast with the surrounding environment is very high.
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Display Contrast

Advanced infrared detectors are capable of detecting temperature differences of approxi-
mately 0.3°C (Haidn, 1985). And a high-quality CRT can display at least 64 shades of gray.
However, the PNVS provides only 10 shades of gray (ranging from bright to dark) to represent
temperature differences in the environment (Tucker, 1984). This limitation severely restricts the
level of detail that can be displayed at any one time and may interact with other limitations (e.g.,
limited resolution) to produce an unacceptable image quality.

Furthermore, specific gain and level selections, which are intended to enhance contrast in
one region of the total range, might limit detail in another. For example, if the system is set to
provide maximum contrast between the extremes, discriminations in the midrange will be limited.
Conversely, when the display is optimized to provide fine discriminations in the midrange, extreme
thermal signatures may not be discriminable. Because of the restricted number of gray shades
provided to depict an image, the tolerance for inappropriate gain and level settings is very limited.

Monocular Presentation

At night, the image presented by the PNVS/IHADSS effectively limits peripheral vision in
the right eye, because the display is so bright in comparison to the environment. However, a full
monocular FOV is still available to the unaided left eye (although visible cues may be limited on a
dark night). Certain details and distance judgments may be obtained more accurately with the
unaided (left) eye than with the aided (right) eye. Thus, pilots must rely on both sources of visual
information. However, under most circumstances, the same object viewed by both eyes cannot be
merged into a coherent binocular image, because of the differences in brightness, perceived size,
and perceived location (resulting from the displaced eyepoint of the sensor.) To make matters
worse, the right eye may be adapted to the bright image provided by the PNVS/THADSS system,
while the left eye might be dark-adapted to the environment. The problem of motion parallax cre-
ated by the displaced eyepoint provided by the sensor location is particularly great in good visibility
(where the unaided eye receives a clear image).

In practice, the use of available visual cues to augment information provided by the sensor
may create more of a handicap than a help, because of competition between images presented to the
two eyes (binocular rivalry). One consequence of binocular rivalry is that the information available
in one eye, by competing for pilot's visual attention, may partially or completely suppress infor-
mation available to the other eye. Furthermore, since pilots are trained to use both eyes when fly-
ing with a PNVS, they must learn how to process disparate visual cues, or shift their attention
between their right eye (to use the PNVS) and left eye (to view the terrain or panel instruments.)
To some extent, the focus of visual attention is under the pilot's conscious control. However,
pilots report increasing difficulty in controlling the focus of visual attention as missions progress.
After less than 1 hr of continuous use, some pilots report they must close one eye (to restore the

visibility of information in the other eye) or exert significant attentional effort (Bennett and Hart,
1987).

Shifting visual attention from one eye to the other (without closing the unattended eye) is
difficult to learn, mentally demanding, and visually fatiguing. Operational experience does not
appear to minimize the problem; rather, pilots learn how to minimize its impact on their operational
performance. It is not clear whether specific training programs, developed to aid pilots in
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developing visual-attention-management skills, would be effective in improving pilot's perfor-
mance and in reducing visual fatigue.

Depth Perception

Because information is presented monocularly, all stereoscopic depth cues for objects in the
immediate environment are lost. Additionally, the difference between the apparent size and loca-
tion of objects viewed directly or through the sensor can provide conflicting information about the
distance of objects in the environment (Roscoe, 1987). Although binocular systems have been
proposed by government and industry researchers, the technical problems associated with fusing
information from two sensors to provide a natural binocular image have not been solved adequately
for operational use. Alternatively, the same image could be presented to both eyes—a biocular dis-
play. While this would eliminate the problem of binocular rivalry, it would limit pilots' abilities to
gain peripheral cues outside the cockpit, see instruments inside the cockpit, or maintain at least one
dark-adapted eye. And, it would still not provide stereoscopic information.

Display Magnification

The displayed information is collimated to optical infinity and magnified to represent a 1:1
mapping with respect to the environment. However, the apparent magnification is not perceived as
being 1:1. This creates a problem when precise distance judgments must be made, as during
landing or formation flying. Pilots report that objects appear to be closer when viewed through a
FLIR than they would with the unaided eye, particularly when the FLIR image is very bright
(Bennett and Hart, 1987). Other distance misperceptions may also result from the difference in
light and dark adaptation of the aided and unaided eyes (the Pulfrich effect, see Tyler, 1974) and
from misaccommodation of the eyes (Roscoe, 1985). Pilots have reported that they minimize this
problem by confirming range with their left eye. This forces them to shift their visual attention

back and forth between the aided (light-adapted) and unaided (dark-adapted) eyes (Bennett and
Hart, 1987).

Summary

Current technology systems provide pilots with a wealth of information that would not
otherwise be available at night or in low visibility. Without visual aiding, the range of environ-
ments in which low-level missions could be performed would be severely reduced. However,
many properties of existing systems (e.g., low resolution; the restricted scale of gray shades; and a
limited, monocular field of view) contribute to the creation of images which contain only a small
part of the information that is available through direct vision in. good visibility. Thus, pilots are
deprived of essential information about small obstacles or targets and the detail required to identify
larger objects. The adverse effects of degraded image quality may impose significant workload
and visual fatigue. However, the effects of these factors seem to be relatively unequivocal and
predictable, in comparison with the effects of sensor location, binocular rivalry, and depth percep-
tion. These phenomena may appear in different forms during different flight maneuvers and for
different pilots. Some individuals may even experience exactly the opposite phenomena than
others experience. For example, some pilots tend to overestimate, while others underestimate, size
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and distances. Thus, considerable skill and experience is required for NOE flight with the PNVS,
and even highly trained pilots consider it to be a highly demanding task.

ISSUES RELATED TO HELICOPTER CONTROL

In addition to all of the human factors problems related to the nature of the thermal image
and to the design of the PNVS/IHADSS, one has to bear in mind that the system is installed on a
moving, six-degree-of-freedom platform which is designed to perform a variety of demanding
operational tasks. Some of the most difficult tasks involve NOE flight, off-axis tracking, and
hovering.

To perform each of these tasks well, pilots must learn to distinguish the effects of control
inputs (e.g., changes in the direction, speed, or orientation of the helicopter itself) from the effects
on the visual display of changes in sensor orientation induced by the pilot's head movement. Dis-
orientation can result from a conflict between vestibular cues (based on vehicle motion) and visual
cues (obtained through the sensor). Pilots learn to limit their head movements (to reduce vertigo)
and to time them to achieve a stable direction of gaze before changing their direction of flight (to
reduce spatial disorientation.) They must balance this requirement for limited head movement
against their need to scan the environment (to obtain an acceptable field of regard or to track mov-
ing targets) to compensate for the sensor's narrow FOV.

NOE Flight

In NOE flight, pilots must fly at very low altitudes among natural and human-made terrain
features. Even in good visibility, this presents a challenging task for which there is a very low tol-
erance for error. In reduced visibility, the requirement to perform the same mission using visual
aids (such as the FLIR/PNVS) is even more difficult. In NOE flight, problems associated with the
quality of the visual display, the absence of stereoscopic depth cues, display magnification, and the
offset location of the sensor are particularly pronounced and combine to make rapid and accurate
range estimates, required to avoid natural and human-made obstacles, very difficult. In addition, it
is difficult for pilots to maintain a sense of their general geographical orientation because of the
narrow FOV of the sensor and limitations in its range; their view of the world through which they
are flying is effectively limited to nearby terrain features. Also, the degraded and dynamically
changing quality of the visual representation of objects in the environment make it difficult for
pilots to detect and recognize otherwise familiar objects and terrain features. Finally, the narrow
FOV of the sensor and limitations in the display of surface texture inhibit pilots' abilities to main-
tain visual control of speed, heading, and altitude.

These limitations combine to create a flight envirohment where pilots must fly slower and
higher to maintain acceptable margins for safety. Further, performing this task imposes high

visual and cognitive demands on pilots and is very fatiguing, thereby limiting the duration of mis-
sions and flight hours.
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Hovering

In an inherently unstable vehicle, or without stability and control augmentation systems,
hovering is extremely difficult and performance is worse when visual information is obtained
through a helmet-mounted display (Landis & Aiken, 1982). Even in a relatively stable vehicle,
such as the Apache, visual reference points vary whenever the pilot moves his or her head and
depth cues are difficult to obtain from the monocular display. Because display resolution is lim-
ited, subtle relative motion cues may be difficult to detect. In addition, peripheral visual cues that
provide an important source of motion information with direct vision are limited on the PNVS/
IHADSS. Thus, pilots supplement the sensor imagery with information available to the unaided
eye (to provide the necessary peripheral motion cues) and with information provided by super-
imposed symbology.

Off-axis Tracking

Since the sensor is attached to the helicopter, its orientation and position with respect to the
environment reflect the forward, lateral, and vertical translation and pitch, roll, and yaw of the
vehicle. However, within the boundaries of its range of movement, the azimuth and elevation of
the FLIR sensor is independent of the orientation of the helicopter. Spatial disorientation and
reduced flightpath control performance may occur when pilots look in a different direction than the
vehicle is moving ("off-axis" tracking). Visual motion cues relevant for flightpath control are more
difficult to interpret when they are obtained through a sensor that is oriented off-axis to the direc-
tion of flight (see fig. 6). Peripheral cues (which could integrate the conflicting sources of infor-
mation) are limited by the narrow FOV, thereby intensifying the problem.

Pilots appear to trade off flight-control performance for visual tracking performance; visual
tracking performance is degraded when it is coupled with the requirement to control the vehicle. In
addition, visual tracking of curved vehicle trajectories is degraded (in comparison to straight tra-
jectories) and tracking error is increased as the apparent rate of movement of a target across the
pilot's visual field is increased (by changes in the distance of a target, the rate of movement of the
target, and/or the velocity of the pilot's vehicle) (Bennett et al., this volume).

Pilots report (Bennett and Hart, 1987) that they are able to perform off-axis tracking for
only short periods of time (no more than a few seconds, depending on the flight mode) before they
must return the orientation of the sensor to correspond to the direction of flight. Thus, pilots come
to a hover (when they must visually track a moving target) or they hand a target off to the copilot.
Research is under way at NASA Ames Research Center (Bennett et al., this volume) and else-
where, to quantify the range of human performance limitations in performing off-axis tracking and
to develop display augmentations to improve pilots' performance capabilities.

Superimposed Symbology
Several sources of information are often combined on helmet-mounted displays. In the
Apache AH-64 and the Cobra, computer-generated symbology depicting flight-control information

is superimposed on the sensor imagery and presented on the HDU. This composite display
reduces the need for pilots to look at cockpit instruments during low-level flight.
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Flight-control Symbology- In the Apache, computer-generated graphic and symbolic
information about the vehicle's flight and performance status is provided to improve pilots' abilities
to perform flightpath control. The computer-generated display is visible on the monocle no matter
where the pilot's head points. However, since the symbology is always oriented in the direction of
flight, as it would be in a head-up or panel-mounted display, it may not present the flight-control
symbology in an orientation that is compatible with the direction the pilot is looking (fig. 7).

Up to 14 flight parameters may be displayed to ensure vertical and horizontal orientation.
Different subsets of information are presented for different mission segments (e.g., hover, transi-
tion to hover) (fig. 8). The sensitivity of some elements of the display changes for different tasks
(e.g., sensitivity is increased during hover and for given altitudes). Although such increased sen-
sitivity is essential to allow pilots' to maintain a stable hover, learning how to interpret variations in
the movement of symbolic display indicators is difficult during initial training (Bennett and Hart,
1987).

HDU displays of flight symbology are extremely useful, particularly in NOE flight when
pilots are too busy to look at cockpit instruments. However, perceptual problems may be created
by the interference between the computer-generated symbology (which is always oriented in the
direction the vehicle is moving) and the video display upon which it is superimposed (which is
oriented in the direction the pilot is looking) (see fig. 8 ). Furthermore, movement of the HDU
symbology may induce a perception of apparent motion in the video display.

Pilots learn to ignore the superimposed indicators (when they do not need the information)
to resolve the problem of display clutter. This is analogous to ignoring the dividers between panes
of glass in a multipane window when looking outside—one only "sees" the outside scene. How-
ever, for windows, there is a difference in accommodation between the two sources of informa-
tion, facilitating a difference in attentional focus. For the PNVS/IHADSS, on the other hand, the
optical distance of both visual display elements is the same, increasing the difficulty that pilots have
in focusing on one source of visual information or the other. Pilots report that they tend to look
through the symbology at the outside scene (at the expense of viewing critical flight data) or vice
versa (Bennett and Hart, 1987). When they feel that they do need the information, however, they
include it in their scan. One symbol that remains essential is the diamond that represents the "nose"
of the helicopter. It was added at the request of the first pilots to fly the PNVS to orient them to
their direction of flight regardless of where the sensor was pointing.

Targeting Information- Weapons selection, aiming, and other targeting information can
be superimposed on a display, as well. The Target Acquisition/Designation System (TADS) in the
AH-64 provides FLIR, direct-vision optics, and daylight television display options boresighted to
a common line of sight. The TADS has narrow and wide FOV alternatives and an electronic
"zoom" capability. In the current configuration, the TADS is used by the copilot/gunner. How-
ever, in the environment envisioned for more advanced helicopters, such as the LHX, a single pilot
might be required to use a helmet-mounted PNVS for both primary vehicle control and for
weapons delivery. The visual display might be provided by one sensor or a fused combination of
different sensors. In this situation, it is possible that a pilot might need to look in one direction to
maintain vehicle control and in another to track, acquire, and fire at enemy targets. Command
information might be displayed to tell pilots where to look if an automatic target recognition system
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identified a target in a different direction than they were looking. This could result in a visual
display of superimposed visual information from three different spatial orientations: (1) computer-
generated symbology oriented in the direction of flight, (2) the display of FLIR information ori-
ented in the direction of the pilot's head, and (3) targeting information.

Effects of Vibration

Normally, the human eye is stabilized so as to maintain visual fixation in moving environ-
ments. The vestibular-ocular reflex induces eye movements that oppose those of the head to
maintain a stationary point of regard during voluntary head movements. In vibrating environ-
ments, however, the eye may not be capable of compensating for the high-frequency components.
The detrimental effects of vibration on visual acuity have been well documented (e.g., Griffin,
1977), particularly for panel-mounted displays, where some of the effects of vibration on instru-
ment reading can be compensated for by presenting sufficiently large characters and symbols.

The effects of vibration can be even more severe with helmet-mounted displays, although
the range of vibrations in advanced-technology helicopters has been reduced considerably. The
sensor, which is slaved to the pilot's head movement, cannot discriminate involuntary, vibration-
induced helmet movements from those initiated by the pilot. Relative motion is created between the
image on the head-coupled display and the eye, resulting in retinal blurring, increased errors, and
longer responses. It has been suggested that such "involuntary" head movements might be sensed
by an onboard computer and that this information could be used to provide a stabilized display for
the pilot (Velger, Grunwald & Merhav, 1986). Based on a computer simulation of the vibration
frequencies of helicopters, an adaptive noise-canceling technique has been developed that mini-
mizes the relative motion between viewed images and the eye by shifting displayed images in the
same direction and magnitude as the induced reflexive eye movements. The filter stabilizes the

images in space while still allowing low-frequency, voluntary head motions required for aiming
accuracy.

The Helmet

The IHADSS apparatus is relatively heavy (4 1b), producing discomfort and fatigue. And
most of the weight is in front; counter-balancing weights do not completely eliminate the muscle
fatigue induced by maintaining heads-up attention to the visual scene. In addition, to reduce the
problems associated with involuntary head motion within the helmet, a snug fit is essential, which
may produce "hot spots," further increasing discomfort. However, the pilots' helmets rarely fit
perfectly with the consequence that the position of the monocle, which is attached to the helmet,
may shift in flight. Furthermore, pilots' head movements within an imperfectly fit helmet may not
be directly translated into helmet movements (which actually control the orientation of the sensor),
although this does not present a major problem with current systems.

Crew Size
All contemporary military helicopters have a flight crew of at least two. In attack heli-

copters one crew member is primarily responsible for flying the vehicle, while the other is respon-
sible for navigation, target selection, and weapon control. Recently, the U.S. Army considered the
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possibility of fielding a single-pilot helicopter. If a single pilot was required to perform a typical
Apache mission, he or she would have to simultaneously control the helicopter during demanding
flight maneuvers (e.g., NOE, hover) while detecting, acquiring, and destroying targets. Itis well
established in the motor-control literature that the concurrent performance of any two nonsynchro-
nized motor tasks is extremely demanding and very difficult (e.g., Keele, 1986). Thus, effective
off-axis target tracking seems to be feasible only if manual flightpath control demands are low (as
in high-altitude, straight-and-level flight) or if at least one of the tasks can be automated. Since the
high-threat battlefield environment requires NOE flight, automated flight and hovering systems
may be required to effectively release a single pilot from the control of the platform (to enable the
pilot to accomplish the weapons delivery task), or effective automated target recognition/
acquisition systems will be required to provide the pilot with reserve capacity to perform manual
flightpath control. The successful design of a single-pilot, multipurpose helicopter will rely on the
accumulation of a considerable body of human factors data in the areas of human information pro-
cessing, workload, motor control, perception, and skill acquisition.

Summary

Helmet-mounted pilot night-vision systems do what they are intended to do. They allow
pilots to perform NOE missions at night and under low-visibility conditions. They do so at a con-
siderable cost to the pilots, however, and adequate training can provide only a partial solution.

Current PNVS/IHADSS systems provide pilots with a monocular display of monochrome
video images with limited resolution. The detector is not sensitive to natural variations in shading
in the terrain and provides a narrow FOV from a displaced visual eyepoint. The appearance of
thermal images may deviate substantially from optical images, and it changes with environmental
conditions. The quality of the displayed image is further affected by (1) the existence of thermal
contrasts in the environment; (2) the number of gray shades with which the sensor represents tem-
peratures differences; (3) atmospheric conditions; (4) the selected polarity, gain, and level; and
(5) vibration. Finally, there are additional limitations created by the display system itself (e.g., the
resolution of the CRT and its monocular format).

These and other characteristics of current technology systems combine to provide pilots
with limited visual cues under many circumstances. This, in turn, inhibits their ability to fly as low
or as quickly as they might with optimal visual information. Some of the specific perceptual and
cognitive problems that might contribute to such limitations in performance are (1) binocular rivalry
(due to the monocular mode of presentation); (2) inaccurate range estimation (due to the offset sen-
sor location); (3) loss of peripheral motion cues (due to the narrow FOV); (4) loss of directional
orientation during off-axis tracking; (5) difficulty in identifying objects (due to limited display res-
olution and contrast and the unique properties of thermal images); and (6) loss of geographical ori-
entation (due to the narrow FOV and limitations in the line.of sight created by terrain features that
obscure forward vision during NOE flight). Fatigue, especially visual fatigue, presents a particu-
larly severe problem. And all of the issues discussed above may limit pilots' confidence in their
ability to control their aircraft at low altitudes where misinterpretation of the structure of the terrain
may have severe consequences. Finally, in addition to the operational limitations reported by
experienced pilots, significant problems have been reported during training.

Although alternative designs have been suggested, there is insufficient information about
human perceptual and performance limitations (and their interactions) to provide significantly
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improved specifications, training programs, or alternative designs. Additional research is required
to determine the most critical problem areas and to propose solutions that consider the human as
well as the development of technology. Even though critical human factors problems with night-
vision systems have already been identified, relatively little research is currently being conducted.
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Figure 1.- Diagram of the vertical and horizontal FOV and fields of regard of the FLIR sensor.
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Figure 2.- PNVS helmet-mounted display unit .
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Figure 3.- Thermal display with superimposed flight-control symbology.
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Figure 4.- Temperature distributions of different materials during a 24-hr period ("a" indicates the

occurrence of crossover; "b" the time of day when the temperature differences are greatest)
(Berry et al., 1984).

Figure 5.- Sensor offset.
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Figure 6.- Example of a situation where an object (a tree) seen by the pilot's unaided eye has
passed behind the FOV of the sensor.
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Figure 7.- Stylized example of different spatial orientations for FLIR imagery and superimposed
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SEPARATE VISUAL REPRESENTATIONS FOR PERCEPTION AND
FOR VISUALLY GUIDED BEHAVIOR

Bruce Bridgeman
Department of Psychology
University of California
Santa Cruz, California

SUMMARY

Converging evidence from several sources indicates that two distinct representations of visual
space mediate perception and visually guided behavior, respectively. The two maps of visual
space follow different rules; spatial values in either one can be biased without affecting the other.
Ordinarily the two maps give equivalent responses because both are veridically in register with the
world; special techniques are required to pull them apart. One such technique is saccadic suppres-
sion: small target displacements during saccadic eye movements are not perceived, though the dis-
placements can change eye movements or pointing to the target.

A second way to separate cognitive and motor-oriented maps is with induced motion: a slowly
moving frame will make a fixed target appear to drift in the opposite direction, while motor behav-
ior toward the target is unchanged. The same result occurs with stroboscopic induced motion,
where the frame jumps abruptly and the target seems to jump in the opposite direction.

A third method of separating cognitive and motor maps, requiring no motion of target, back-
ground or eye, is the "Roelofs effect”: a target surrounded by an off-center rectangular frame will
appear to be off-center in the direction opposite the frame. Again the effect influences perception,
but in half of our subjects it does not influence pointing to the target. This experience also reveals
more characteristics of the maps and their interactions with one another—the motor map apparently
has little or no memory, and must be fed from the biased cognitive map if an enforced delay occurs
between stimulus presentation and motor response.

In designing spatial displays, the results mean that "what you see isn't necessarily what you
get." Displays must be designed with either perception or visually guided behavior in mind.

The visual world is represented by several topographic maps in the cortex (Van Essen,
Newsome, and Bixby, 1982). This characteristic of the visual system raises a fundamental ques-
tion for visual physiology: do all of these maps work together in a single visual representation, or
are they functionally distinct? And if they are distinct, how many functional maps are there and
how do they communicate with one another? Because these questions concern visual function in
intact organisms, they can be answered only with psychophysical techniques. This paper presents
evidence that there are at least two functionally distinct representations of the visual world in nor-
mal humans; under some conditions, the two representations can simultaneously hold different
spatial values. Further, we are beginning to understand some of the ways in which the representa-
tions communicate with one another.
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Experiments in several laboratories have revealed that subjects are unaware of sizeable dis-
placements of the visual world if they occur during saccadic eye movements, implying that infor-
mation about spatial location is degraded during saccades (Ditchburn, 1955; Wallach and Lewis,
1965; Brune and Liicking, 1969; Mack, 1970; Bridgeman, Hendry, and Stark, 1975). Yet people
do not become disoriented after saccades, implying that spatial information is maintained. Experi-
mental evidence supports this conclusion. For instance, the eyes can saccade accurately to a target
that is flashed (and mislocalized) during an earlier saccade (Hallett and Lightstone, 1976), and
hand-eye coordination remains fairly accurate following saccades (Festinger and Cannon, 1965).

How can the loss of perceptual information and the maintenance of visually guided behavior exist
side by side?

To begin a resolution of this paradox, we noted that the two kinds of conflicting observations
use different response measures. The saccadic suppression of displacement experiments require a
nonspatial verbal report or button press, both symbolic responses. Successful orienting of the eye
or hand, in contrast, requires quantitative spatial information. The conflict might be resolved if the
two types of report, which can be labeled as cognitive and motor, could be combined in a single
experiment. If two pathways in the visual system process different kinds of information, spatially
oriented motor activities might have access to accurate position information even when that infor-
mation is unavailable at a cognitive level that mediates symbolic decisions such as button pressing
or verbal response. The saccadic suppression of displacement experiments cited above address
only the cognitive system.

In our first experiment on this problem (Bridgeman et al., 1979), the two conflicting observa-
tions (saccadic suppression on one hand and accurate motor behavior on the other) were combined
by asking subjects to point to the position of a target that had been displaced and then extinguished.
Subjects were also asked whether the target had been displaced or not. Extinguishing the target,
and preventing the subjects from viewing their hands (open-loop pointing), guaranteed that only
internally stored spatial information could be used for pointing. On some trials, the displacement
was detected, while on others it went undetected, but pointing accuracy was similar whether the
displacement was detected or not.

This result implied that quantitative control of motor activity was unaffected by the perceptual
detectability of target position. But it is also possible (if a bit strained) to interpret the result in
terms of signal detection theory as a high response criterion for the report of displacement. The
first control for this possibility was a two-alternative, forced-choice measure of saccadic suppres-
sion of displacement, with the result that even this criterion-free measure showed no information

about displacement to be available to the cognitive system under the conditions where pointing was
affected (Bridgeman and Stark, 1979).

A more rigorous way to separate cognitive and motor systems was to put a signal only into the
motor system in one condition and only into the cognitive system in another. We know that
induced motion affects the cognitive system, because we experience the effect and subjects can
make verbal judgments of it. But the above experiments implied that the information used for
pointing might come from sources unavailable to perception. We inserted a signal selectivity into
the cognitive system with stroboscopic induced motion (Bridgeman, Kirch, and Sperling, 1981).
A surrounding frame was displaced, creating the illusion that the target had jumped, although it
remained fixed relative to the subject. Target and frame were then extinguished, and the subject
pointed open-loop to the last position of the target. Trials where the target had seemed to be on the
left were compared with trials where it had seemed to be on the right. Pointing was not
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significantly different in the two kinds of trials, showing that the induced-motion illusion did not
affect pointing.

Information was inserted selectively into the motor system by asking each subject to adjust a
real motion of the target, jumped in phase with the frame, until the target was stationary. Thus the
cognitive system specified a stable target. Nevertheless, subjects pointed in significantly different
directions when the target was extinguished in the left or the right positions, showing that the dif-
ference in real target positions was still available to the motor system. The visual system must
have picked up the target displacement, but not reported it to the cognitive system, or the cognitive
system could have ascribed the visually specified displacement to an artifact of frame movement.
Thus a double dissociation occurred: in one condition the target displacement affected only the
cognitive system, and in the other it affected only the motor behavior.

Dissociation of cognitive and motor function has also been demonstrated for the oculomotor
system by creating conditions in which cognitive and motor systems receive opposite signals at the
same time. Again the experiment involved stroboscopic-induced motion; a target jumped in the
same direction as a frame, but not far enough to cancel the induced motion. The spot still appeared
to jump in the direction opposite the frame, while it actually jumped in the same direction. Sac-
cadic eye movements followed the veridical direction even though subjects perceived stroboscopic
motion in the opposite direction (Wong and Mack, 1981). If a delay in responding was required,
however, eye movements followed the perceptual illusion, implying that the motor system has no
mermory and must rely on information from the cognitive system under these conditions.

All of these experiments involve motion or displacement, leaving open the possibility that the
dissociations are associated in some way with motion systems rather than with representation of
visual space per se. A new series of experiments in my laboratory, however, has demonstrated
dissociations of cognitive and motor function without any motion of the eye or the stimuli at any
time. The dissociation is based on the Roelofs effect (Roelofs, 1935), a tendency to misperceive
target position, in the presence of a surrounding frame presented asymmetrically, in the direction
opposite the offset of the frame. The effect is similar to a stroboscopic induced motion in which
only the final positions of the target and frame are presented (Bridgeman and Klassen, 1983).

METHOD

Subjects

The subjects were nine undergraduate volunteers and the author. Six of the subjects were
naive with respect to the purposes of the experiment; the othcrs assisted with the experiments, as
well as serving as subjects.

Apparatus
Subjects sat with stabilized heads before a hemicylindrical screen that provided a clear field of
view 180° wide x 50° high. A rectangular frame 21° wide x 8.5° high x 1° in width was pro-

jected, via a galvanic mirror, either centered on the subject's midline, 5° left, or 5° right of center.
Inside the frame, an "x" 0.35° in diameter could be projected via a second galvanic mirror in one of
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five positions, 2° apart, with the middle "x" on the subject's midline (Fig. 1). A pointer with its
axis attached to a potentiometer mounted near the center of curvature of the screen and its tip near
the screen gave a voltage proportional to the tip's position, with a simple analog circuit. The volt-
age was fed into an A/D converter of a laboratory computer that controlled trial presentation and
data collection. Perceived target position was recorded from a detachable computer keyboard

placed in front of the subject. All keys except the five keys corresponding to the five target posi-
tions were masked off.

PROCEDURE

Training

Subjects were first shown the five possible positions of the target in sequence on an otherwise
blank screen. Then they saw targets exposed for 1 sec and estimated their positions with the five
response keys ("judging trials"), until they were correct in five consecutive trials. Next, they were
trained on pointing, with the same stimuli ("pointing trials"), until they spontaneously returned the
pointer to its rightmost position (as initially instructed) for five consecutive trials. In both condi-
tions, subjects were instructed to wait until the offset of the stimulus before responding. Presenta-
tion of the target alone forced the subjects to use an egocentric judgment, and the long display time
reduced the possibility of target onset eliciting a spurious motion signal that might affect responses.

No Delay Condition

The 30 types of judging and pointing trials were mixed in a pseudorandom order. Each trial
type was repeated S times, for a total of 150 trials/block. Trial order was restricted so that pointing
trials and judging trials with the same target and frame positions would alternate in the series. At
stimulus offset, subjects heard a short "beep" tone to indicate a judging trial or a longer "squawk"
tone tn indicate a pointing trial. There was a rest period after each 50 trials.

Trials were collated by the computer and a separate two-way ANOVA was run for each
response type (assessing target main effect, frame main effect, and interaction).

Delay Condition

Procedures were the same except that a 4-sec interval was interposed between stimulus offset
and the tone that indicated the type of response.
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RESULTS

No Delay Condition

For all subjects, there was a significant main effect of target position in both trial types and a
significant main effect of frame position for judging trials. Thus, all subjects showed a Roelofs
effect (Fig. 2).

The main effect of frame position in pointing trials showed a sharp division of the subjects into
two groups: 5 of the 10 subjects showed a highly significant Roelofs effect (p < 0.005), while the
other 5 showed no sign of an effect (p > 0.18). Thus, responses to pointing and judging trials
were qualitatively different for half of the subjects, showing a Roelofs effect only for judging.

Four of the five subjects who showed a Roelofs effect in pointing were females. Thus, a sex
effect is possible in this condition, with females more likely to code the target position in a sym-
bolic form. The number of subjects, however, is too small to draw firm conclusions on this issue.

Delay Condition

With a 4-sec delay interposed between display offset and tone, 9 of the 10 subjects showed a
significant Roelofs effect for the judging task (p < 0.01) and 8 of the 10 showed a significant effect
for the pointing task. One of the two remaining subjects showed no significant effect of frame
position for either task. The other subject whose pointing behavior still showed no effect of the
frame (Fig. 3) was retested with an 8-sec delay between display offset and tone. A Roelofs effect
was found for both pointing and judging trials (p < 0.001) (Fig. 4).

In summary, interposting a long enough delay before the response cue forces all subjects to use
pointing information that is vulnerable to bias from the frame position, even though half of the
subjects were not vulnerable to this bias when responding immediately.

DISCUSSION

These experiments show that perception of a Roelofs effect is robust, being seen by nearly all
subjects under all delays. The Roelofs effect in visually guided behavior, though, depends much
more strongly on the subjects and conditions. Half of the subject showed an effect of a surround-
ing frame on pointing behavior. The remainder showed the effect only when a long enough delay
was interposed between target presentation and response.

The appearance of the Roelofs effect with a delay between stimulus and motor response is
reminiscent of the results of Wong and Mack (1981): saccadic eye movements followed a veridical
motion with a short delay, but followed a perceived motion in the opposite direction after a longer
delay. If eye movements and visually guided behavior of the arm were controlled by a single
motor-oriented internal map of the visual world, then we would expect the effects of delay to




influence eye and arm similarly, and the Wong and Mack results and our results could be explained
in the same way.

There is now some evidence that oculomotor and skeletal motor systems do indeed share one
map of visual space (Nemire and Bridgeman, 1987). Normally, eye and hand behavior are not
correlated (Prablanc et al., 1979), in our interpretation because eye and hand motor systems read
their information from the same visual map through separate, independent noise sources. To show
the identity of visual information driving these two systems, we disturbed the normally veridical
mapping process by having subjects make repeated saccades in darkness. This resulted in saccade
undershoot, but equally great undershoot of manual pointing.

Our conclusion is that the normal human possesses two maps of visual space. One of them
holds information used in perception: if subjects are asked what they see, the information in this
"cognitive" map is accessed. The other map drives visually guided behavior, for both eye and
arm. The "motor" map is not subject to illusions such as induced motion and the Roelofs effect.
In this sense it is more robust, but as a result it is less sensitive to small motions or fine-grained
spatial relationships. It also has no memory, being concerned only with the here-and-now corre-
spondence between visual information and motor behavior. If a subject must make motor
responses to stimuli no longer present, this system must take its spatial information from the cog-
nitive representation, and brings any cognitively based illusions along with it.

An alternative explanation of the results has been suggested (Ian Howard, personal communi-
cation, Sept. 2, 1987); presentation of an off-center frame might bias the subject’s subjective
straight-ahead in the same direction as the frame's offset. Judging of point position would then be
biased in the opposite direction because the subject bases his or her judgments on an offset straight
ahead direction. Pointing, however, would remain the same because the subject has not in fact
moved, and arm position must be egocentric. This alternative can be tested empirically by having
subjects point to the center of the apparatus when the frame is presented in center, left, or right

position. Preliminary data from three subjects indicate that frame position has no effect on pointing
straight ahead.

Finally, we can apply this conception of two maps of visual space to design of spatial displays.
Any display where perception is the primary goal, such as displays of the status of instruments, is
subject to induced-motion illusions, Roelofs effects, and other cognitive biases. The designer can

take advantage of these effects in designing such displays, but must beware that they do not distort
the data displayed.

Displays which guide real-time behavior, on the other hand, are not subject to such illusions.
The designer need not worry, for instance, about background motions affecting visually guided
behavior toward a target (Bridgeman, Kirch, and Sperling, 1981). But information must be avail-
able continuously, for the internal map guiding these behaviors has no significant memory.
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Figure 1.- Stimulus array used in pointing/judging experiments. The frame could be centered
(top), biased 5° left (middle), or biased 5° right (bottom). ,A target appeared in one of the five
positions indicated in the top frame. Other frames show the position of the center target.
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Figure 2.~ Judging and pointing behavior immediately after stimulus offset. a) Judging target
position with a five-alternative, forced-choice procedure. The separation of three curves
corresponding to the three frame positions is due to the Roelofs effect.
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Pointing

Pointer
Position

Target Position

Figure 2.— Concluded. b) Pointing to targets under the same perceptual conditions, in trials
intermingled with the judging trials. Overlap of the three curves indicates lack of influence of
frame position on pointing behavior. Data are from one subject.
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Figure 3.—- Judging and pointing after a 4-sec delay. In this subject, no Roelofs effect is evident
for pointing; the other subjects showed an effect at this delay.
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Figure 3.— Concluded.
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Figure 4.—- Judging and pointing after an 8-sec delay. A Roelofs effect for pointing has appeared.
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Figure 4.— Concluded.
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PICTURE PERCEPTION: PERSPECTIVE CUES



THE EFFECTS OF VIEWPOINT ON THE VIRTUAL SPACE OF
PICTURES

H. A. Sedgwick
Schnurmacher Institute for Vision Research
S.U.N.Y. College of Optometry, New York, New York

1. INTRODUCTION

Pictures are made for many different purposes (Hagcn 1986; Hochberg, 1979). This dis-
cussion is about pictorial displays whose primary purpose is to convey accurate information about
the three-dimensional spatial layout of an environment. We should like to understand how, and
how well, pictures can convey such information. I am going to approach this broad question
through another question that seems much narrower. We shall find, however, that if we could
answer the narrow question, we should have made a good start on answering the broader question
as well.

Every pictorial display that presents a precise pcrspccuvc view of some three-dimensional
scene has a single geometrically correct viewpoint .! In most viewing situations, however, the
observer is not constrained to place his or her eye precisely at this correct wcwgomt; indeed the
observer gencrally has no cxphcxt lcnowlcdgc of the location of this viewpoint.# My "narrow"
question is: "What effect does viewing a picture from the wrong location have on the virtual space
represented by that picture?”

This question is in itself of theoretical as well as practical importance. It has received con-
siderable attention, but its answer is still far from being clear. The research literature is fragmen-
tary and conflicting. I believe that a more vigorously applied theoretical analysis can clarify the
issues and can help in evaluating the existing literature.

My theoretical analysis follows the approach developed by J. J. Gibson (1947, 1950,
1954, 1960, 1961, 1971, 1979). I shall be referring frequently to the optic array, which is
Gibson's term for the structured array of light reflected to a point of observation by the surfaces of
the environment. I shall also be relying on Gibson's concept of available visual information.
Information is said to be available in the optic array when some projective structure in the optic
array mathematically specifies, with appropriate constraints, some structure in the environment.
The optic array typically contains multiple, redundant sources of information for the spatial layout
of the environment.

The theoretically determined availability of visual information of course does not guarantee
that such information will be used by a human observer. The extent to which any such information
actually influences perception is a separate question that must be addressed empirically. The con-
tention of Gibson's approach is simply that we are not in a proper position to formulate or interpret
empirical investigations of human visual perception until we understand the underlying available
information on which any successful perception must be based.

This discussion will concentrate on theoretical analysis. At several points, however, I shall
briefly indicate how well this analysis accords with the empirical work that has been done on
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human pictorial perception. More detailed reviews of this subject are offered elsewhere (Cutting,
1986a; Farber and Rosinski, 1978; Hagen, 1974; Kubovy, 1986; Rogers, 1985; Rosinski and
Farber, 1980).

To simplify the discussion I am going to consider separately the effects of deviating from
the correct viewpoint in each of three orthogonal directions: deviations perpendicular to the picture
plane (that is, being too close or too far from the picture), lateral deviations parallel to the picture
plane, and vertical deviations parallel to the picture plane. Any possible viewing position can then
be interpreted as some combination of these three deviations.

2. THEORETICAL ANALYSIS

2.1 Viewing from Too Close or Too Far

What is the theoretical effect of viewing a pictorial display from too close or too far3? As
we approach or withdraw from the picture, its projection in the optic array expands or contracts
around the center of the picture, which is the point at which a perpendicular from the viewpoint
pierces the picture plane. If we let z be the correct distance from the picture and z' be our actual
distance, and let A and A' be the angular separations from the center at these two distances,
respectively, of some other point on the picture, then

tan A/tan A'=2z'/z=m

where m is a constant. Thus the optic array projection of the picture is magnified or minified by
1/m, where m measures how close or how far we are, relative to the correct distance.4

What, in theory, is the effect on the virtual space of the picture of magnifying or minifying
its projection in the optic array? We can begin to answer this question by looking at the available
visual information that is present in the perspective structure of the optic array, by which I mean

the vanislsming points of straight edges in the environment and the vanishing lines of planar
surfaces.

Let us imagine a picture of a flat, endless ground plane covered with a regular texture rep-
resented by a grid of lines. The horizon, or vanishing line, of the ground, will be located at eye
level on the picture plane. If our point of observation is located at a height h above the ground,

then the distance d along the ground to any particular grid line parallel to the picture plane is given
by the simple expression

d =h(1/tan G)

where G is the optic array angle subtended between the horizon of the ground plane and the grid
line.

We can now combine these two expressions to derive the theoretical efiect of magnification
or minification. If we let d' be the geometrically specified distance of the grid line when the pic-

ture is seen from the incorrect viewpoint and let G' be the new optic array angle corresponding to
G, then
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d' = h(l/tan G")
substituting for G',
d' = h(m/tan G)
and substituting again,
d' =md

Next, if we let s be the specified separation in depth between any two successive grid
lines, at distances d1 and d2, when the picture is seen from the correct viewpoint and let s',dl’,
and d2' be the specified separation and distances when seen from the incorrect viewpoint, then

s'=d2'-dl'
=md2 - mdl
=m(d2 - d1)
=ms

Thus as we approach the picture, the geometrically specified depths in the picture are com-
pressed proportionally to the closeness of our approach and as we move away from the picture,
depths are expanded proportionally (fig. 1).6

Consider now what happens to frontal plane dimensions. The tangent of the angle F
subtended by a width w that is parallel to the picture plane is inversely proportional to its distance
from the point of observation (assuming for simplicity that the width is measured from the center
of the picture)

w=dtanF

As we approach the picture, the specified distance of w decreases, but its optic array angle F
increases in the same proportion, so that w remains constant (fig. 2)

w'=d'tan F' = (md)(tan F/m)=dtan F=w

The depth of the pictured scene is thus compressed relative to its frontal dimensions.
Shapes that are not in the frontal plane are distorted. The square grid covering the ground plane,
for example, becomes a grid of rectangles whose depth to width ratio is m (fig. 3).

We may note here that all distances specified in the virtual space of the picture depend on
h, the height of the viewpoint above the ground plane, which thus provides a scale factor for all
distances, as well as sizes, in the picture. Because h itself is not geometrically specified in the
picture, its value may be indeterminate.” This indeterminancy of h puts in doubt the appropriate-
ness of comparing absolute distances or sizes across different pictures or across different views of
the same picture. The ratio, however, of depth to width, s/w or s'/w', does not depend on h;
thus, geometrically specified compression of shape by the factor m is an invariant effect of too
close viewing.
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Geometrically specified angles and orientations in the pictured scene are also changed by
approaching the picture. This result follows directly from the compression that occurs, but it is
instructive to derive the result in a different way.

Every set of parallel lines in the pictured scene has a vanishing point on the picture plane
(lines parallel to the picture plane have their vanishing points at infinity on the picture plane). The
three-dimensional orientation of a set of parallel lines is equal to the orientation of a line from the
point of observation to their vanishing point. This very simple optic array relation specifies the
pictured orientation of any edge once its vanishing point is known (Hay, 1974; Sedgwick, 1980).

Edges perpendicular to the picture plane hcve their vanishing point at the center of the pic-
ture. As we approach the picture, every vanishing point except for the one at the center of the pic-
ture increases its optic array separation from the central vanishing point. Thus the specified orien-
tations of all nonperpendicular edges move closer to being parallel to the picture plane. For exam-

ple, a square ground plane grid oriented at 45° to the picture plane becomes a grid of squashed
diamonds (fig. 4).

If we let E be the angle, measured relative to the straight-ahead, that a vanishing point
subtends at the correct viewpoint, and let E' be the angle that it subtends when the viewpoint is
too close or too far, then the distortion D in the specified orientation of edges having that
vanishing point is given by E minus E'.8 The relation between E and E' is the same as for any
other optic array angles measured from the center of the picture, namely

tan E/tan E'=m

Calculating D as a function of E for several values of m, we obtain a family of curves
showing no distortion for orientations perpendicular (0°) or parallel (-90° or 90°) to the picture
plane, with maximum distortion at intermediate values (fig. 5). For example, for m equal to
either 2 or 0.5, the maximum distortion approaches 20°.

A similar analysis can be made for the orientations of planar surfaces. The angle subtended
between the vanishing line of a slanted surface and the vanishing line of the ground plane is equal
to the three-dimensional angle between the depicted surface and the ground (Sedgwick, 1980). As
we approach the picture plane, geometrically specified surface orientations are distorted in just the
same way as are edge orientations.

Perceptually, effects qualitatively similar to those predicted theoretically here can be seen by
a careful observer moving closer or farther from a picture containing strong linear perspective. If
the perspective information in the picture is weaker, the distortions may be much harder to see.
Most empirical investigations, but not all, have found such distortions in human picture perception,

although not always at the magnitude predicted.? I shall say a bit more about the reasons for the
discrepancies between investigations later.

2.2 Viewing from the Side
Let us now consider what happens when we view a pictorial display from the side.10 It is

easy to see that when the viewpoint is displaced laterally, maintaining the same distance from the
picture plane, the horizon of the ground and all of the grid lines parallel to the picture plane simply
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slide along themselves in the optic array. Thus the angular separation of each of these grid lines
from the ground horizon remains unchanged. Consequently, the geometrically specified distance
of each of these grid lines, relative to the height of the viewpoint, also is unchanged (fig. 6).

As the viewpoint slides to the right, for example, each point in the geometrically specified
virtual space of the picture slides to the left, with its projected point on the surface of the picture
acting as a stationary fulcrum. This lateral shift in virtual space is thus directly proportional to, but
opposite in sign from, the amount of the viewpoint's displacement; it is also directly proportional
to the distance of the point from the picture plane, and is inversely proportional to the viewpoint's
distance from the picture plane (fig. 7). The overall effect of this viewpoint displacement is to
produce a lateral shear in the geometrically specified virtual space of the picture (fig. 8). Frontal
plane dimensions and orientations are unchanged, but shapes and orientations extending in depth
are all distorted.

We can readily determine the specified shifts in the orientations of pictured edges and sur-
faces by again making use of the perspective structure of the picture. Let us consider, as an exam-
ple, the orientations of horizontal edges, whose vanishing points lie on the horizon of the ground
plane. As the viewpoint shifts laterally, its angular relation to each of these vanishing points
changes. We shall let E again be the angle, measured relative to the straight-ahead, that the van-
ishing point makes with the correct viewpoint, and let E' be the angle that it makes after the van-
ishing point has shifted laterally. We can express this lateral shift as the ratio, k, between the
amount, r, of the shift, and the distance, z, of the viewpoint from the picture plane. It is easy to
see that (fig. 9)

tanE'=tan E + k

If we express the position of the shifted viewpoint in terms of its angular deviation, V,
from the correct viewpoint, then

tanV=k
so that
tanE'=tanE+tanV

We can use this relation to determine the specified distortion of orientation, E' minus E, as
a function of the correct orientation E, for a variety of angular shifts V of the viewpoint
(fig. 10). The resulting family of curves shows that the specified distortions in orientation can be
very large, approaching 180° as V approaches £90°, which is parallel to the picture plane, and that
the orientation E at which the distortion is maximal increases as V increases.

We may note that the same distortions in orientation would also be specified for vertical
planes in the virtual space of the picture when the viewpoint is displaced laterally.

Perceptually, again, a careful observer comparing the appearance of a picture seen from one
side or the other can notice differences in apparent orientation if the picture contains sufficient per-
spective information. Some empirical investigations have also found results that are qualitatively
similar to those derived here, although others have not.1! Again, I shall refer back to these dis-
crepancies a little later.
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2.3 Viewing from Too High or Too Low

Let us now briefly consider what happens when the viewpoint is too high or too low. This
is again a displacement parallel to the picture plane, so the geometrically specified distortions in the
virtual space of the picture are identical in form to those produced by lateral shifts, except that here
the virtual space is sheared vertically instead of laterally.

Thus, for example, if we consider a plane in virtual space that is rotated around a horizontal
axis so that it makes an angle E with the ground, its specified slant E', when seen from an incor-
rect viewpoint having a vertical angular deviation V, is given by the same relation

tanE'=tanE+tanV

Notice that if we are considering the ground plane itself, then E =0, so that E'=V.
That is, if we must look down by a certain angle to see the pictured horizon, then the ground plane
is specified as slanting down by that same angle.

3. THEORETICAL COMPLICATIONS

So far we have seen how we can use the perspective structure of the optic array to deter-
mine the geometrically specified sizes, distances, and orientations of surfaces and edges in the vir-
tual space of a picture. We have also seen how this visual information, when it is present, speci-
fies distortions in the pictured layout when we observe the picture from the wrong viewpoint.
Unfortunately for our ease of understanding, there are theoretical complications that are not taken

into account by this straightforward analysis. We need to consider some of these complications
now.

3.1 Resolving Multiple Sources of Visual Information

In a normally complex pictorial display, there are available other sources of visual informa-
tion for spatial layout besides those arising from the perspective structure of the picture. How
these multiple sources of information, which are normally partially redundant and partially com-
plementary, may be combined into a single perceptual interpretation is a difficult and as yet unset-
tled question.12 The difficulty is increased when the picture is observed from the wrong viewpoint
because these different sources of information do not all predict the same distortions; nor is it
always easy to tell what they do predict.

As an example, consider some of the information arising from surface texture (Gibson,
1950; Sedgwick, 1983, 1986). If several edges are resting on a surface that is uniformly textured,
then the relative lengths of the edges are specified by the relative amounts of texture that they cover;
likewise, the relative distances between the edges are specified by the relative amounts of texture
between them. This texture scale information is as valid for edges that extend into depth as for
those in the frontal plane; it thus serves to specify the shapes and the relative sizes and distances of
objects resting on a common textured surface such as the ground plane.
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It is easy to see that all such texture scale information is completely invariant over changes
in viewpoint because such changes do nothing to alter the depicted amounts of texture between or
under the objects in the picture. If, for example, we approach the picture of a square object resting
on the textured ground, the specified object remains square because each of its edges continues to
cover an equal amount of texture. On the other hand, according to the analysis based on perspec-
tive structure, the specified object is compressed into a rectangle whose width is greater than its
depth.

This apparent contradiction between the distortions predicted by these two sources of visual
information can be resolved, but only in a way that further complicates our analysis. I mentioned
earlier that any visual information entails constraints on the environment; if these constraints are
violated, then the information is no longer valid. In the case of texture scale information, an
essential constraint is that the texture's distribution across a surface be at least statistically uniform.
Yet, in the example that we are considering now, when we come too close to the picture, perspec-
tive analysis specifies that the texture of the ground is itself compressed in the depth dimension.
Thus the uniform distribution constraint is violated and texture scale information is no longer valid.

A visual system might do any of a number of things when faced with this situation. It
might simply reject texture scale information as being invalid. It might go ahead and use texture
scale information anyway. It might recognize that the viewpoint is incorrect. It might abandon the
attempt to find a consistent virtual space for the picture. It might adopt a modified version of tex-
ture scale information using compressed texture. It might do something intermediate between
some of these options. Analysis only indicates the possibilities without specifying which one will
be adopted by any particular visual system.

A number of other sources of visual information, such as right-angle constraints (Perkins,
1972, 1976) and orientation-distribution constraints (Witkin, 1980), present similar difficulties
when the viewpoint is incorrect, but there is not space to consider these additional difficulties here.
Careful analysis of the interactions between these different sources of information should give us a
basis for manipulating the information content of pictures so as to better determine the perceptual
effects they produce.

3.2 Constancy and the Dual Nature of Pictures

A second set of theoretical complications arises from what has often been referred to as the
"dual nature” of pictures (Gibson, 1954; Haber, 1979, 1980a, 1980b; Hagen, 1974, 1986;
Hochberg, 1962, 1979; Pirenne, 1970). In addition to being a representation of a spatal layout
existing in a three-dimensional virtual space that lies beyond the plane of the picture, a pictorial
display is also a real object consisting of markings of some sort, usually on a flat surface. Nor-
mally, visual information for the flat surface of the picture is made available by binocular stereop-
sis, by motion parallax, by the oculomotor adjustments of convergence and accommodation, by the
frame of the picture, and by the surface texture of the picture.

To perceive pictures, a perceptual system must be able, to some extent, to differentiate its
response to the picture's virtual layout from its response to the real layout of the picture's surface.
The human visual system seems able to make this differentiation, but not without some interaction,
or "cross talk,"” between its responses to these two classes of information.
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We can get some understanding of one effect of the picture surface by examining the rela-
tion between the picture plane and the optic array. If x measures a separation in the picture plane
from the center of the picture, which we have already defined as the point where a perpendicular
from the viewpoint pierces the picture plane, and A measures the optic array angle subtended by
this separation, then x is relatedto A by the relation

x=ztan A

where z is the distance from the viewpoint to the picture plane. Near the center of a picture there
is a close congruence between the optic array projection and the flat picture plane projection. This
is because the tangent function is nearly linear for small angles. For larger angles, however, the
tangent function becomes highly nonlinear, and consequently the optic array projection and the
picture plane projection become strongly noncongruent.

Perceptually, the cross talk between the picture surface and the virtual space of the picture,
as specified in the optic array, becomes most noticeable when the picture plane projection and the
optic array projection are noncongruent. Toward the edges of wide-angle pictorial displays, for
example, the projections on the picture plane and in the optic array are still geometrically correct,
but objects in the virtual space of the picture often appear to be distorted (Pirenne, 1970, 1975;
Kubovy, 1986).13 It seems that the noncongruent shape on the surface of the picture takes on a
perceptual salience that interacts with the virtual space of the picture.

A similar noncongruence between the picture plane and the optic array is produced when
the viewpoint is displaced laterally or vertically from the correct viewpoint. Again, the noncon-
gruent shape on the surface of the picture may interact perceptually with the virtual space of the
picture, but here its effect would be to diminish the distortion that is specified in the optic array.
This would result in some degree of "constancy” in the virtual space of the picture in the sense that
the virtual layout would not be as distorted as the optic array information would predict.

These effects of the picture's surface on the perceived virtual space of the picture could be
eliminated, in principle, by removing the visual information for the picture's surface. Using a
monocular display, restricting head movements relative to it, hiding the frame of the display, and
so on, would all contribute to this result (Ames, 1925; Enright, 1987; Schlosberg, 1941; P. C.
Smith and O. W. Smith, 1961).

3.3 The Hypothesis of Pictorial Compensation

Finally, many theorists have suggested that when information for the picture surface is
available, the human visual system may be able to compensate for being at the wrong viewpoint
and so avoid distortions in the virtual space of the picture (Cutting, 1987; Farber and Rosinski,
1978; Hagen, 1974, 1976a, 1976b; Kubovy, 1986; Perkins, 1973, 1980; Pirenne, 1970;
Rosinski, 1976; Rosinski and Farber, 1980; Rosinski, Mulholland, Degelman, and Farber, 1980;
Wallach and Marshall, 1986). This compensation process would operate by either detecting or
assuming a "correct" position of the viewpoint. The optic array information would then be
adjusted to determine the virtual layout as it would be seen from this correct viewpoint.

Although a number of experiments have been offered in support of this view, it seems to
me that, on balance, the compensation hypothesis is neither necessary nor sufficient to account for
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the bulk of the empirical results. It is not necessary because, as we have just seen, however
sketchily, there are other explanations available for some of the disparities that exist between the
distortions predicted by perspective structure and those actually found. Moreover, these other
explanations are more parsimonious, in that they are derived from the analysis of general
perceptual processes without having to postulate special processes that exist solely for perceiving
pictures from the wrong viewpoint. The compensation hypothesis is not sufficient because it does
not account for the considerable number of experimental results that find distortions in virtual space
even when there is information available for the surface of the picture (Bengston, et al., 1980;
Goldstein, 1979, 1987; Wallach, 1976, 1985). Finally, it seems to me that a careful reading of
several of the key experiments offered in favor of the compensation hypothesis casts some doubt
on the firmness of their conclusions. 14

4. CONCLUSION

As a conclusion to this brief discussion, I would suggest that picture perception is not best
approached as a unitary, indivisible process. Rather, it is a complex process depending on multi-
ple, partially redundant, interacting sources of visual information for both the real surface of the
picture and the virtual space beyond. Each picture must be assessed for the particular information
that it makes available. This, I would suggest, will determine how accurately the virtual space

represented by the picture is seen, as well as how it is distorted when seen from the wrong
viewpoint.
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NOTES

1. For a camera image, this point is determined by the optics of the imaging system; for a dis-
play created by a draftsman or a computer, this point is determined by the relation between the
center of projection and the projection plane (Carlbom and Paciorek, 1978; Sedgwick, 1980).

2, A complex pictorial display generally does contain sufficient information, under certain
constraints, to specify its own correct viewpoint. This issue is discussed by Green (1983), Jones
and Hagen (1978), and Sedgwick (1980).

3 A number of analyses of this problem have been offered. The first systematic analysis
appears to come from La Gournerie (1859), whose work has been discussed more recently by
Pirenne (1970, 1975), Kubovy (1986), and Cutting (1987). Other analyses, apparently indepen-
dent of La Gournerie, have been given by Purdy (1960), Farber and Rosinski (1978), Lumsden
(1980), and Rosinski and Farber (1980).

Obtaining an unambiguous three-dimensional interpretation of a pictorial display requires
that some constraints be placed on the possible interpretations. In the above analyses, those refer-
ring to La Gournerie and that of Farber and Rosinski (1978) do not make these constraints explicit.
The other analyses use explicit constraints derived from analyses of normally viewed pictures.
Purdy (1960) bases his analysis on gradients of texture, Lumsden bases his on familiar size, and
Rosinski and Farber base theirs on linear perspective. I offer two analyses here, one based on the
ground plane and the other based on perspective structure, as suggested in Sedgwick (1980). All
of these analyses converge on the same results.

A different analysis, reaching different results, has been offered recently by McGreevy and
his colleagues (Ellis et al., 1985; McGreevy and Ellis, 1984, 1986, McGreevy, Ratzlaff, and Ellis,
1987). McGreevy's analysis proceeds by arbitrarily constraining all virtual distances from the
picture plane to be unchanged by viewing position. This analysis has the weakness that it assumes
a knowledge of these distances without indicating how they could be determined by an observer of
the display, either when viewing from the wrong viewpoint or when viewing from the correct
viewpoint. The question of how virtual layout could be determined here is made difficult because
the constraint that is imposed leads to violations of all of the other constraints mentioned in the
preceding paragraph.

Another kind of analysis, based on optimizing the match between a noisy registration of the
projection and a noisy a priori internal model of the spatial layout has been offered recently by
Grunwald and Ellis (1986). There is not room here to consider the interesting question of how

such a model-based approach to spatial layout might be reconciled with the constraint-based
approach taken in this paper.

4. Approaching a picture is optically equivalent to viewing the pictured scene through a tele-
photo lens, and withdrawing from the picture is optically equivalent to viewing the scene through a
wide-angle lens (Lumsden, 1980; Rosinski and Farber, 1980).

D Perspective structure is usually only implicit in the optic array. The available visual infor-
mation that specifies this perspective structure is not discussed in this paper, but I have analyzed it
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in detail elsewhere. Not all pictorial displays contain sufficient information to completely specify
their perspective structure (Sedgwick, 1983, 1986, 1987a).

6. There is an invariant associated with the optic array gradient projected from equally spaced
grid lines parallel to the picture plane. If s is the separation in depth between any two successive
grid lines, then

s =d2 - d1 =h(l/tan G2 - 1/tan G1)
Thus, for any two successive optic array angles G1 and G2 in this gradient
1/tan G2 - 1/tan Gl =k

where k is a constant. The presence of this invariant in the optic array specifies that the grid lines
are equally spaced. It can be shown that this invariant is preserved when the picture is viewed
from too close or too far.

7. The value of h can be determined by assuming that the ground plane of the picture is
coextensive with the ground plane of the real environment, but such an assumption may for some
pictures be neither appropriate nor perceptually compelling.

8. Throughout this paper, orientations are specified in environment-centered terms (i.e., rela-
tive to the fixed framework of the environment), rather than in viewer-centered terms (i.e., relative
to the observer's line of regard). I have discussed this distinction and its significance at length
elsewhere (Sedgwick, 1983; Sedgwick and Levy, 1985).

9. Empirical evidence that is at least qualitatively consistent with the analysis presented here
has been reported by Bartley (1951), Bartley and Adair (1959), Bengston et al. (1980), Farber
(1972), Lumsden (1983), Purdy (1960), O. W. Smith (1958a, 1958b), O. W. Smith and Gruber
(1958), and O. W. Smith, P. C. Smith, and Hubbard (1958). Anecdotal supporting observations
are also reported by MacKavey (1980) and Pirenne (1970). On the other hand, Rosinski and
Farber (1980) briefly report failing to find distortions when the frame of the display is visible, and
Hagen and Elliott (1976) and Hagen and Jones (1978) report that adults’ choice of the most
"realistic looking" display was essentially independent of their actual viewing distance.

It is important to distinguish between the presence of measurable distortions in the percep-
tion of spatial layout and the detection of these distortions by the observer. Observers' perceptions
may contain distortions of which the observers themselves are unaware. A number of researchers
have suggested that observers are often not very sensitive to the presence of such distortions
(Gombrich, 1972; Pirenne, 1970; Cutting, 1986a, 1986b).

10.  Systematic analysis of this problem is again offered by La Gournerie (1859), whose work
has been put to use by Cutting (1987). More recent analyses are offered by Farber and Rosinski
(1978) and Rosinski and Farber (1980), who explicitly base their second analysis (1980) on linear
perspective constraints. I again offer two analyses, one based on the ground plane and the other,
following Sedgwick (1980), based on perspective structure. All of these analyses agree in the
distortions that they predict.
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11.  Anecdotal reports of these distortions are common (Pirenne, 1970, 1975; Wallach, 1976,
1985). Experimental evidence that such distortions occur perceptually under some circumstances
is offered by Goldstein (1979, 1987), Rosinski et al. (1980), Rosinski and Farber (1980), and
Wallach and Marshall (1986), although all of these authors also report conditions under which the
analytically predicted distortions do not occur. Cutting (1987) has analyzed some of the data of
Goldstein (1987) in detail and has shown it to be in generally good accord with the theoretical pre-
dictions. Perkins (1973) finds some distortion from lateral viewing, but much less than this
analysis would predict.

12.  Anexpert system that I have developed to study the interaction of multiple sources of visual
information is described elsewhere (Sedgwick, 1987a, 1987b).

13.  This assumes that the perpendicular from the correct viewpoint pierces the picture plane
somewhere near the center of the pictorial display, as it usually does.

14.  Kubovy (1986) is critical of many of the stimuli used by Hagen and Elliott (1976) and
Hagen and Jones (1978) in their demonstration that adults at various distances from a picture do
not choose the correct perspective as being most realistic. Perkins' (1973) demonstration of com-
pensation for lateral viewing uses such minimal stimuli that the applicability of his results to more
complex displays may reasonably be questioned. Hagen's (1976b) study, which claims to find
evidence of compensation for lateral viewing in adults, has been criticized at length on logical
grounds by Rogers (1985), who also failed to replicate Hagen's results. In the carefully controlled
study of Rosinski et al. (1980) on the effects of frame visibility on perceived surface slant with
lateral viewing, the interpretation of results is clouded by a confusion in the description of the
experiment, and possibly in the experiment itself, about the frame of reference for their observers'
judgments. Finally, Wallach and Marshall (1986, exp. 2) find evidence of compensation in picto-
rial shape perception from a lateral viewpoint, but their results, as they note, could be due to ordi-
nary shape constancy because their stimulus shape was nearly parallel to the picture plane.
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