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Chapter 1
Introduction and Theor etical Conceptualization
Introduction

The purpose of this dissertation is to provide an in-depth examination of the
relationship between state instability and terrorism. | use the GlolalriBer Database
(GTD), the most comprehensive open-source database on terrorism in the world with
approximately 82,000 incidents, to measure domestic and transnational terrorism. | us
the Political Instability Task Force data (PITF) to measure the @werof four types of
political instability around the world: ethnic war, revolutionary war, genocide and
adverse regime change. | examine GTD data for the years from 19700200&st
nations around the world with more than 500,000 population.

| examine the distribution of terrorism and state instability at the coleuey
using a modified breakdown theoretical framework. This framework is basexadigpe
upon the work of Emile Durkheim and was later modified by criminologist Bertrisee
(Durkheim, 1930 [1951]; Useem, 1998). In brief, at the macro-level, when rapid social
change occurs, like state instability, some societies cannot absorb tiptivksetfects to
the social order. When the rapid social change occurs, the social ties thatdiviodials
to conventional society may disintegrate; individuals may also decline toesimyagw
conventional commitments to society. This freeing of individuals from the constpints
conventional society allows them to take on non-routine collective action, such as
collective violence, rioting and terrorism. On average, according to the nabdifie

breakdown theory, states experiencing instability should have more terronid rotkeer



forms of non-routine collective action) than states that are politicalbyestl turn now to
a review of my analytic and methodological strategy.

The main independent variable of interest is the occurrence of any of fouofypes
state instability, as measured by the Political Instability TaskeFdata. The four types
are ethnic war, revolutionary war, genocide and adverse regime changee tfihan one
episode of instability co-occurred or occurred within five years, the insyalvdis
termed “complex” by PITF and treated as analytically inseparableddjpendent
variable is the frequency of terrorism incidents worldwide as measurte l63lobal
Terrorism Database. For control variables, | draw mainly from the VBauhdk's World
Development Indicator@VDI) and the Minorities at Risk (MAR) dataset.

| conduct a multi-pronged set of analyses. First, | conduct the Model 1 analysi

with a small set of control variables that measure country demographicey@use and
contiguity characteristics on Sample 1 which is composed of 147 of the 164 possible
states from 1970 - 2005Second, | run Model 2 which contains the population age
structure and social and economic development variables on Sample 2, which contains a
smaller sample of 116 states and years from 1981-2005 for which more complete data
exist. Third, | conduct the Model 3 analysis with the Minorities at Risk (MAR) da
control variables on ethnic minority group characteristics for Sample 3hwbitains
an even smaller collection of 82 states and years from 1990-2005. Fourth, to ensure that
statistical inferences are appropriately made between the diffeceleisn| replicate the
Model 1 analysis on the smaller samples analyzed in Models 2 and 3. This multi-pronged

analysis gives me the flexibility to test important control variables e/dasa coverage

1. The 1993 data were lost years ago in an offioeenby the original data collectors.



are restricted to very small samples of the data as well as to conduat arfzdgsis that
includes many of the states most likely to experience state instalbistgo informs the
Model 1 analysis on the role that omitted variable bias plays in those results upon
comparison to the subset analyses. By comparing the Model 1 results usingsShnpl
and 3, | can also examine the effects of sample selection bias.

Because the dependent variable is a count of the number of terrorism incidents per
state-year, | use the appropriate statistical analyses for suclableafihese include the
Poisson, the pooled negative binomial, the zero-inflated Poisson, the zero-inflated
negative binomial models, the random effects negative binomial and the fixed effects
negative binomial. | do the relevant model-fit testing and diagnostics to chodsesthe
model for the data, including how to best deal with the lack of independence between
state-year observations. To address the dependency across countrigeteesiéects
negative binomial regression, which only utilizes the within-country variatiortitoats
the models. | also include time fixed effects in these models. Finally,sbksrare
presented and conclusions and policy recommendations drawn.

Theoretical Conceptualization
Introduction

In this chapter, | will review how terrorism and political instabilitg defined in
this study. | will also review the reasons that have been given in the pam@dite for
expecting a relationship between state instability and terrorism hasaéle criticisms of
this relationship that have been discussed in the literature. Further, | auitsithe
macro-level theoretical framework. This is a modified breakdown theory mddet.

now to the definition of terrorism.



Definition of Terrorism

In the current research | define terrorism as “the threatened or astuat illegal
force and violence by a non-state actor to attain a political, econonguslor social
goal through fear, coercion or intimidation” (LaFree and Dugan, 2007: 184). The data set
that | use here is the Global Terrorism Database (GTD), the largestmer-database
of terrorism incidents in the world. It includes both domestic and transnationaist@rror
incidents from around the world from 1970 to 2007. The GTD is an incident-level
database, meaning that the unit of analysis and collection is the individual terroris
incident. Information collected about each terrorism incident includes thevias)
what, where, and when, such as the date, city, and country of the incident, typekof atta
target detail, weapon detail and information about the perpetrators, if any ibkevaila
turn now to the definition of state instability.

Definition of State Instability

One of the earliest discussions of instability in the foreign policy sphere is
Helman and Ratner (1992) koreign Policy They defined a failed nation-state as one
which is “utterly incapable of sustaining itself as a member of the atienal
community” (Helman and Ratner, 1992: 3). This includes the breakdown of civil order,
government functioning and economic deprivation which themselves can each lead to
violence and anarchy. Once the state is seized by widespread violermfltve of
refugees and outbreaks of random warfare and human rights violations camttoreate
spread the violence to other nations in the region. In practice, this picturteof sta
instability, also called coercive incapacity, is often divided into two conceptual

dimensions (Piazza, 2008). The first dimension is that the state has lost conttbkover



entirety of its territory, called loss of territorial integrity. Theeend dimension is the loss

of the monopoly over the legitimate use of force. This second dimension means that the
government of the state must be the only executors of legal force in the dtats wi
sub-state groups laying claim to such a right (Piazza, 2008). Helman and Ratner (1992)
closed their famous article by arguing that failed and failing statestituted such a

threat to international security that the United Nations ought to intervene to dave or
these failed and failing states.

The idea of fixing or even preventing states from failing proved to be integesti
enough to the foreign policy world that in the mid-1990s, Vice President Al Gore
commissioned a task force to study the problem and to attempt to predict the
phenomenon. The State Failure Task Force was convened in 1994 and involved
academic, policy and methodology experts. Over time, they broadened theitofocus
include not only “extreme state failure” but to include bouts of political instahitit! the
term “state failure” was abandoned in favor of state instability or fagarshall,
2009a: PITF data page). The Task Force changed its name to the Politadaliing ask
Force after it broadened its focus.

The Political Instability Task Force defines political instability@sil conflicts,
political crises, and massive human rights violations that are typicalbgiased with
state breakdown” (Esty et al., 1995: 1). This broad definition of state instasility i
operationalized as the presence or absence of any of four conflict eveetin{t war,

(2) revolutionary war, (3) adverse regime change or (4) genocide laaswB) a
combination of any of those discrete events termed “complex”. The Pdiitstability

Task Force data used here includes all instability episodes that occurredsinvétate



greater than 500,000 population between 1970 and 2007. They were collected both
retrospectively and prospectively by a consortium of academic experGeaiel
Intelligence Agency intelligence experts. In the next section, | vatludis how state
instability and terrorism may be related to one another.
Connecting State Instability and Terrorism

The general interest in a connection between state instability and tarroris
among those in the public policy world is intimately tied to the terrorist atte#cks
September 11, 2001 (Hehir, 2007). In fact, state failure had been regarded as a
marginalized topic of study prior to September 11. After those terraaskat however,
failed states quickly came to be regarded as “more threatening” than shédse(ldehir,
2007). This was due to the seemingly free operation of training camps in the 8ddan a
Afghanistan by al Qaida and leader Osama bin Laden (Newman, 2007). More generall
failed states have been accused of incubating terror by transnatioosterr
organizations by offering them safe havens or operational bases. Theshatatalso
been accused of allowing transnational crime syndicates to operate withinottosrs,
which may fund and provide recruits for the terror groups (Piazza, 2008). Further,
because these states are often actively at war with sub-siapes githere may be
increased access to arms trafficking and illicit funding for terraviies. Finally, failed
states may be sites where weapons of mass destruction can be acquiredrdcatly
smuggling abroad (Newman, 2007). This long list of serious dangers in the current polic
literature applies mostly to the threat of transnational terrorist eygartscularly against

the United States.



However, the connection between domestic terrorist events is also quite important
and perhaps more theoretically relevant. In other words, when a state exgserienc
breakdown in its ability to govern and function, it should stimulate attacks against it tha
occurs within its own borders. Instability could also stimulate transnatitinaka
against other states that are planned and equipped domestically. Further, thiaksoul
the form of attacks that occur on domestic soil but are conducted against tatgets tha
represent another nation on domestic soil, such as attacks on McDonalds or foreign
embassies. This is what | expect given the modified breakdown theoretigaqimes
adopted here (Durkheim, 1930 [1951]; Useem, 1998). Piazza (2007) also expected this
when he suggested that state instability at home could make conditions that aceveondu
to “creating” a terrorist as well as providing a wealth of opportunity for tetrori
organizations to flourish. In addition, he argued that in failed and failing states,i$
little to no provision of basic human needs (administrative incapacity) ntnexree
effective or legitimate government institutions. This power and legdynvacuum,
combined with little human security or economic and occupational opportunity, can
provide sufficient motivation for potential terrorist action against governmieatther,
the lack of security can allow terrorist groups to move, recruit and attack vathity
(Piazza, 2007). In the next section, | will review the major alternativethgpes
regarding the relationship between state instability and terrorism.

Challenges to State Instability and Terrorism

The state instability and terrorism nexus has not gone unchallenged in the policy

and scholarly literature. The first set of critiques primarily comms those who are

most concerned with the link between state instability in a foreign stateassdational



terrorism against another state, typically the United States. For examofh Menkhaus
(2003) and von Hippel (2002) remained skeptical of the nexus between state fallure a
transnational terrorism. This is because transnational terrorist gemIfigeigners, may
be more conspicuous in such a state than in a more stable state. It also could averexpos
the group to international counter-terrorism efforts, because the statamewtis too
weak to repel such international advances. Instead, Menkhaus (2003) suggested that
transnational terrorism is more likely to flourish in quasi-states — thakeneither a
fully functioning nor non-functioning government (see also Hehir, 2007). Thesexta® st
in which the government itself is weak, but not floundering, and corrupt but able to
provide some coercive and territorial control. In addition, failed and failingsstaay be
best used as transit stations for smuggling men, money and arms into neagyy stat
Alternately, Schneckener (2004) suggested that modern transnational tersorism i
planned and coordinated across many states, both failed or failing and stable stat
Newman (2007) suggested that the governments of failed states may actledimne
such groups because they are sympathetic to their ideological causes, rathanthan be
unwilling, exploited victims, such as in Afghanistan and Sudan. He further suggested th
the lack of operating governments and social institutions may be incidental ibmtlag
be an enabling factor rather than a necessary cause. Most of the objectiossedis
above specifically refer to transnational terrorism networks. In theseekibn, | discuss
the critiques of the state instability connection with terrorism more hyroadl
The following critiques apply to both domestic and transnational terrorism.
Menkhaus (2003) and von Hippel (2002) both suggested that terrorism may be less likely

to occur in weak states because the weakness of the state could lower the inhibition



against third-party states’ intervention or the policing of transnationalistrror
organizations. In addition, both of those authors asserted that it is likely unpleasant t
operate in the chaos of everyday life that exists in such a state. lmagdifa
assumption that terrorists naturally want to operate in an environment of chaos and
anarchy is probably questionable (Menkhaus, 2003). Though such an environment could
lessen the probability of detection and capture by authorities, it also coulas@adhe
chances that group members are caught up in the violence and chaos there. Fimally, He
(2007) noted that since state failure has multiple causes and contributing facors, it
unlikely that there would be a single path between state failure and tarroris

The final challenge to the state instability — terrorism nexus is discusssd bel
Simply put, there is little conceptual clarity to the term “failed / unstataldéing state”. It
could mean coercive capacity — the loss of territorial integritljivét state and the loss
of the state monopoly on the legitimate use of force. On the other hand, admiristrat
incapacity is also defensible— the inability to make collective decisions,rioatdrthe
social contract and to deliver service goods to the public. Still further, the caocigbt
include legitimacy so that the citizens of the state know that their goverimsitbatonly
one who can act with force and legitimate power against individuals and groups within
their state. Finally, it is still unclear the degree to which these inti@sanay be related
to one another (Hehir, 2007). Overall, the critiques to the instability — terrorism
relationship are not without merit. Yet, the reality of terrorism that edgbeurs in an
unstable state or is launched from an unstable state, such as the attacks diesddtem

2001, demonstrates that this is a topic that deserves further study, which | do here.



Conceptualization of State Instability

As discussed above, the operationalization of state instability used in this
dissertation is that of the Political Instability Task Force — namely,rdsepce of
revolutionary war, ethnic war, genocide, or adverse regime change. Ituthyslsadopt
the legitimacy conceptualization of state instability. This concepaiain views state
instability as one in which the government is not able to compel conformity inzensit
actions due to its inability to operate in an effective or legal manner. Etiohic a
revolutionary wars against the state clearly demonstrate that thdasalost its ability to
prevent its citizens from illegally taking up arms against it and any gtbaps within its
borders. Genocides demonstrate that the government has improperly used foste agai
its own citizens by slaughtering them. Adverse regime change apaiates a lack of
legitimacy, because it involves situations in which the state has experienoceatidr
changes in its governmental system that would not likely occur in a functioning and
effective government. These four operationalizations represent a broadebante
interpretation of a loss of legitimacy. In the next section, | review andstigsbe
theoretical framework used in this study — the modern breakdown model. | choose this
particular model as it provides the best explanations for how and why | expect stat
instability to increase terrorism.

Breakdown Model

Classical Breakdown Model

The classic conception of the breakdown model is that individuals are more likely
to engage in collective action when their ties to society have diminished (Durkheim, 1930
[1951]). The disintegration of social ties occurs when rapid social changeptakes

(such as war, economic crisis or disaster) and the society is not able tofsllgcess
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absorb the effects of these changes. Instead, these social changesptatsin the

basic social order. The ruptures themselves cause tension and strain.imbensitizate
people towards collective action. In the classic conception, collectios® aatludes both
positive and negative forms — that is, it includes social movements, such as panticipat
in non-violent protests for civil rights, and destructive collective action, sucbtiag r

and civil disorder. There are structural and individual-level consequencesdo thes
disruptions; the individual feels strain, which is interpreted as alienation ovatepn,

and the society loses its binding power over its citizens through its formal and informa
institutions. This loosening of ties makes individuals more likely to partecipat
movements because of the weakened ties and because of the new lack of community
commitments (Durkheim, 1930 [1951]; Snow et al., 1998). In the next section, | review
the more modern conception of the breakdown model.

Modern Breakdown Model

The first main difference between the classical and the modern breakdown model
is that strain and breakdown are now conceptualized as separate but at timgspiagerla
results of rapid social change. Strain is a broad term that encompassdsusiaatyons
and occurs as a result of rapid social change. Breakdown is narrower and isalyecific
the disintegration of social ties between the individual and society (Snow et al., 1998).
The second main difference was demonstrated in a seminal work by Useem (1988) whic
proffered that the “heart” of breakdown theory is that there is a differencedret
“routine” and “non-routine” collective action. Routine collective actions ardipesi
forms of collective action, like social movements, non-violent protests, stnkiesbies.
Non-routine collective actions are those that more seriously contraveakrswaons,

such as collective violence, revolution, or riots. The true difference is in tHemmsms
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— for routine collective action, individuals do not need to free themselves from the
constraints of society to act. For non-routine collective action, they do. In faet, non
routine collective action is the result of this breakdown of social norms, but routine
collective action does not emerge from the severing of social bonds. On theycontra
routine collective action comes from the strengthening and reinforcemeniidafrisy in
these social bonds. For routine collective action, it is likely that some @t@agxXormal

and informal organization will help to bring about collective action. There is no obvious
need for pre-existing organization (which may even be inhibiting) in non-routine
collective action.

Formally, the Useem (1998) interpretation of the breakdown model is that non-
routine collective action may occur when individuals are no longer controlled by the
formal and informal social controls that bind them to society. The ties to soaretye
and often are severed in times of rapid social change, such as in timeslbf soci
disorganization or mass unemployment like the Great Depression (Useem,(11980).
the controls are disrupted, it is more likely, but not certain that individuals wdlgeng
non-routine collective action such as rent and food riots and disturbances aerekes
(and possibly crime as well; Piven and Cloward, 1977). Overall, the modified breakdown
theory gives us reason to expect that terrorism, a non-routine colledie, abould be
more likely to occur during times of instability, which is when a nation is expérgenc
breakdown in formal and informal controls.

State Instability and Terrorism

State instability is measured by the presence or absence of the folfowing
conditions, revolutionary war, ethnic war, genocide, and adverse regime change — or

combinations of them, termed complex. It is reasonable to argue that thesety
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events certainly meet the criteria to be considered rapid social changeioitthieat can
cause breakdown, the severing of social ties from the individual to the community. Thus
the modern variant of the breakdown model would predict that individuals living in an
unstable state should be more likely to engage in non-routine collective actionaban t
living in a stable state. Terrorism is clearly a form of non-routine colkeeittion. As

shown in figure 1, the causal path from these models constitutes the following: rapid
social change measured as instability leads to the severing of socadidse absence

of formation of new conventional social ties which frees an individual to non-routine

collective action, which is measured here as terrorism.

, Macro-level “Freeing Nen-Routine
Occurrlence ot Rapid r"l‘\ Effect: Disintegration | ".‘\ Collective
Slogal Changle:l -3 of Bonds between -3 Action:
Political Instability Society and Individuals Terrarism

Figure 1. Modified breakdown theory relating state instability arrdriem.

The solid arrow represents causal pathways that | will test in thig Isyuctlating state
instability to terrorism. The dashed arrows represent the mechanisntsethaadified
breakdown theory predicts are responsible for the macro-level relationshigehbe
political instability and terrorism. Although | cannot test these mechanisiind it
important and instructive to discuss how the breakdown model works at the individual

level.
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Extensions to the Breakdown Model

In addition to the existing breakdown framework, | sketch out two logical
extensions of the breakdown model and test them in this dissertation. Breakdown
suggests that rapid social change should increase non-routine collective laetiause
the rapid social change loosens the controls on the behavior of individuals. | et&apol
from this two more theoretical expectations. First, more terrorismaestilt from two
or more instabilities in a relatively short timeframe than that which sefsalh just one
instability episode during that time. This is because as the state expsriaore
breakdown, the constraints that bind individuals to society should be further degraded. As
the controls to conventional society are ground down, non-routine collective actions, like
terrorism should increase.

Second, the shorter the time frame in which multiple instabilities occur, the more
terrorism incidents should be expected; that is, the temporal density of thelenulti
instabilities should have an effect on terrorism. In this study, temporal desfeity to
the number of instability episodes that occur within the same year alfeaesiperiences
multiple instabilities in a year, it should be sent into a downward spiral of negative
consequences like non-routine collective action as the controls in societygmoyeld
In this case, more temporally dense instabilities should result in even moresterr
These theoretical extrapolations are derived as logical extensions kddwseetheory
and will be tested in this dissertation. In the next chapter, | will reviewrtiprical

evidence on the breakdown model.
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Chapter 2
Review of Empirical Literature
Introduction

In chapter 1, | described the theoretical conceptualization supporting the proposed
research. Key concepts include terrorism, state instability, and breakdawy thethe
next section, | review the empirical research that addresses the réliqtioinsny,
between state instability and terrorism. | first examine thelvelgtsparse literature on
state instability and terrorism, which will be followed by a brief reviewhefpredictors
of state instability, and a review of the tests of breakdown theory.

Empirical Tests of State Instability and Terrorism

There is a small but growing empirical literature on state instabifid terrorism.
However, there is no worldwide, historical and modern test of the relationship that
includes both domestic and transnational terrorism. Yet, there is a smaluliéethat
addresses the relationship in the Middle Eastern context, that predictStemaup
formation, and that predicts transnational terrorism worldwide. | begin witrae
studies that directly related state instability and terrorism.

Piazza (2007) evaluated whether democracy promotion in failed states in the
Middle East had its post-9/11 anticipated effect of decreasing the levelsoofktar
experienced in those states. He defined failed states primarily as hdwmgstrative
incapacity, the inability to deliver the basic political goods a state is &xperprovide,
such as personal security. He proffered two pathways between terroristatand s
instability. First, state instability could help to generate the conditfmtreate

terrorists. Second, state instability could provide crucial opportunities fetirexi
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terrorist groups and networks if they were to move there. Once the tersvast
established in the state, the state would be unable to oust them.

Further, Piazza (2007) suggested that as the public witnessed the inability to
remove the terrorist element from the failed state, the government ofateatvsiuld lose
legitimacy, the power to compel conformity in its citizens and may uninteticpar
some citizens toward terrorism. Once the state’s authority had been so undetmeyed, t
would be unable to maintain control over many forms of civil strife or to prevent further
strife through the power of deterrence or the power of adequate law enforcement.
Terrorists could also exploit the outer fagade of sovereignty of the osteraietydtate
to obtain legal documents that would make their operations easier.

Piazza (2007) used the Political Instability Task Force Data (also used in thi
study) as his measure of state instability. He formed an additive indegdte an
intensity scale, which was scored from 0-4 for each type of instability ri&eluegime
change, ethnic war, genocide, and revolutionary war). However, he only used the data
from Middle Eastern nations. For his terrorism data, he used the RAND-MIBRTHiat
hypothesized that state instabilities from 1972-2003 in the 19 countries analyzed would
be positively related to the domestic and transnational terrorism incidaastsnfiortant
to note that from 1972 to 1997, the RAND-MIPT data did not systematically include
domestic terrorism in their data collection. Thus, the analysis included onlgatemsl
terrorism from 1972 to 1997, and from 1998 to 2003, the analysis included both domestic
and transnational terrorism incidents in the 19 Middle Eastern nations examined in the

article.
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Using a pooled time series negative binomial regression analysis, Piazza (2007)
found a positive relationship between terrorism and instability, except when indedcl
lagged prior levels of terrorism. Further, state instability was the mosstaris
predictor of levels of terrorism in the models. He also examined the effanttaifility
on the existence of terrorist groups that the RAND-MIPT analysts congidgteaving
the home base in that country. He found that those Middle Eastern countries that were
experiencing state instability were more likely to host groups that coeahérror
attacks domestically and transnationally. In addition, the unstable MiddleriEatites
were also more likely to be attacked by groups from other states.

This study suffers from several drawbacks. First, it is not clear wioylye
utilized data from the Middle East, because both the terrorism and state itystabili
databases have data for the vast majority of all states in the world. Fithanportant
to note that though his transnational terrorism incident data covered the period from
1972-2003, the RAND-MIPT domestic terrorism data only covered the period from
1998-2003. Due to the limitations of the RAND-MIPT data, Piazza (2007) is unable to
truly examine the domestic nature of the relationship between state ihstail
terrorism. Though this empirical study was limited both geographically @amzeptually,
the relationship between state instability and terrorism passed d €irstigst.

Piazza (2008) further explored this relationship in a subsequent article. In this
second article, he conceptualized the relationship between terrorism andssédmdity
as one of coercive incapacity rather than administrative incapacayislte
conceptualized the relationship as one initiated by the fragile state’stinabihaintain

a monopoly on the legitimate use of force and control over the entirety ofitsrer
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In this analysis, Piazza (2008) utilized the Fragile State IndeX {¢i1She year
2006. The FSI provides a four tier ordinal scale of the level of instability based on 12
social, economic and political / military indicators. The categories in ofderiousness
include Alert, Warning, Monitoring and Sustainable. For his terrorism inciderabat,
Piazza used the RAND-MIPT transnational terrorism incidents from 2000-2086.Hé&
included transnational terrorist incidents that occurred in the state in questtondShe
included incidents launched by groups whose home base was evaluated by the RAND-
MIPT as having been in the state in question but whose incidents had taken place in other
nations.

Piazza (2008) hypothesized that fragile states would be more likely to be the
location of transnational terrorist attacks and more likely to be the souremshational
terrorist attacks on other nations. This hypothesis was supported. On avéegige, A
countries were more than 3 times as likely to be the site of transnationakteattacks
and more than twice as likely to be the host to a group which committed transnational
terrorist attacks than states in the Monitoring or Warning category. itiaaidhe top 5
most fragile states in the FSI were thestlikely to be targeted as the location and to be
the source of transnational terrorism.

In a secondary analysis, Piazza (2008) also re-examined the Pailsiteddility
Task Force data and created an additive scale to form categories of stadesnte
intensity of their instability. Using the ITERATE transnationaldesm database and a
host of controls, he found that states with more intense state instabilitiesyarerékely
to have transnational terrorism incidents originate in their borders. Theyagermore

likely to have nationals of their states initiate transnational terronisigients in other
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places. Further, quasi or weak states did not experience markedly moisrterror
incidents. Piazza (2008) concluded that state instability is an important dimension of
transnational terrorism.

However, this study has several drawbacks. First, in the primary andigsis, t
causal ordering of state instability measured only in 2006 and terrorism suk&sum
2000-2006 is at best, contemporaneous and at worst, reversed. Second, by creating an
additive scale of the intensity ratings of four very different typeasibility in the PITF
data, he equated them as if they were similar or equally likely. In &aatt,tgpe of
instability is not equally likely to occur in any given state. He also seemedmine
more states (195) than are available in the PITF data from 1991-2003 (162). Firslly, t
analysis necessarily excluded incidents where the perpetrating grdtipeaefore, the
nationality of the group were not known. This is a very serious under-counting of
potentially informative incidents. In the end, however, these are drawlmewkst is
nevertheless an interesting and informative analysis.

Marshall (2002) briefly examined the connection between state instability and
terrorism using the Political Instability Task Force Data in a langalyais of the
predictors of global terrorism. For his terrorism data, he compiled his own tilowares
transnational data set using the Keesing’'s World Archives from 1991 to 2000. Heldefine
the terrorism concept to exclude incidents in which the victims were not civiliaoner
combatant populations.

Overall, Marshall (2002) found that the predictors of state instability and
terrorism were quite similar. Specifically regarding terrorismiolied that armed

conflict in bordering nations (the ethnic or revolutionary war categoriesthe PITF
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data) was positively and significantly related to the incidence of tarranishe state. He
also found that a history of ethnic and revolutionary war or adverse regime ch#nge w
the state itself increased the probability that terrorism would occur #tere |

Finally, Marshall (2002) attempted to differentiate between Collectivéi¢bli
Violence that included violence against civilians by state or non-state, didt®rebel
groups, and terrorism proper. Very little was able to differentiate pettbem. States
that experience terrorism relative to the lower level collective pdlitioeence with
some violence against civilians were more likely to have advanced or post-industria
economies, but these incidents were less likely to draw fatalities. Tthésewere also
more likely to be democracies with lower quality of life, youth unemployment,
systematic ethnic discrimination in the political and economic sphere, to hagem la
agricultural sector, to be more likely to be involved in international violence and wars,
and to have a relatively higher proportion of autocracies in their immedgtanr
Though this was not a direct test of the instability — terrorism nexus, it did deatenst
the importance of diffusion of armed conflict over borders and of the history of armed
conflict or regime changes in predicting later terrorism incidents.

Newman (2007) conducted a simple test of the state instability - terronam.ne
Conceptually, Newman viewed the state instability issue as one of safe-Wathesut
the justice apparatus to prevent and deter the settlement of transnationatsesxitiin
the borders of the state, transnational terrorists could train and even segtléltveever,
he did point out that, even in Afghanistan and the Sudan, the government may have

allowed al Qaeda to operate there or even welcomed their operations thérer, Burte
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most terrorism occurs domestically against the domestic government and sesihes
guestioned the analytical usefulness of the instability — terrorism nexus.

For his simple test, Newman (2007) examined groups in the RAND-MIPT
Terrorist Organization Profiles and 84 other groups that were listed on thecamer
United Kingdom and European Union’s terrorism watch lists. Using a subsample of 54
terrorist organizations that had conducted incidents which claimed fatdigiésoked at
the data and found that the more dangerous groups were more likely to have originated
from states with weakened state capacity as judged by the Failed Bt#ex’'s Conflict
Assessment Tool. Further, if the European nationalist and ideological groups from the
developed world were excluded from the subsample, weak states were more |iaty
the base of operations for one of these groups. However, Newman concluded that
although terrorist groups do sometimes operate in these types of stagss, iaskability
is only an enabling condition and did not approach necessity or sufficiency. Further,
terrorist organizations certainly operated in stable and functioning dt&tesncluded
that there were clearly important intervening variables in the relatpbsiiveen state
instability and terrorism.

However, this study does not represent a strong test of the instabilitprstarr
relationship. In fact, it is unclear whether the author undertook an actuanddyais or
test; from the description, it seemed as if he simply visually inspecteththeFurther,
his sample of groups included those that do not perform acts of terrorism but who utilized
terrorist-type rhetoric. This is due to the inclusion of the United Kingdoratsiwlist,

which includes groups that incite terrorism. In the end, however, despite thesseri
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drawbacks of the study, Newman (2007) contributed to the debate by problematizing the
importance of these types of states.

Tikusis (2009) reevaluated the skepticism with which Newman (2007)
approached the state instability - terrorism link. Tikusis saw the insgamd terrorism
relationship as one of the conditions that enable existing terrorist groups to function,
particularly due to population displacement, group grievances, inconsistent economi
development and lack of public services and security. However, he took issue with the
Newman (2007) contention that if a state did not host a major terrorist group (the
foundation of the Newman analysis) that it negated any relationship betwedilitgsta
and terrorism incidents themselves.

Tikusis (2009) tested the instability — terrorism incident link with 2 yeadsitat.

He utilized the Fragile States Index rankings for 2006 and 2007 — looking at states ranke
over 90 on that scale. He then compared the data for these weak and failing stetes t
RAND-MIPT terrorism incident data (both domestic and transnational) for 2005 and
2006 using a cluster-analysis. Tikusis found that weaker states werecaigghyfimore

likely to have experienced fatal terrorism incidents than relativedngér states. In fact,
none of the “most stable” states experienced any fatal terrorism incideitesonly one

of the fifteen “stable” states experienced fatal terrorism for theaesyHowever, weak

states did not differ significantly from stronger states in the actual muhbegalities
experienced for those fatal incidents. Weak states were only slighttylikely to have
experienced terrorism incidents regardless of whether they drewiéatalit

Finally, Tikusis (2009) examined whether there were any differences letwee

weak states that hosted major terrorist group operations (based on the RAND-MIP
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Terrorist Organization Profiles) and weak states that did not host a magoistegroup

on the 12 sub-indicators that make up the Fragile States Index ranking tool. He faund tha
terrorist group-hosting weak states were slightly less likely to hgwerienced a sharp

and / or severe economic decline on the FSI. They were also more likely to have
experienced political instability and violence. Overall, though, there were faretdices
between weak states that hosted major terrorist groups and those that did nist. Tikus
concluded by “unequivocally” asserting a relationship between weaknessesf @hd

the occurrence of fatal terrorism incidents.

In a final simple assessment of the strength of the relationship, L&kgan and
Fahey (2008) used the Political Instability Task Force data to examingahienship
between state instability and terrorism via the Global TerrorismbBsgafrom 1970-
1997. The terrorism data were first categorized into two groups: thosethiatever
experienced an episode of instability from 1970 to 1997, even if only for a year (ever
failing) and those that never experienced an episode of instability from 1970 to 1997
(never failing). The number of incidents (or fatalities) was then averaggdhe number
of states in each category. From 1970 to 1978, never failing states experiemeed m
terrorism incidents and more fatalities than ever failing states, ltHeugls of terrorism
and fatalities were low in both categories. However, from approximatély ddwards,
the levels of both terrorism incidents and fatalities in ever failing sjages to surpass
those in never failing states.

In a second analysis, the researchers re-classified states atute’ fonly for the
years in which they experienced the episode of instability. States \mesg#field as “out

of failure” when the instability episode ended. Again, the number of incidents (or
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fatalities) was then averaged over the number of states in each caigihiy top 25
countries with the most terrorism incidents, 15 of those countries had experierezest at |
one year of instability and 12 states had experienced at least one decedability.

The instability — terrorism incidents and fatalities relationship&ween clearer when a
state was “switched out of failure” when the instability episode ended. Foeims and
fatalities, in-failure states far surpassed out of failure stategigeints and fatalities for
nearly the entire post-1978 series. No explanation was offered, however, for why the
relationship between instability and terrorism took root only in the post-1978 period.
LaFree, Dugan and Fahey’s (2008) simple test suggested that stateitystadbil

terrorism are linked for at least some states and some times.

In a related study, Fahey, LaFree and Dugan (2007) examined whetken¢ner
differences by type of instability in the time-trend relationship betvetate instability
and terrorism. Overwhelmingly, they found that the meat of the relationsipdie
instability and terrorism was in the complex category of instability. Tatesthat
experienced the most terrorism were those which had ever experienced a complex
instability. Recall that the complex instability is made up of states vexipharienced two
or more instabilities in the same year or within five years of one andthey also
examined whether the timing of the instability mattered; they tested both laggjed a
“early” timing formulations of instability. That is, they examinedditnends when the
currently in fragility status was turned on a year before the instasiititted and turned
off a year before it ended as well as models in which the instabilityystarivas lagged
one year and ended one year late. None of the timing measures seeméerto mat

however, as the strength of the in-fragility — terrorism relationshnaireed substantively
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the same despite the timing of the instability indicator. This small studyefughdorsed
the value of examining the state fragility and terrorism relationship¢cplatly research
which disaggregated the complex category by type and state-year.

Though the empirical literature on state instability and terrorism is rjodeas
shed light on the utility of further examination of this connection. There does dpgear
some support from the current literature for a significant relationship éetstate
instability and terrorism, but further and deeper analysis is needed todleste
parameters of this relationship. In the next section, | will briefliere the predictors of
state instability.

Empirical Predictors of State Instability

Predicting state instability is certainly not the main focus here. tYetder to
guard against omitted variable bias, it is important to include variables in mysniloale
measure each of the domains that are related to both state instabilityransited now
turn to a brief review of the predictors of state instability.

The original purpose of the Political Instability Task Force was to find the
predictors that signaled the onset of state failure. It was believed at éhthatrthere
was likely some combination of factors that would warn policy makers thatefailas
imminent (Marshall, 2009a). These policy makers would then presumably send in the
appropriate resources to forestall the failure. However, this process would not end up
being as simple as it first seemed. The Task Force spent years worlangd mafining
both technically simple and complicated models for simple post-diction withipleam
Within-sample post-diction consists of splitting the sample between edaterfor

example 1955 — 2000, and using the earlier data to come up with a set of social, political
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and economic demographics that are able to predict the onset of instabilityatethe |
data from 2001 to 2003. However, a full early warning system for detecting an intmine
instability and sounding the alarm has not been put into place. However, the Task For
members have been able to come up with a set of variables that are able tat post-dic
reasonably well within-sample. | present the recent results of thosts éfébow.

Goldstone et al. (2005) examined the onset of instability from 1955-2003 using a
case control method. They sought to identify the risk factors for instakititye¢ars
prior to the event occurrence. Over that time period, the PITF data includes 111 adverse
regime changes, 74 ethnic wars, 62 revolutionary wars and 40 genocides. Because thes
events can and do overlap within-country and within-year, there were a total of 141
instability episodes. Their two-year post-diction models achieved 80%sagcur
Instability was fairly evenly distributed over time, save for a peak inagHg £990s. This
peak was then followed by a declining trajectory. Regionally, sub-SaAdraa led
with 35% of the instability episodes.

Goldstone et al. (2005) used case control matching with logistic regression t
analyze their data. They matched country-years with instability teestabhtry-years
(no instability for two years prior and four years hence). They detedntinae further
breaking down of instability into its four categories (ethnic and revolutionary war
adverse regime change and genocide) was extraneous, because the chodeldiffier
across type of instability. Out of the many variables they tested in theilsnticere
were only four important factors.

The most important predictor of state instability was the nature of thegdgoa.

Full autocracies and democracies were the safest from instability (Gwdd=t al., 2005).
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Yet, full democracies were 3-5 times more likely to experience insyaipilthe next two

years than full autocracies. However, partial democracies wererah@her risk of

instability. Partial democracies were those regimes in which theeeelections with
unobstructed political participation, but they fell short of full democracy otherwise
Similarly, partial democracies beset by factionalism had the highdestof experiencing
instability. Partial democracies with factionalism are those natitveserethnic or other
groups control the political system such that the special interests abthieig power

are promoted and in-group members are held in higher esteem than out-group members.
Partial autocracies (those which allow competitive elections or substawiitadal

openness but not both) were also at increased risk of instability.

Infant mortality was also an important predictor. Nations at the sefiéthty-
percentile of infant mortality (compared to the twenty-fifth) had 4-7 timgiser odds of
experiencing instability two years hence (Goldstone et al., 2005). Thoughctiis fa
could be proxying for many concepts, they believed that it referenced the level of
economic development in the nation. Countries with four or more neighboring countries
experiencing instability were far more likely to experience instgliliemselves. Finally,
nations that have discriminated against ethnic minorities living within thedebowere
twice as likely to experience instability in the next two years.

Marshall and Cole (2008) examined state instability and conflict around thet worl
between 1995 and 2007 and its relationship with income. Though Marshall works
regularly with the PITF data, he utilized a different measure of stadility for this
paper. The authors made use of the State Instability Matrix which tates 8oth on

their effectiveness and legitimacy on four domains: security, govesnaognomic
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development, and social development. This is a broad but classic view of the concept.
They found that states with higher GDP per capita were much less likelgedence
instability. However, there was very wide variation on instability scorealfancome
levels. That is, income is certainly a factor, but it cannot be the only good predict
Some states with high income per capita had less than ideal-instability sdtolst some
states with low income per capita were more stable than expected. Margh@lble also
examined the instability scores for oil-producing nations (in which their &netia
production was at 10 or more barrels per capita) and found that only three had the
instability scores that their income level would have predicted; the restfaranore
prone to instability. Those three nations were Denmark, Russia and Kazakhstgail,
the relationship between income and state instability is complicated, arakifrism a
perfect predictor.

Finally, Marshall (2008) issued a report on the systemic risk of instalsiitg u
the PITF data. He reviewed the extant literature on the subject and concludsstitics
of instability most often followed a prior period of less severe political ingtalwather
than stability. He suggested that instability tended to break out most oftéativertg
newer autocratic states or states with factionalism problems (whate's golitical
system is dominated by an ethnic or other specialized group and the governmeait is us
to pursue the specialized interests of that group). This is because instabdiy to
happen in states which either moved further towards autocracy to consolidate their
disorder (adverse regime change) or ethnic or revolutionary war brokénenttiae
factionalism in the system proved untenable. The results he reviewed demdrisivate

inadvisable it is to ignore factionalism or to crack down on groups seeking political
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voice. These actions can polarize the citizenry and the political socidtg spark sets

the tension aflame into ethnic or revolutionary war. Once the instability begiesito &
tends to persist over time. He concluded that it is important to address the pragispos
factors so that the process could be cut off before it could cascade into more and new
problems.

The Marshall (2008) review of the literature hints at the possibly distincélcaus
factors that may be behind the different types of instability. If thereliatinct causes, it
is important for me to disaggregate the instability independent variable into its
component types (adverse regime change, ethnic or revolutionary war, aniigetom
assess angifferential effect®n the prediction of terrorism incidents worldwide. | will
briefly examine the literature on each different type of instability filoenPITF data.

Empirical Predictors of the Types of State Instability
Civil Wars: Ethnic and Revolutionary War

I will first review the recent report on the predictors of ethnic civilsnas
defined by PITF. To review, ethnic war is defined as an“[episode] of violent donflic
between governments and national, ethnic, religious or other communal minorities
(ethnic challengers) in which the challengers seek major changes irtdhest s
(Marshall, Gurr and Harff, 2009: 6). Ethnic wars are a subset of the more dendral
war”. An example of an ethnic war included in this analysis is the one fought by the
Serbs in eastern Croatia and Krajina against the newly independent Croat governme
from 1991 to 1995. | will also briefly review the literature on the more geneixall “
war” as defined by each of the studies’ authors that | review below,. IRinsn to the

PITF report on ethnic war.
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Gurr et al. (2005) used case-control methods combined with logistic regression t
post-dict the onset of ethnic war from 1995-2003 for all nations over 500,000 population.
Over that time, there were 74 ethnic wars. This is about three times as maras\wae
other type of war PITF includes, which is revolutionary war. Ethnic wars faiehe
evenly distributed over the time period, except for a steady increase of etinroosets
in the 1980s, which peaked in 1991. This peak constituted 21% of the 157 included
nations. Ethnic wars tend to be a precipitating event in setting off more ingtadnts
(putting the nation into the complex category), particularly another ethniarvdar
genocide. This demonstrates the importance of separating out ethnic war from
revolutionary war, as the same cannot be said for revolutionary war.

Gurr et al. (2005) achieved roughly 80% correct post-dictive classifidatibeir
ethnic war models. There were 50 onsets of ethnic war during the period. Thaganatc
three “healthy” country-years for each ethnic war onset country-year.mbst
impactful predictor was the presence of active, systematic state ¢eidntigition against
minorities within the nation. This factor best signaled the onset of ethnicrnaatdition,
higher levels of ethnic diversity greatly increased the odds of experiemtiatpnic war.

Regime type also had important and strong effects on the odds of ethnic war.
Specifically, partial democracies with factionalism were the modylikeater
experience ethnic war (Gurr et al., 2005). Interestingly, partial demesnaithout
factionalism and partial autocracies did not have increased odds of experethaicg
war. Abutting states with current civil or ethnic war and the state’s ownegtharc war
or genocide in the last 15 years significantly increased the odds of ethnic widatarse

Finally, a larger than expected youth population increased the odds of ethnic wdayonset
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three to four times. Overall, this model supported the conceptual importance of prior
grievances (prior conflict, state-led discrimination, partial demoandttyfactionalism)
and greater opportunity to go to war (youth bulge, ethnic diversity, conflict in
neighboring states).

Sambanis (2001) published an interesting bridge between the specializadcivil
literature, like Gurr's and Marshall’'s work on ethnic wars, and the aggregéte/ar
literature (presented below). He tested whether there were didéessén the predictors of
onset of ethnic war versus non-ethnic civil war. Non-ethnic civil wars wengedieds
revolutionary or other wars while ethnic wars were operationalized using the PIT
definition of ethnic war. He predicted the onset of ethnic and non-ethnic wars using a
random effects probit analysis for 161 countries over the period between 1960 and 1999.
This period covers 77 ethnic war onsets and 32 revolutionary war onsets.

First, ethnic wars were unlikely to break out in democracies; in addition, the more
democracies in the state’s region, the lower the risk for the onset of ethnicavstate
(Sambanis, 2001). Ethnic heterogeneity significantly increased the probablater
ethnic war onset. Further, conflict in neighboring states increased the (itpludibhe
state experiencing an ethnic war. Per capita real income had a requsgative
influence on the likelihood of subsequent ethnic war onset. Overall, politics had an
important influence on the onset of ethnic civil war.

With regards to differences between onsets of different civil war typegsasn
(2001) found that there were important differences between ethnic and revoluti@nary
onsets. For example, per capita real income was a far stronger negadiegopiof the

onset of revolutionary civil wars. In addition, regime type itself did not sigmitlg
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affect the likelihood of revolutionary war onset nor did ethnic heterogeneity. However
changesn regime type, towards democracy, significantly increased the prapatithe
onset of revolutionary war. Years of prior peace and conflicts in neighboring atste
failed to predict the onset of revolutionary war. Sambanis (2001) concluded that there
were important differences between the predictors of ethnic wars, whichrarefwa
identity, and revolutionary wars. Wars of identity seemed to be fought pyroaat
political grievances rather than economics while revolutionary wars tiseem to be
fought over political grievances, as defined here. The work of Sambanis (2ppb)ted
the separate examination of ethnic and revolutionary war.

Civil Wars Not Separated by Type

Despite the evidence presented by Sambanis (2001) on the dissimilar causation of
ethnic and non-ethnic wars, | will briefly review the literature on the agdeecivil war
category. This literature mainly draws from the Correlates of Way dataell as the
Sambanis updated version of that data. An example of a civil war in this data includes a
war in 1993 between the government of Congo-Kinshasa and the rebel group there
(Sarkees, 2000). The majority of this literature does not differentiate &retive type of
civil war fought based on the underlying disagreement. Marshall and Cole (2008)
reported that at the same time that the onset of international war clealityed, civil
war increased in prevalence since the end of World War 1l and peaked in the late 1980s,
with an average of four civil war onsets per year. In fact, 20 of the 21 warsgngoi
2008 were civil or communal wars. | briefly review the literature on priedicivil wars
below.

In a series of papers, Paul Collier and Anke Hoeffler set out an economic theory

of civil war causation. This economic model stands in stark contrast to the models of
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political grievance characterized by Gurr et al. (2005). Over timéie€ahd Hoeffler
refined and elaborated their economic rational choice perspective on thamos

benefits of civil war. In sum, their rational choice framework suggestsithbrebellion

will occur when the incentives for rebellion are larger than the costs ofioebel

Rebellion occurs for the purposes of replacing the regime or to force stdsisacThe
benefits of rebellion include victory over the government (tempered by the probabili
obtaining it) and the spoils of either being in charge of the state now (and kv¢axe

or looting during the chaos) or having seceded and won their independence. The costs of
the rebellion are disproportionate for the rebels compared to the government which has
far more resources upon which to draw. These costs include the monetary costs of
conducting civil war, like the costs of outfitting a rebel army and their labolié€Cahd
Hoeffler, 1998, 2002). However, once the rebellion is underway, the rebellion will pay
for itself monetarily such that the “start-up” costs are far more proleltiian the costs

of continuation (Collier and Hoeffler, 2004). If the state is high in lootable natural
resources, such as oil or diamonds, then these will be regarded as a benefitiarf rebe
and they will function to help finance the continuation of the rebellion (Collier and
Hoeffler, 2002). Rebellions will occur when the costs are outweighed by thetbenefi
This is independent of the level of political grievance among the rebels which may
include state discrimination against the rebels if they are ethnic gioteiminorities.

Collier and Hoeffler's (1998, 2002, 2004) economic model of civil war causation stands
in general contrast to the political grievance model of ethnic civil \paesent their

most recent test of the model below.
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Collier and Hoeffler (2004) tested the political grievance model againsothigi
economic framework of civil war. Over time, they adjusted their model toashél
from the economic costs of rebellion and have begun to look more at opportunities for
rebellion. They tested this for 98 countries for each five-year period from 1960 to 1999.
Their civil war data set followed the classic Correlates of War defmia conflict
between a state and a non-state challenger that claimed 1000 battle-deattins cvarse
of the conflict, with each side inflicting at least 5% of those casualtieal(@nd Singer,
1982). Thus, these civil wars do not focus on the type of war, either ethnic or
revolutionary; their dataset simply includes all intra-state civil weasmeet the
inclusion criteria.

The economic / opportunity factors generally performed as expecteditesst,
found that the proportion of the GDP accounted for by natural resource exports (such as
diamonds, oil and lumber) was highly significant and non-linear in its effects on the onse
of civil war (Collier and Hoeffler, 2004). The risk of civil war onset wassapeak when
approximately 1/3 of the economy was accounted for by natural resource expats, w
the authors labeled as a highly dependent economy. Further, GDP per capitandhd g
in per capita GDP were both significantly negatively related to the onsefilof/ar.

Their proxies for the high costs of starting a civil war included male secordagls
enrollment (if it is low, it is easier to recruit men to the rebel army), tigtheof peace
prior to the conflict (need to lay out more costs initially to equip and outfit a aetngl
after a long time at peace), heavily mountainous terrain (in which the celmelsde

from government forces), geographic dispersion of the population (if they are highly

concentrated, it makes it harder for the rebels to hide amongst them), and the socia
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fractionalization of the people (which makes it more difficult for the setmel
communicate amongst themselves). The proxies for the high costs of stairiigvar
were all at least marginally statistically significant at the el@llin the expected
direction.

On the other hand, Collier and Hoeffler's (2004) political grievance measures did
not predict civil war well. If political grievances against the stateegime in charge
were relevant predictors of civil war, then high levels of ethnic and religious
fractionalization and polarization along these lines should be supported. In addition, it
would be expected that the unequal distribution of income and land would be positively
related to the onset of civil war. Ethnic fractionalization was only mdtgisiatistically
significant at the .10 level, and religious fractionalization was not able tosachie
statistical significance. Further, ethnic and religious fractioaadin was not statistically
significant and was even negative rather than positive. Ethnic dominance,nttherei
largest ethnic group constituted 45-90% of the population, was also statistically
insignificant as were both measures of income and land inequality. The onlggboliti
variable that performed as expected was regime type: democracy wasahggalated
to the onset of civil war. Overall, the political grievance underperformed.

Collier and Hoeffler (2004) also tested a combined model of the onset of civil
wars. They found that all the included economic / opportunity variables performed as
expected: natural resource exports, especially oil, school enrollment, population
dispersion and social fractionalization. The only political grievancerfélcat was even
significant in the combined model was ethnic dominance; when one ethnic group

constitutes the plurality or majority of the population, there was a high riskilofvar
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onset. They concluded that the economic / opportunity model was the best supported.
However, Collier and Hoeffler (2004) can likely be reasonably be criticaretthéir
loose interpretation of political grievance or control variables as suppahef@conomic
/ opportunity model (such as social fractionalization or male school enrollrirent).
addition, it is reasonable to assume that their model would suffer from muitieeoity
issues given the amount of ethnic and religious dominance / fractionalization /
polarization included in the models. Yet, the clearest criticism is of theindepe
variable. The results offered by Sambanis (2001) and others clearly densotingtrat
importance of separating civil war into its components of ethnic and revolutioaary w
which | do here. | turn now to an additional model for an aggregate civil war measure.

Gurr and Marshall (2000) also examined a combined measure of civil warfare
from the Minorities at Risk database. Their measure of war was limitexy ty@e of
war that was conducted by an ethnic minority at risk. However, their wauneeaas
actually included in a larger “rebellion” variable, which included terrorismacdeoons
of independence, guerrilla violence and full-scale civil war. They mehshiseis as a
scale with political “banditry” and non-systematic terrorism at one eddidl-blown
civil war at the other. Thus, they partially predicted the onset of tarrpas well as
lesser and greater forms of political violence, like war. Their model afrtbet of civil
war conducted by ethnic minorities at risk covered 1997 and 1998; the predictors were
measured in the years prior.

Gurr and Marshall (2000) found that the following factors increased the
likelihood of rebellion, which ranged from non-systematic terrorism up to and including

protracted civil war: five or more years of persistent protest act{ivitluding strikes,
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demonstrations and riots) by the ethnic minority, organization by the ethnic tyintwi
political groups, support for the ethnic minority by foreign governments, high
concentration of the ethnic minority in geographic space, government represtien i

prior year, and regime instability over the prior three years. Theseaonsistent and
strong predictors of rebellion; there were also some less consistent peedia&bellion.
Minority-specific factors that increased the likelihood of rebellion includedipusly

losing their political autonomy, ethnonationalist ideology in the minority, whether the
group is a communal contender, support from related groups elsewhere in the world, and
ample armed conflicts in nearby states and in the overall region. Othansfthat

decreased the likelihood of rebellion were increased ethnic group support for canformis
organizations, support from regional and international organizations, and whether the
group is an indigenous ethnic minority. These models predicted political rebellion,
including protracted civil war as well as less contentious actions, amongst atipopoiia
ethnic minorities. This model is related to the others presented above but also pulls i
characteristics of the group itself to predict the occurrences of vioMfieere the data

are available for the period from 1990 to 2005, | include many of these predictors in my
Model 3, which contains control variables that measure ethnic minorities at risk
characteristics. | turn now to the literature on adverse regime chandegratype of

state instability collected by the Political Instability Taskde and used in this study as

an independent variable.

Adverse Regime Change

The Political Instability Task Force’s Ulfelder and Lustik (2005) enésd the
results of their examination of the predictors of adverse regime changesAdegime

change was defined by PITF as “major, adverse shifts in patterns of gmasrna
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including major and abrupt shifts away from more open, electoral systems b, close
authoritarian systems; revolutionary changes in political elites anddtie of
governance; contested dissolution of federated states or secession of a sulsardfa
a state by extrajudicial means; and or near-total collapse of ceatehsthority and the
ability to govern” (Marshall, Gurr and Harff, 2009: 10). Operationally, thig shiblved
a six or more point swing in the POLITY score as well as the interregnum code for
complete collapse of the central government from Polity (-77). POLID¥esaate
regime types and range from -10 for full autocracies to +10 for a full deayocra
(Marshall and Jaggers, 2007).

In this paper, Ulfelder and Lustik (2005) specifically modeled the transition
towards autocracy, a form of government they defined as a government that
institutionally lacks accountability to its citizens. These transitionsitds autocracies
were labeled as “backslides” and specifically involved situations when wetlgficials
replaced elected officials. An example of a backslide occurred in 1980 in Burkina Faso.
The democratic election of the president of that country was greeted by labor and
economic unrest and was subsequently overthrown by a military coup, after which the
constitution was suspended. Sixty backslides occurred from 1955-2003 for the 162
nations examined. They achieved 85% correct classification in their pase dicidels.

First, the age of the democracy was an important predictor of backdhdesk
rose steadily after two years and stayed high until the democracy had emdurgd f
years, after which the risk of backsliding declined (Ulfelder and Lustik, 2005y. The
hypothesized that either this timing indicated that the danger usuallydmineith the

timing of the second election or that there were two qualitatively differpas tyf
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democracies, one of which was destined to fail early and one of which was destined t
last long-term. Economic development was also important; they specifiestibd infant
mortality, but overall, the rest of the indicators also demonstrated that the thighe
development level of the democracy, the less likely it was to backslide towards
autocracy. Factionalism, or democracies in which specialized intevebts party in

power are favored, also significantly increased the odds of backsliding. Thih gnaive
per capita GDP over the prior two years was only weakly significant, thoggiives

They suggested that due to the importance of economic development and the weakness of
two-year changes in GDP, the long-term economic well-being of the desyounedtered
more than short-term changes for predicting backslides. Interestingyywere unable to
find any important effects for trade openness, region effects or prevaletemotracy

in nearby states. Backslides, or transitions towards autocracy, were edétitpd by a
small set of variables, including the regime characteristics, longgeomomic health,

and factionalism. | turn now to the predictors of genocide.

Genocide

Harff (2003) presented a model that examined the antecedents of genocide from
1955 to 1997 using the same case control method and logistic regression method utilized
by other PITF research. Genocide was measured using the PITF definitiois: wheh
“involve the promotion, execution and / or implied consent of sustained policies by
governing elites or their agents — or in the case of civil war, either of tivencbng
authorities — that result in the deaths of a substantial portion of a communal group or
politicized non-communal group” (Marshall, Gurr and Harff, 2009: 14). An example of
this is from 1956 to 1972, the Sudanese government slaughtered civilians living in the

southern portion of that country because it was thought that these civilians may support
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secession. Unlike the other forms of state instability, genocide only edaumce on its

own in a state-year. The rest of the genocides occurred nested in a corsialbity

that included other ethnic and revolutionary wars and adverse regime changesethere
126 such instances that included 35 genocides. Because these occur almost lgxolusive
a nested way, the purpose of Harff's (2003) model was to ask what can distinguish
between instabilities that included genocide and those that did not. The prediceors wer
measured for the prior year.

Harff’'s (2003) post-dictive model of state instabilities with genocide events
achieved 74% accurate classification. Recall that this model prediciseifeolod of
experiencing a state instability that includes a genocide versug anstability episode
that does not also include genocide. This model does not predict genocide relative to no
instability.

Prior state instability over the preceding 15 years was a positive aisticzthy
significant predictor (Harff 2003). States that had experienced a priocigenere
about three and a half times more likely to experience another. States Inthnenraling
party espoused an ideology that singled out certain groups of people for discniynina
persecutory or genocidal treatment were marginally significambre likely (at the .10
level) to experience an instability with an episode of genocide than those wiikbudrs
ideology. States in which the ruling party was part of an ethnic minorigti(relto the
people they are ruling) were two and a half times more likely to exper@nicestability
with a genocide than those in which the ruling party is part of the majoritgsStat
governed by autocracy rather than full or partial democracies were aboutrititeaifa

times more likely to have an instability episode that included a genociddyfFatales
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that were less economically connected to the world (lower trade opennesshave
likely to have an instability that included a genocide.

Autocratic states with previous instability, a previous episode of genocide, a
political elite that is both an ethnic minority (relative to the population of #te)stnd
espouses an exclusionary ideology, and a state with few international tradimeghad
a predicted probability of .90 for instability with genocide. However, a state imilityta
that had no risk factors had only a .028 predicted probability of genocide occurring in that
instability. Harff (2003) tested many different models, including models witlepatat
genocides in the dependent variable, and the model stayed substantively the same.
However, in none of the alternate models were ethnic diversity or ethnicrdisation
able to achieve statistical significance, which is an interestindindihg; perhaps
discrimination is less important once instability has already set inaD\eerelatively
simple model was able to distinguish between instabilities that experiganedide and
those that did not.

After examining the predictors of the types of state instability tilbbes
included as an independent variable in this analysis, it is reasonable to concludeg/that the
are at least a partially unitary phenomenon. That is, they are prediateanyyof the
same variables and are similarly “caused”. However, though they may barlgimil
caused, it does not follow that they exert similar effects on the probabilitgtafeaalso
experiencing terrorism incidents, the dependent variable in this analysigu€stion of
whether each type is equally likely to result in terrorism incidents is an apeirjcal
guestion, one which | intend to test here. The different types will be disaggragdted

tested to see if their effects on terrorism are the same. Havingveelvibe literature on
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the similar predictors of the different forms of state instability, thertregoretical,
independent variable in this analysis, it should be noted that although it is not possible to
include every single variable from prior studies due to lack of annual data fromol970 t
2005, | am able to include variables that tap all of the domains shown as important in
prior work. If these domains are also related to terrorism, then the modellikdbst
suffer from serious omitted variable bias. | turn now to the empiricaltsesiulests of
breakdown theory, the main theoretical framework in this analysis.
Empirical Tests of Breakdown Theory

Over the years, different forms of the breakdown model have been developed
across disciplines and dependent variables. | will review the empiricaheeida the
form closest to what | adopt here as the most applicable breakdown model forehe stat
instability — terrorism question. That is, social ties bind and restrain tloasof
individuals and provide formal and informal social controls on their actions. Rapid social
change can sever these ties. These loosened and severed ties candltBndeav
individuals free to engage in non-routine collective action, such as riotingjoakzid
civil violence, including terrorism. | turn now to the relevant research.

Attitudinal Studies of African Americans after the Race Riots

Caplan and Paige (1968) utilized samples of Newark, NJ and Detroit, Ml
residents to study riot participation in those cities, sites of two of the movasseace
riots of the period. Specifically, they surveyed representative samplessghuaids
living in census tracts that had seen violence and property damage during those riots.
They achieved approximately 2/3 response rates in both cities and ass#ssed ri
participation by asking whether the respondents were “active” or had coohptitgsical

destruction during the riots. In Detroit, the survey of all members of the hods®iesl
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age 25 netted 11% of the sample self-identifying as rioters. For Newadq whs a

sample of only-black males between 15 and 35, 45% of the sample self-reported riot
participation. There were differences across samples in the demogrdpglacsampants

but overall, the rioters were neither the poorest of the poor nor the least educated. They
did differ, however, in their beliefs regarding the positions of blacks in soEiety.

example, the rioters were more likely to perceive themselves as fallingdbethier

blacks, to report racial discrimination and to disagree that the US was “wadntingig

for”. Overall, the data supported the importance of the exclusion of blacks from
economic and social betterment and the resulting discontent caused by thi®exclus

This resulting discontent is largely supportive of the breakdown perspective.

In another examination of the race riots of the period, Miller et al. (1976)
reanalyzed survey data from 2800 African Americans in 15 cities. Unfortynate|
participation in the sample was too rare to enable conclusions about actual rioters, but
they were able to extract two other groups from the data by analyzimgnses to
guestions about protesting, the riots themselves and attitudinal measure®rirteeythe
first extracted group nonviolent protesters and the second riot-prone protelséses. T
two groups were clearly different on social integration. The nonviolent preiestoe
more likely than the violence-prone protestors to have higher levels of educatmmejnc
to be in a more skilled job, to be from an unbroken home, to be married and to be older.
This study clearly supported the breakdown hypothesis that individuals who engage in
non-routine collective action (protesting with the potential to turn to violencéikalg
to be low on social integration compared to individuals who engage in routine collective

action (non-violent protesting). These survey studies of individuals clearly dleowe
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negative relationship between social integration and potential to riot. | turn now to tw
studies of an aggregated unit of analysis: cities.

City-level Analyses

Lieske (1978) analyzed cities themselves for their proneness to be tHeisite. o
He found that more socially disorganized cities were more likely to haveiexped a
race riot than cities with lower levels of social disorganization. He me@dsocial
disorganization with a composite of measures, such as divorce, separation and birth
illegitimacy rates, non-white population changes and moving, and levels of Gitimse
study supported the breakdown model’s contention that high social disorganization
makes non-routine collective action more likely. Further, Gurr (1976) similzutyck
that times of high civil strife and high crime covaried in his study of London, Stockholm
New South Wales and Calcutta. Analyses at the city-level also demaomstraterelation
between social disintegration and non-routine collective action. I turn now to specifi
case studies of the breakdown model.

Case Studies

Piven and Cloward (1977) evaluated the breakdown model in their qualitative
case study of poor people’s movements. First, they determined that the ideaaa polit
protest is not a commodity that is available to all classes of societytjnt fanly
becomes available to the poor during certain times, namely during timessi’ena
social dislocation. This is because people are usually acquiescent regfaedithaf in
life, and they will continue living their daily routine unless forced to action bgiveas
social changes. This shift to protest first requires a change in consciowsolkaage in
beliefs about whether the system is unjust and wrong, about whether their demands for

change will be heard and a belief that they have control over their destimees.ifT
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requires a change in behavior, which involves widespread law violation, performed en
masse. Piven and Cloward found that the Great Depression involved so many
spontaneous protests in the streets, rent and food riots and disturbances at ratef cente
because it involved both massive unemployment and (forced) migration.

Piven and Cloward (1977) also found that the release from the daily rhythms and
controls of the work day and the loss of home and community destroyed the structure and
routine of everyday life for those individuals affected. The loss of structure add-the
routinization of everyday life allowed the collective actions to occur. Econcimaicge,
such as massive loss of employment, in particular, affects the structurestindional
control of everyday life. This is because work is such an integral part of thmerotit
everyday life on the one hand and on the other, work provides sustenance. After the loss
of work, the “comforting banalities” of everyday life disappear; if sustainadeawill
rise, families will be destroyed, and non-routine collective action will resul
individuals attempt to struggle through life. Unfortunately, during the Greptd3sion,
forced migration in search of work further broke down communities, social relapsns
and thus, formal institutional control over the actions of men.

Piven and Cloward (1977) also discussed how individuals chose one collective
action relative to another. They concluded that the poor are less likely to wseegiol
because the risks of such action may involve brutal repression by the government and
exact too high a price. Generally, though, individuals use collective actiom¢batas
institutions to which they have access; workers strike and the unemployed riatll Ove
Piven and Cloward endorsed the breakdown model in their qualitative case study of poor

people’s movements.
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Useem (1980) examined survey data from the anti-busing movement that resulted
from school desegregation in Boston in 1974. The movement itself involved both routine
(school boycotts, formation of neighborhood information centers, mass demonstration,
and a formal opposition organization) and non-routine (violent mass demonstrations)
collective action to prevent busing for the purposes of school desegregation. Useem
examined in-person interview data of 468 white Bostonians. These individuals resided in
mostly white neighborhoods that were disproportionately affected by thgrdgaton
order and were the site of activities in the anti-busing movement. He strovevir ans
whether social disorganization increased discontent, whether discontent macteseolle
action in the anti-busing movement more likely, and whether social solidargchet
hindered the movement. Social solidarity is an important conceptual counterpart to
breakdown (which will be discussed further later). Basically, it is the djgpaissocial
disorganization: integration of the individual into society via informal social bonds, suc
as work, school, church and other voluntary activities. Useem measured paoticipati
the movement as: participation in school boycotts, the establishment of private schools
for students who refused the busing, protest marches and the organization of anti-busing
organizations. Social solidarity was measured as: involvement in group esfiviti
community attachment, attachment to primary groups and attachment to segvodary
organizations.

First, Useem (1980) found that community and secondary group attachment made
anti-busing movement participation more likely. Primary group attachmdrd ha
negative or null relationship with participation depending on whether social class wa

included in the model. Yet, discontent did stimulate movement participation. However, it
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seemed that solidarity, as manifested by community attachment and seamodary
participation not disorganizatioomade this discontent stronger and stimulated
participation in the movement. Thus, less connected individuals were less likely to joi
the movement. In the end, both solidarity (not disorganization) and discontent stimulated
both types of collective action. These findings both supported (the discontent finding)
and contradicted (the disorganization finding) the breakdown model.

Useem (1985) examined the New Mexico prison riot of 1980 using a breakdown
framework. In normal times, he emphasized, the larger societal struekps Ken’s
appetites in check. However, when disorganization strikes at this societalrstritc
frees individuals from the normally inherent regulatory structure thaiskeeople
engaged in conformity. This disorganization increases the discontent withirysociet
Individuals who live in that society are freed to act in antisocial ways byogsof
regulatory control and because of this discontent, want to act in unusual and laimgyiolat
ways.

Useem (1985) viewed prison riots as collective action; the prison was treated as
society at the micro-level. Prisons are a society of alreadgregtdeprivation; their very
purpose is to control the behaviors of individuals through deprivation of liberty, personal
autonomy and security, heterosexual relationships and goods and services. Although
prisons constitute a very controlled social structure to begin with, it isrdgnpaissible
for disorganization to break out and stimulate the freedom to act in illegal wsssmU
examined interviews of a random sample of 49 inmates and 28 guards by the New
Mexico Attorney General's Office as well as conducting 36 additionahietes of his

own. He found that these very brutal riots were set off after a period of perceived
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worsening of conditions in the prison. The breakdown in the prison conditions started
when a progressive warden was transferred out of the prison; this progressiee el
allowed prisoner organizations, high school and college classes and civic atablehar
activities. In the five years after the transfer, subsequent warden&dealblof the

liberties and privileges that the prisoners had grown accustomed to under the prior
warden. The loss of programming coincided with overcrowding, prisoner boredom and
poor administration and combined to clearly increase the discontent felt bysnmate
When the riot subsequently broke out, it was vicious and took the lives of 33 prisoners
and involved extensive torture of many of the guards. Useem (1985) concluded that the
breakdown model provided a fitting explanation of the events that led up to the brutal riot
— loss of organization in prison life stimulated discontent and ultimately, riots.

Useem (1997) continued his breakdown research agenda by examining the Los
Angeles riots and the governmental response to the riot’s breakdown in social order and
collective violence. He set up a theory test between breakdown and resource
mobilization. The main point of contention was whether the state has a role in shaping the
course of the collective action; in resource mobilization, it has little to nduble
breakdown, the state has a clear role.

In general terms, the first role of the state is to choose how to react to the
destruction of law and order — either by diplomacy or by force (Useem, 1997¢. lLog
Angeles case, the riot itself came about as a reaction to a governmentahgon
acquittal of the four police officers accused in the Rodney King beating. Angduli
Useem, the police department had planned to keep on-duty all officers coming off-duty

around the time of the verdict announcement (5 pm). However, due to a
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miscommunication, this was not done. The riot broke out at the intersection of Florence
and Normandie streets when police officers used force and arrested a stomagthrow

youth in front of approximately 100 disorganized residents who had taken to the streets
after the verdict. Further force was used to control the now-inflamed cByehrly

evening, the riot was spreading to the rest of the city. This early misth&me of force

over diplomacy was compounded by further mistakes, such as placing a command post in
the field with too few resources, improper delegation of too much responsibility to lower
level officers, and uneven riot preparations during the trial.

Further, there was a mistaken choice of diplomacy over force in the rest of the
city as the riots spread, and the police chose to patrol normally and to avoid making
arrests (Useem, 1997). The height of the riot occurred at 7pm, a time at whichdkere
only one riot-ready police squad in the entire city. This squad was quickly owershe
and recalled for their safety. Finally, the police were not able to regainiortilethe riot
had virtually ended, businesses had been burned and the rioters had left the streets, which
occurred at approximately 8:30 pm. Useem concluded that the breakdown perspective
was supported by the inadequate tactical preparations before the verdict anmmincem
In addition, the generally incompetent state of the city government at the ttheerajt
prevented it from deterring such collective violence. Overall, it was frl@a this
gualitative case study of the Los Angeles riots that the breakdown perspeas
correct in its hypothesis that agents of social control had a role to play in Vieatme
of collective violence.

LaFree and Drass (1997) provided an interesting comparative test of tine routi

and non-routine dimension of collective action. Traditional breakdown theory would
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predict that all forms of social pathology should covary, such as antisocial behavior,
suicide, divorce, crime and protest (Useem 1985). LaFree and Drasstigxelsted this
notion in post-World War 1l America. To get at collective action, they emadieports
from an index of thé&ew York Timefom 1955-1991. Collective action included civil
rights-related riots, marches, sit-ins, rallies, boycotts, protests, amahd&rations. For
social pathology, they examined arrest rates for homicide, robbery and bufglanyly
get at the notion of covariation between the forms of collective action, theyredm
African American arrest rates and civil rights-related coNectiction separately from
arrest rates for whites, which should have been less explicitly and directigated to
civil rights-related collective action. Traditional breakdown would predidtatrast rates
(crime) and all forms of collective action should not only be related, but thatitbelds
be symmetrically related — as one rises or falls, so should the other.

LaFree and Drass (1997) demonstrated a clear relationship between both black
and white arrest rates and civil rights collective action — to a point. Theyietva
symmetrically from 1955 until the early 1970s. At this point, collective actiboffe
dramatically while arrest rates stayed high. LaFree and Draed tbe significance of
these relationships and found that arrest rates were significantlydrelatellective
actions for the most part until the 1970s and then generally were unrelated &stthie r
the series. It is not clear whether these relationships would have beemtltigutdghey
only examined non-routine collective actions (such as riots) and its relationghip w
crime, as the newer Useem (1998) formulation of the breakdown model would predict. In
the end, though, there are certainly other predictors of arrest rates. Y ¢h@podtical

grievance of civil rights was at least partially resolved, the moveemslgd its collective
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actions independently of the state of crime. It is also alternately podsblerime
should not be considered a collective action. LaFree and Drass generatstipatrtes
support for the breakdown perspective.

Useem (1998) used secondary data to test whether riots (non-routine collective
action) represent a clear breakdown in the social order to citizens, sgratehy
handgun purchasing. He examined homicide rates, handgun production for domestic sale
and riot activity from 1964-1994 and found that homicide rates and handgun production
rates were closely related except for the years during which tleeesincreases in riots.
These years, the handgun production rates increased more than expected from the
correlation with the homicide rate alone. These were statisticall\fisagnti relationships.
Clearly, at some level, riot activity is feared by citizens enough thaiptien of self-
protection with handguns (which is not often used as a hunting weapon) seemsattracti
to the American citizenry. This supported the breakdown perspective that non-routine
collective action represents a “felt” breakdown in the social order and sociadlsont

In the preceding section, | demonstrated that there is ample support for the
breakdown model in the literature. This evidence demonstrated that it is a useful
perspective for the current study. However, it is worthwhile to examinedHheafthe
breakdown model’s greatest detractor: the resource mobilization modeh, ig/innost
actively promoted by Charles Tilly. In the next section, | do this.

Resource Mobilization Model

The vast majority of the evidence marshaled against the breakdown model comes
from the resource mobilization area. The primary researcher in taissa@dharles Tilly.
The resource mobilization movement fundamentally disagrees with the breakdown

perspective that collective action comes about due to a breakdown in socialrofalet;.
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since discontent and political grievances have existed at all times, iniatlesyc

discontent and grievance cannot be the most important explanatory factors faiveollec
action according to the resource mobilization movement. If breakdown theory is unable
to explain the relationship between terrorism and state instability, resoatailization

can provide an alternate explanation.

Organization is at the root of collective action; collective action of nekutypes
requires some sort of social organization and resources. Thus, the most important
explanatory factor of collective action is social organization and the resdbate®me
along with that organization. Isolated people are less likely to engage ictigellaction,
and their collective action is not driven by discontent, because isolated indivattials |
nearly any type of organization. Individuals need to be plugged into the social structure
and social networks to be recruited into a movement. Finally, because coléatioreis
an organized, social activity of the socially connected, crime and other sohizbgas
do not covary with collective action nor do they spring from the same causes (Lodhi and
Tilly, 1972; Useem, 1980; 1985). Further, the resource mobilization model does not
recognize a difference between routine and non-routine collective actiohgimvairds,
there is organization inherent in even a spontaneous street riot such that the model
explains all types of collective action (but not social pathologies like Lrirh@n now to
a short review of the literature as it is relevant to the breakdown model.

Lodhi and Tilly (1972) examined crime and collective violence (riots, strikes,
demonstrations) between 1830 and 1931 in France. They hypothesized that if the
breakdown model was valuable, then crime and collective violence ought to be t@late

urbanization (which is the rate of change in the proportion of persons living in 10,000

52



person communities) rather than urbanity (the proportion of the population living in
10,000 person communities relative to the total population). This is because it should be
the tension-producing change and not the experience of living in a city itsef that i
“causing” the collective violence and crime. They found that property cdedsed
during France’s major urbanization period. Person crimes fluctuated withoalean
trend. Meanwhile, collective violence varied quite a bit over the years. Thus,
urbanization, which was steadily (and at times, dramatically) increasiid not explain
a trendless or declining trajectory in a manner that is consistent witdbrea. Yet,
urbanity was a strong predictor of property crime and some forms of oaleatilence.
Thus, crime and collective violence constituted two separate social phenomemer, Furt
urbanity — that is, the experience of living in a city — better explained emthaome
types of collective violence than urbanization — which represents a chaogiety. This
study did not provide any clear support for breakdown.

Snyder and Tilly (1972) also challenged another breakdown hypothesis; does
strife and hardship bring about discontent, which in turn leads individuals to collective
action? Snyder and Tilly disagreed that hardships can create the elidcmtessary to
motivate collective action. They hypothesized that collective violenag®adten there
is a shift in the locus of coercive power, manifested as repressive actions amdj fylic
the government. They felt that people who engaged in collective disturbances were
actually contending for power in an organized and mobilized way.

Snyder and Tilly (1972) examined the manifestations of collective disturbance
France from 1830 to 1960. Their breakdown variables specifically measured hardships,

such as changes in the price of manufactured goods and in the food index, with the
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thinking that if these prices went up, it would create hardship for the majority of the
populace. Their resource mobilization variables were intended to measure #éhe soci
organization of the disturbance participants and included deviations from the five-yea
average of arrests, the size of the national budget and the number of persons imgail duri
that year. They found that both of the breakdown variables were not correlated with
collective violence. However, the resource mobilization variables werglatea over

time with collective violence.

Tilly et al. (1975) analyzed data from France, Italy and Germanyamier the
breakdown notion that collective violence concentrates itself during periods of high
social change. In this study, periods of high social change were proxied st o
urbanization. However, they found no correlations between large changes in urbxanizat
and collective violence. Further, episodes of collective violence actuallydti¢maecur
during ordinary non-violent gatherings of people, like festivals and meetings. Thus
neither the gathering nor the violence that may have resulted was actiaddig te
major social changes. Rather, it was the normal social organization of péxmpleane
interconnected in society, both at the primary (family group) and secondary (voluntary
associations) levels that led to the collective violence. Organization andgb@ldion,
not isolation and anomie, were endorsed and support was not found for breakdown.
However, even though the Tillys concluded that the participants in the collectigacgol
were well-connected to the society, their conclusion does not negate the breakdown
notion that the society itself may have been experiencing losses in soarakatpn

that were simply not measured in the study.
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In the end, the proponents of the resource mobilization model concluded that
resource mobilization was the supported model, not the breakdown model. The simplest
critique they leveled at breakdown bears repeating: social change, ¢camitictocial
disorganization exist at all times and in all societies; thus, how can a cangiénh a
change (Tilly et al., 1975; Lodhi and Tilly, 1972, Snyder and Tilly, 1972; McCarthy and
Zald, 1977)? However, that is an open empirical question, one that | intend to test in one
form. My test asks whether the occurrence of state instability, as afeocial
disorganization or rapid social change, is associated with changes in the levedrigm
experienced during the instability. | turn now to review the current focus dfttidy
before moving to the next chapter.

Current Focus

The focus of the current study is to examine whether the distribution of terroris
is related to the distribution of state instability. That is, | test whetienges in
instability are associated with changes in terrorism incidents.ig bigected given the
theoretical orientation of this study.

Theoretically, | adopt a modified breakdown theory to explain the distribution of
terrorism incidents around the world. Specifically, in times of rapid sdeaige which
rupture the institutional and informal controls that govern society under normal
circumstances, non-routine and often violent collective action is more likelgtw.oc
State instability constitutes one form of rapid social change and is exXpedause
ruptures in the institutions of formal and informal social control. Terroissome type of

non-routine collective action due to the violence done to person and / or property.
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When state instability occurs, it is observed here as the outbreak of ethnic or
revolutionary war, genocide, or an abrupt change in governance. If the society & unabl
to absorb the shock these events present to the social order, the social ties that bind the
individual to society may be cut off. In addition, individuals may avoid making new
conventional commitments to society. The demise of the prior attachments ty aadie
the lack of new commitments will free individuals from the societal ressran their
behavior. This freeing will allow individuals to take part in non-routine colleaction,
including terrorism. These are the general nation-level mechanisxpedtt are at work. |
expect that on average, a state will experience increases in terrorisnit @xjeriences
increases in instability. | turn now to the Methodology chapter, in which | layheutdta

and methods used to test the relationship between terrorism and state wstabilit
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Chapter 3
Data and M ethodol ogy
Introduction

This chapter discusses the methodology used to test the relationship between state
instability and terrorism. | will describe the unit of analysis as asthe dependent
variable, terrorism incidents. The data for the dependent variable are frorobat G
Terrorism Database (GTD), which was the most comprehensive open-sowgsrterr
database in the world when this dissertation was written. The GTD islpaci@lprised
of two separately collected and recently reconciled datasets, the GTD1 &itDBe
The GTD1 contains data from 1970 to 1997 and was collected by the Pinkerton Global
Intelligence Service (PGIS). The GTD2 was collected by the Cent&efoorism and
Intelligence Studies (CETIS) and spans 1998-2007. The independent variableesieasur
state instability, such as ethnic or revolutionary war, adverse regime claadge
genocide. It is from the Political Instability Task Force (PITF)e Tantrol variables |
use here come primarily from the World BanW&rld Development Indicatof§VDI)
and the Minorities at Risk (MAR) dataset. | conduct multiple analysesxamze the
number of state-years that can be included in the statistical models whileibglthe
need for control variables to guard against omitted variable bias. | usdcthéinalysis
that is appropriate for count data. | turn now to the unit of analysis.

Unit of Analysis
The unit of analysis for this project is the state-year. | use crossreddime-

series data. For 147 nations and 35 possible years between 1970 and 2005, there are 4541
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country-years without the lost year 1998(hen | add the country-level marginal
distribution of incidents to describe terrorism incidents for 1993, then there are 4687
state-year observatiofidt is important to note that using the marginal country-level
distributions is not without its downsides. These will be discussed in more detaihla
the chapter.

It is important to note that not all states were in existence for the entire
observation period. Some states became extinct, and their parts became new states
Examples of this include the Soviet Union and its division into the separate states of
Russia, Ukraine, Azerbaijan and others as well as Czechoslovakia and itndivisi
the Czech Republic and Slovakia. In addition, some new states were born of
independence struggles from previously sovereign states. An example oBthises,
which formed from territory that had previously been part of Ethiopia. Themdsare
states that gained independence from either a colonial territorial statngent Nations
trusteeships, such as East Timor, under Indonesian rule, and Papua New Guinea, which
was ruled under an international trusteeship before gaining independence in 1975. Since
the GTD is an incident-level dataset, | am able to observe independence andfdeaths
states when they occur, provided that terrorism incidents occur in that statieengae
of independence or death. In other words, | code any incidents that occur in &ggsovere

state down to the month, day or year of independence or death of the state.

2. The 1993 data were lost in an office move byatiginal data collectors, the Pinkerton Global
Intelligence Service (PGIS).

3. The original data collectors, PGIS, issued yeaaports on acts of terrorism around the world.
Although the actual data for 1993 are lost, copige report for this year do exist. From thegmorts, |
have reconstructed the total numbers of incidentsoointry, adjusted downward for the cases losttdue
excluding incidents against military targets anddases that were deleted during the GTD1/GTD2
synthesis process, which is discussed in greatail thelow.
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For the analysis, since the unit of analysis is at the state-year, birthatd &st
observed at the year of occurrence. Death of a state is observed the gearHuoef
example, Czechoslovakia is coded as having died in 1992 while the Czech Republic and
Slovakia are observed as having been born in 1993. In addition, because the PITF data
only include sovereign states over 500,000 population, | include terrorism in a territory of
a state as terrorism against that state if that territory isa@ealas a part of the state by
the PITF. For example, | include the incidents that occur in Corsica asa peghch
terrorism, but | exclude the terrorism incidents that occurred in Puerto Ricd a$ pa
American terrorisnf. These decisions were made in consultation with Dr. Monty
Marshall, the lead data collector on the PITF (Marshall, 2009b, email commanjcati
All efforts have been made to ensure that states included as the part of the dependent
independent and control variables are the same across these datasets. | taranniow t
depth explanation of the data | analyze.

Data

Dependent Variable

The Global Terrorism Database (GTD) is the source for my dependent @ariabl
interest, terrorist incidents. The GTD1 was collected relatively contemeously (close
to real-time) from 1970 to 1997 by the Pinkerton Global Intelligence ServicéSXPG
The GTD2 was collected for the period 1998 to 2007 by the Center for Terrorism and

Intelligence Studies (CETIS). CETIS began collection of terrorisidémts in the open-

4. 1 am able to do this for the PGIS report of 1888, because PGIS reported incidents down to
the location of the incident, rather than the seiger country. For example, PGIS reported the nuraber
incidents that occurred in Northern Ireland ands@ar, rather than just including them in the tofafsthe
United Kingdom and France, respectively. This msaor strength of the PGIS reports.
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source media for the period 1998-2007 upon receipt of funding in 2005. The divergent
methods of collection are accounted using an indicator for the data collection.dgency

Collecting the GTD1

The collection of the GTD1 involved newspapers from around the world and the
US, news wires, US State Department reports, PGIS reports from safélties and
reports from PGIS clients around the world, among other sources. Two data managers
were in charge of the data collection process for the entire 28-year perialdlition, the
information collected about each incident remained roughly equivalent although the
actual hand-written sheet on which the information was recorded had three versions
(LaFree and Dugan, 2007). The data collection for GTD1 remained remarkably
consistent over the 28-year period although it should be made clear that the Hata like
suffer from reporting bias and incomplete data to differing degrees owerThese
issues will be further discussed in the section that addresses the weakh#ss€3TD.
PGIS defined terrorism as “the threatened or actual use of illegaldiodce
violence to attain a political, economic, religious or social goal through f@encion or
intimidation” (LaFree and Dugan, 2007: 184). This excludes acts undertaken by a state
(state terrorism), criminal acts that lacked a political, social, ecienmmmeligious goal,
and acts of open combat between state or guerrilla armies. Yet, it isamtgornote the
GTDL1 is a particularly broad database in which there was a clear effortoio the side

of inclusion for questionable incidents. In addition, the GTD includes both domestic and

5. In sensitivity analyses, | also ran a negativ@imial regression that calculated robust standard
errors and clustered by country-group. In thesdyaas, an indicator for the GTD2 data was a negativd
significant predictor of terrorism. However, whesparate models were run for GTD1 and GTD2 data, no
substantive differences were seen in my theoretaables of interest.
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international acts of terrorism which is a major advantage over all of thetetfoaism
databases currently in use.

Collecting the GTD2

The GTD team recognized that it was important to update the data beyond 1997.
As a result, the GTD2 was born. The data collection responsibilities vadeog IBary
Ackerman and the data were managed by Charles Blair of CETIS inadgsowith the
National Consortium for the Study of Terrorism and Responses to Terrorism (3TART
CETIS sought to preserve the character of the GTD1 and the actual GTD legliabl
also, to extend the breadth of variable collection in the new GTD2, which covers the
period from 1998-2007. The GTD2 was collected by the CETIS team for 1998-2007
upon receipt of funding in 2005. | turn now a discussion of this type of data collection.

To be clear, relatively contemporaneous data collection such as the PGIS
collection of GTD1, even before the age of extensive internet resourceasksthat
would be expected to net a larger number of terrorism incidents than the datéocollect
conducted by CETIS which did not begin until 2005, seven years past the start of the
period they were charged with collecting, 1998-2007. Thus, GTD1 would be expected to
have collected many more terrorism incidents simply by virtue of coltetitie data
closer in time to when the incidents occurred. For the GTD2 data colleckhmrs, w
searched for incidents up to seven years after their occurrence, fewentsavould be
expected to be netted simply based on the size of the lag in time between ocamdence
collection. The size of the lag in data collection was a difficulty for thBZcollection
team. The main difficulties are the lack of access to resources that wealtden
available if the data had been collected contemporaneously with or closee it tine

occurrence of the incident. This lack of access occurs because of the lack ohielectr

61



archiving and / or inaccessibility of media resources, government reports, and othe
sources. The most troubling evidence of the effects of the change from hglative
contemporaneous data collection to collection begun seven years lateleisced by the

gap between the levels of terrorism observed in GTD1 in 1997, 3192 incidents and 901
incidents in GTD2 for 1998. To be fair, GTD1 had been trending downward from its
peak of 5115 incidents in 1992, but such a large decline between 1997 and 1998 suggests
that something more than declining terrorism levels is responsible for tlfeserdies in

level. Further, this difficulty is perhaps also reflected in lower numbersrofitam

incidents over the entire course of GTD2 than would be expected given the large volume
of incidents in the GTD1. However, as already noted, the PGIS data were alread
trending downward from the 1992 peak by 1997. | turn now to the definition of terrorism
used by the GTD2 team.

Because there is much academic controversy over the best definition ofrterroris
(Schmid and Jongman, 1988), the GTD Criteria Committee declined to develop a specific
definition. Instead, they chose to structure a set of criteria that includeddimal PGIS
definition but also set out additional parameters that the Committee feltm@oetant.

All threeof the first-level criteria must be met for the incident to be included in the

GTD2. These include:

1. “The incident must be intentional — the result of a conscious calculation on the part of
a perpetrator.” [this is assumpdma facieto be correct in cases in which it is
difficult to assess the intentionality of the incident (LaFree and Dugaid; 200,

note 23)]

2. “The incident must entail some level of violence (including violence against property)
or the threat of violence.”

3. “[T]here must be sub-national perpetrators. That is, at the time of the incldent, t
perpetrator group must not be exercising sovereignty (unequivocal, stable control of
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demarcated territory; functioning government structures).” (LaFrédaigan, 2007:
188)

The Criteria Committee further refined the cases to be included in theydaquiring

thatat least two of threef the following criteria be met.

1.

“The act must be aimed at attaining a political, economic, religious or goahlin
terms of economic goals, the exclusive pursuit of profit does not satisfy this
criterion.”

“There must be evidence of an intention to coerce, intimidate or convey some other
message to a larger audience (or audiences) than the immediate victims.”

“[T]he action must be outside of the context of legitimate warfare activitiesis,
the act must be outside the parameters set by international humanitarian law
(particularly the admonition against deliberately targeting civilians or non
combatants).” (LaFree and Dugan, 2009: 188)

Note that these criteria are actually quite similar to the definitiommiriem in the

GTDL1. | turn now to the explanation of how these two different databases weedmerg

into one Global Terrorism Database.

Reconciling the GTD1 and the GTD2

The GTD1 and the GTD2 were combined into one synthesized database by the

GTD data team at University of Maryland and CETIS using a combination of aetbma

coding and person coding from May 2008 until March 2009. The new, synthesized data

were released to the START research community in April 2009. There weregigo ba

problems to be addressed during the synthesis process, which is explained below.

The first problem was reconciling the GTD1 collection definition and the GTD2

definition-less criteria. The GTD1 was collected broadly using the PGiiStaa while

GTD2 was collected using the 6 criteria described above (3 of whichalveaigs

mandatory with a rotating 2 more required). The criteria are remarkatilgisio the

GTD1 definition, but data collectors may have construed the criteria in a messor
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restrictive manner than the GTD1 definition. For this reason, the purpose of thessynth
process was to examine the existing GTD1 data with the rotating GTD2adrtenind.

A systematic review process was employed to evaluate all GTD1foase$970 to

1997 to ensure that they met at least two of the three rotating GTD2 criteria.

The following guidelines were set for evaluating each GTD2 criteaothé
GTD dataset. For Criterion 1 (a political, social, economic or religious,goedputtable
presumption was employed, such that the data coders assumed that it was et unles
there was specific evidence to the contrary of no political, social, econonaiigious
goal for the incident. The reasons for employing the rebuttable presumptietvwee
fold. First, particularly in the early days of the GTD1, there was farméssnation
regarding the goals of the perpetrators available in the open-source miediaeodata
captured by PGIS than would ideally satisfy this criterion. Second, the traiteed da
collectors and coders at PGIS had already evaluated the data; it uasaskat the
coders only collected incidents that fit their own definition. | turn now to the second
criterion.

Criterion 2 addresses whether there is evidence of “an intention to coerce,
intimidate, or convey some other message to a larger audience (or audiesceise
immediate victims” (START, 2008: 10). Again, the rebuttable presumption was
employed here for the same reasons as in Criterion 1; since PGIS’s owtiathefini
included a similar clause it was assumed that these incidents had alreadyddaated
for this requirement and that there were some cases with too little inionn@properly

assess it at the time of the synthesis. | turn now to Criterion 3.
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Criterion 3 dictates that the attack must be in violation of the provisions regarding
non-combatants in International Humanitarian Law (IHL). Briefly, l¢#fines non-
combatants as persons who do not engage in or who have stopped engaging in hostilities,
including captured combatants, civilians, civilian “objects”, and medical persandel
places, including military medics. It is important to note that there is nitadibe
presumption for Criterion 3; it was either fulfilled or not based on the data. @akes
large amounts of unknown information were flagged for later review.

Automated coding was used to convert the majority of the rest of the vatiable
the GTD1 into the structure and formats of the GTD2. Few problems were encountered in
converting existing GTD1 variables into their GTD2 counterparts because D2 dzfa
were collected with the GTD1 variables in mind. However, the new variablestedl
for GTD2 are missing for GTD1. Though the synthesis process was far fréentpere
believe that it managed to impose consistency on two differently collectdmasiesa l
turn now to a brief review of the strengths and weaknesses of the synthesized Global
Terrorism Database, 1970 to 2007.

Strengths of GTD

The Global Terrorism Database has four main strengths. First, startimthevi
original data collectors, GTD has included domestic terrorism incidentsisTisbably
the most important strength of the data, because the large majority aéternirmeidents
occur within the state from which they were launched (LaFree and Dugan, 2007).
Because the number of domestic terrorism incidents is much larger than the nbimbe
transnational terrorism incidents, any analysis which relies only on ttaorsada
terrorism incidents or domestic coverage for only certain years ionsegf the world

would severely undercount the true total of terrorism incidents.
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Second, the GTD has been collected over nearly four decades. This coverage is
unparalleled in the world of unclassified terrorism event databasest,lthfacoverage
is much better than the any of the cross-national homicide databases dedpitttia
homicide is the best-measured crime in any nation. The old adage that it is higiel &
body for very long explains why homicide is the best-measured crime stapy
However, as LaFree (1999) notes, the World Health Organization, which is the most
valid source for cross-national homicide statistics, contains usable hontatidecs for
only highly industrialized, mostly western nations. The coverage of the GTclatss
the globe for thirty-seven years stands in sharper contrast when congphosaitide
statistics, which are only available for a handful of countries over time.

Third, over the course of the last 37 years, there have only been 4 data managers
and two data collection agencies responsible for collecting the GTD. This helfste e
that the data have been collected and coded in a consistent manner.

And finally, due to the very broad nature of the definition and collection criteria
used, the GTD can be customized to fit many different definitions of terrdfmm.
example, in this analysis, | exclude all terrorism incidents thatttdrgenilitary of a
state in order to avoid confounding the revolutionary war and ethnic war categangs i
independent variable with a terrorism incident against a military in my deptende
variable. This decision is discussed in more depth in the Data Appendix. There gre man
other such customized datasets that can be made simply by filtering on GTidegaria

The GTD is far from perfect, but at the moment it is the most comprehensive
unclassified terrorism event database in the world. I turn now to the weakredshe

GTD.
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Weaknesses of GTD

It is important to note that the weaknesses of the GTD discussed below are serious
but not insurmountable. After | discuss the weaknesses of the database, | |ajaouba
address these as best as possible. | turn now to the first and likely masg,s&ribe
four major weaknesses discussed in this dissertation.

First, any terrorism incident event database will suffer from undercounting of
terrorism. On the one hand, most terrorists want publicity, because one of the main
purposes of terrorism is to convey a message, to coerce, or to intimidate alaligace
into doing something the perpetrators find desirable as well as to inflict peossonal
property violence. On the other hand, these are illegal actions that ard oatrie
covertly, and the open-source media may never learn of incidents or report them. Thi
likely to vary by country, because the distribution of open-source media oudletslar
the world is not random. It is likely that there are more media outlets in theogegel
world and thus, more opportunity for terrorism incidents to be reported in that media. In
addition, this means that the data are also biased not only towards more mediegsatura
nations and parts of nations (capital and major cities versus the rural caetfyai
nation), but that media reports are biased towards more newsworthy teritcafsmg
and Dugan, 2007).

Second, there are often missing details in GTD incidents, save for the most
famous incidents or perpetrators. For example, the GTD collects the lasiwhen,
what, and where regarding the incident, but this information is not uniformly laleaila
for all incidents, in particular, the name of the perpetrator group. Therdsceeafalse
claims of responsibility for events. Further, because the GTD is an inbadeht-

database, it excludes other potentially interesting information, such aslgvelip
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information about terrorist groups or specific governmental responses testarror
incidents though efforts are in process to incorporate this supplemental information
(LaFree and Dugan, 2007).

On the other hand, as discussed above, cross-national homicide data are far worse.
Even in the United States, homicide data, though the best there is, often has little or no
detail, including perpetrator identity information. This is despite the Supplament
Homicide Reports, which is supposed to contain the who, what, when, and where of each
homicide and despite the expansive new crime reporting system, the Natmdaht
Based Reporting System (NIBRS). NIBRS has been vastly underutilizedibg pol
agencies across the country because of the expense involved in hiring and training
individuals to complete the NIBRS reports properly (Mosher, Miethe and Philips, 2002).
The situation is far worse in other nations (LaFree, 1999).

Third, although efforts were made to maintain the consistency and to keep control
of the level of bias in the Global Terrorism Database, it is impossible to itirairdata
collection has changed from 1970 to 2007. The much wider availability of small, foreign
news sources with the advent of the internet most likely has increased theomerege
of terrorism around the world, particularly from the developing world.

In addition, the change in collection entities between GTD1 and GTD2 with its
associated move from a standardized definition of terrorism to a definkiosédt of
criteria created its own set of problems which were at least partraéjiaaated when the
data were reconciled during the synthesis process discussed above. In adititiogha
efforts were made to preserve the continuity of sources between PGIS al&] @iEfe

were sources that PGIS used to collect data that are either no longsten@xisuch as
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Patterns of Global TerroristhCountry Reports on Terroristyy the US State
Department) or that were specifically internal PGIS sources (Ip@tefrom satellite
PGIS offices around that world). Without these sources, it is impossible toaddlpetir
coverage is identical. However, the UMD GTD team has undertaken extensive data
cross-validation procedures to supplement the data with outside terrorism databases
As a result of the very extensive cross-validation of the GTD against other
available terrorism datasets, the GTD has been non-systematicaltgdipdéh data
from Northern Ireland, the US, Turkey and South Africa. These changes pariecd
efforts to update and increase the inclusiveness of the data. | will conttioé$er non-
systematic inclusions in an effort to decrease the bias of the data gyixsaeffects, in
which only within-country variation is utilized to estimate the model and each gountr
essentially serves as its own control. In this way, the non-systematiesipdat
irrelevant since between-country variation is not used to estimate the models.
Finally, the data for 1993 were lost in an office move by PGIS many yefare be
the team at University of Maryland acquired the data. PGIS reported ctatatsy/for
this year in their annual risk assessment report. Efforts by CETIS ahiivibeeam
were made to recover the data through recollection, but these effortenyesyer able
to recollect 15% of the total data for the year. | use the country-levglmahtotals for
1993 in analyses, which is discussed in depth below.

Addressing the 1993 Data

The PGIS country-level distribution of incidents for 1993 is simply a table, which
lists all of the countries and the number of incidents that PGIS observed in those

countries. | use this distribution to proxy for the 1993 data in my analysis. Ussng thi
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table of incident totals by country to substitute for actual data in my analys$
without its downsides. | discuss these below.

First, there is always the possibility that the listed countries wera fatt, the
places where the incidents occurred. This could happen due to the creation and break-up
of countries in 1992 and 1993 as well as errors in coding and reporting. If there were
actual incidents attached to the incident totals by country, the details ontithents,
particularly the free-text city field, could be checked to determinehehdtey were
correctly coded. This was done extensively to the existing incidents in the GTD.
However, it is not possible to do this with the PGIS 1993 totals and this builds error into
my model when | use this data. Second, the country-level totals were never egtoncil
with the GTD2 definition-less criteria by the GTD team as discussecabbe
synthesis process to reconcile GTDL1 incidents with the GTD2 definitionfiessac
likely would have excluded some of these incidents and this adds another layer of error
into my model. In addition, | have undertaken to remove all incidents from the GTD that
included any military targets so as to provide as clean an association ategostsveen
state instability and terrorism. (For more information on this, pleasbsd&ata
Appendix.) | simply cannot do that with the PGIS 1993 totals given the lack of incident
details to examine, such as target type.

Finally, the GTD team discovered that the PGIS yearly reports of thentotdder
of incidents never completely matched the incident totals in the original Gbielibe
synthesis. The reports generally overestimated the amount of terrorsmaygrage of
several hundred incidents per year. The possible sources for this mismatchirsgd out

below. The GTD team believes that the most prominent source of the data undercount in
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the GTD relative to the over-count in the PGIS reports is that when the data were
computerized, duplicate incidents were deleted. In addition, PGIS often recordezsupdat
to existing cases much like they recorded new incidents, with a separate irtdx@i&s
may have accidentally counted these update cards as new incidents. Wihatsoeirce

of the mismatch in counts, the fact that there is a mismatch between data irDtlee¢ T
the PGIS report totals indicates that there is another source of error intracliacey
analysis with the use of the PGIS 1993 totals, which may overestimate the level of
terrorism in that year. However, the introduction of these sources of éoeonynmodel

is outweighed by the bias created by the loss of an entire year of data.rltoontéude

the country totals for 1993 in my analysis, | undertook a cleaning process to make the
PGIS totals as comparable as possible to what the data totals would look lileibdedes
this process below.

First, | compared the PGIS 1992 and the GTD 1992 total counts by country. Due
to the loss of duplicates in the computerized GTD and the synthesis process, the PGIS
1992 and the GTD 1992 differed by 288 incidents, or 5.3% of the PGIS total for 1992. In
addition, | must adjust the PGIS total to account for my decision to delete terrorism
incidents that involved military targets from the GTD. When the deleted yilita
incidents are accounted for, this brings the differential between PGIS 1992 and GTD
1992 total difference to 783 incidents or 14.5% of the PGIS 1992 total. This was done for
each country separately. | did the same for the 1994 in PGIS and 1994 GTD, which
differed by 380 incidents or 9.9% of the total PGIS 1994 incidents. The deleted military
incidents brought the differential up to 797 incidents, or 26.3% of the 1994 PGIS total. |

then averaged the 1992 and 1994 proportions to create an estimated metric by which to
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adjust the 1993 PGIS totals downward to account for the mismatch between GTD and
PGIS, the cases lost due to the synthesis and the deletion of military in€itlents.
multiplied the averaged proportion and the 1993 totals in PGIS by country to estimate
1993 total incidents by country. | used this estimated 1993 in the analyses. Although
there is certainly bias introduced by the use of the estimated 1993, it is o@vbigthe
bias created by the loss of the entire year of data.

Dealing with the GTD Weaknesses

The first issue to be dealt with is the variation in media reporting across esuntri
due to freedom of press. Unfortunately, there is no simple solution to this problem. The
are no data on the degree of media penetration nor on the freedom of the press across the
world for the period from 1970 to 2005. Van Belle (1997) undertook collection of a
dataset on press freedom that examines the period from 1970 to 1995 for 2/3 of the
nations in my dataset, however. | am not willing to truncate my data at 1995 mor am
willing to lose one-third of the nations in my sample since the bias created lojathi
loss outweigh the omitted variable bias of not controlling for press freedol. diet
examine the correlation between this data and a related concept. Prems fiepuich
more controlled in autocratic regimes so that it is reasonable to assumeanthaitiog
for autocracy would begin to control for press freedom. In fact, the conceptstare qui

related with a correlation of -.5037. This indicates a moderate, negativenstet

6. If the state was no longer in existence or hatti@dlents for 1992, | used the 1994 proportional
difference between the GTD and the PGIS reportvigelversa. Thus, | used both years of data tonest
the 1993 totals by country when both years had &ten only one year, either 1992 or 1994, had
reported incidents, | only used that one year td.da

7. |1 ran the models both with the adjusted 19933@Gtals as well as without 1993. They were

substantively the same. Since there were no sub&atifferences across the models, | ran all sgbssat
models with the adjusted 1993 totals.
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between autocracy and press freedom with more autocratic states etpgriess press
freedom. In addition, since | utilize the fixed effects modeling techniquehvdaintrols
for time-stable unobserved differences between countries, the omittaldlearias
threat only arises from changes in press freedom within-country. Althouthiemise use
of the autocracy measure to proxy for press freedom nor the use of fixed tefiemtsrol
out time-stable differences between countries on press freedom (amongnuthstiable
differences between countries) are perfect solutions, they do begin teiithethle
variation in reporting by the freedom of the press in a way that does not truncate my
sample of countries and years.

The second issue is the problem of missing information in reported incidents.
Fortunately, | rely mainly on the country/location and year fields, wviere quite
complete. In fact, all incidents that were missing on either of thelsis fivere tracked
down and corrected by the GTD team. Thus, this is less of a concern in my analyses.

The third and fourth issues are the change in data collection agencies and the
methodologies of collection as well as the non-systematic updating of dataufaries
such as the United States and South Africa. | addressed the third problem by instuding
indicator for the data collection agency in all moddiaddress the fourth problem using
statistical controls. | use a fixed effects negative binomial regressodel to analyze the
relationship between terrorism and state instability. This method basatialls for each

country to serve as its own control over the years of inclusion in the sample. It only

8. The model results | present here do includenditator for the data collection agency. The
results for this indicator will be presented in @tea 4. | also ran a negative binomial regresdiar t
calculated robust standard errors and clusterazbbmgtry-group using this indicator. In these anadysan
indicator for the GTD2 data was a negative andssiedlly significant predictor of terrorism, bubn
changes were observed in the theoretical variadflegerest. In addition, | ran separate modelsGaiD1
and GTD2 data and no substantive differences vwese & my theoretical variables of interest.
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models the variation within the country to estimate the coefficients. It doesilize the
between-country variation when estimating the effects of state instaimilierrorism. In
this way, | am able to essentially ignore these issues since my modaelodoely on the
problematic variation between countries that these weaknesses raise.

In the end, the GTD, though an imperfect database is by far the best open-source
dataset available to study domestic and international terrorism from 1970 tor2 G4k, |
it is surprising how the cross-national homicide statistics are unableitothaame
level of coverage of states across the world through official data collectionetbaYet,
the GTD has managed to amass data on far-flung and developing nations through the
open-source media. | turn now to the independent variable of interest, state ipstabili

Independent Variable of Interest

The Political Instability Task Force (PITF) data are my sowcéhe main
independent variable of interest, state instability. At the behest of ViceléreAlbert
Gore’s office and the Central Intelligence Agency’s Directoratatefligence, a task
force was convened in 1994 to determine the predictors of what was then-termed stat
failure. The task force was composed of academic experts from around the aemdntry
partnered with the Consortium for International Earth Science InformationoNeamd
Science Applications International Corporation. They began by examining profound
failures, such as that which occurred in Somalia, but they broadened theirofocus t

include political instability and state fragility over time. Theyrakeed all state

9. In sensitivity analyses, | also ran a negativ@mial regression that calculated robust standard
errors and clustered by country-group. In thesdyaasa, an indicator for the GTD2 data was a negativd
significant predictor of terrorism. However, whesparate models were run for GTD1 and GTD2 data, no
substantive differences were seen in my theoretmahbles of interest. | also included controlstfoe
United States, South Africa and Northern Irelanthese models, all of which were significant préatis
of terrorism.
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instability episodes in states over 500,000 population from 1955-2007 (though here, |
only utilize the data from 1970 to 2005 onwards to ensure the same number of state-years
of terrorism and instability and the control variables).

State failure is defined by the PITF as “a label that encompasaegeaf severe
political conflicts and regime crises exemplified by macro-societaits such as those
that occurred in Somalia, Bosnia, Liberia and Democratic Republic of Congo) (Baire
the 1990s” (Marshall, 2009a: PITF data page). Political instability igidedcas partial
state failure (Marshall, 2009a: PITF data page). Political instalsloperationalized as
the presence or absence of four discrete events or a combination of them termed
“complex”. The four events are: revolutionary war, ethnic war, adverse repenge,
and genocide.

Revolutionary war consists of “episodes of violent conflict between governments
and politically organized groups (political challengers) that seek to overtheogentral
government, to replace its leaders or to seize power in one region. Conflicts muds incl
substantial use of violence by one or both parties to qualify as ‘wars” (MaiGhar
and Harff, 2009: 5). These politically organized groups can include revolutionary groups,
political parties, student organizations or state agents such as the militagynoe
members. The majority, however, have been guerrilla armies. Therecangwnum
thresholds for an event to qualify as a revolutionary war: mobilization and conflict
intensity. The mobilization threshold dictates that both sides must have at least 1000 or
more people involved in the cause; this can include demonstrators or troops. The conflict
intensity threshold directs that at least 1000 conflict deaths must occur owdi the f

conflict, with at least one year of the conflict claiming 100 or more figslénd with no
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period more than three years in a row without at least 100 fatalities. Goelidittd
fatalities are defined rather broadly; they can result from “arroeflict, terrorism,
rioting or government repression” (Marshall, Gurr and Harff, 200" 5).

Ethnic wars are defined as “episodes of violent conflict between governments a
national, ethnic, religious or other communal minorities (ethnic challengers)ich the
challengers seek major changes in their status” (Marshall, Gurr and 200%. 6). It
does not include warfare between different ethnic groups unless political power or
government policy is part of the conflict. The same two minimum thresholds apply to
ethnic wars as revolutionary wars: the mobilization and conflict intersiggliolds. The
majority of these types of wars have involved guerilla or civil wars wiherehallengers
have sought some type of independence or self-determirfation.

Adverse regime changes are “major, adverse shifts in patterns ohgoger
including major and abrupt shifts away from more open, electoral systems b, close
authoritarian systems; revolutionary changes in political elites anddtie of
governance; contested dissolution of federated states or secession of a sulsardfa
a state by extrajudicial means; and or near-total collapse of caateahsathority and the

ability to govern” (Marshall, Gurr and Harff, 2009: 10).

10. An example of a revolutionary war occurred ur@@a from September 2000 to March 2001
(Marshall, Gurr and Harff, 2009). Rebel groups@t&uinean forces in the Parrot's Beak region from
bordering areas of Sierra Leone and Liberia. Releis crushed in March 2001 (Revolutionary waf03/
3/01).

11. An example of an ethnic war occurred in ChadfOctober 2005 to January 2007 (Marshall,
Gurr and Harff, 2009). Dominance of the centraleyovent by President Déby's clan and ethnic-Zaghawa
supporters led to a mutiny by elements of the am@ctober 2005, a coup attempt in March 2006, amnd
attack on the capital in April 2006 (Ethnic war/@®|-1/07]). Failing to unseat the government, FtéGel
forces took refuge in border regions with Sudan @adtral African Republic. A peace agreement with t
rebels was reached in December 2006 and fightiyglhaended in January 2007. The FUC leader, Capt.
Nour Abdelkerim, was appointed Minister of Homeld»efense in March 2007.
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Adverse regime change is operationalized first as a six point or more dhap in t
nation’s POLITY score. This is a change towards the -10 end of the POLITer(adél
institutionalized autocracy) and away from the +10 end of the scale (fully
institutionalized democracy) from the Polity IV dataset (Marshall andedsagg007).
Though a six-point drop may seem arbitrary, the POLITY coders assertighat it
meaningful metric by which to capture the associated qualitative chantjgsapenness
of the executive politics or political competitiveness. They defined bordedungres
(approximately 15% of the total number of cases) as those experiencing a faudrppi
and reviewed them individually to assess whether they should be included.

To assess the collapse or near-collapse of central authority, theyfimsddéis
collapse or near-collapse to include revolutionary changes in the centraitguthor
contested state dissolutions, and a general collapse of central statéyawtnoh may
have been due to internal war, corruption, poverty, failure of leadership, etc. Generall
this involves the inability to control at least half of the state’s territopopulation by
failing to provide basic human services (administrative incapacity) andtyeand the
authority to enforce it (coercive incapacity). They used the Interregodmin the
POLITY IV data to identify periods during which there was a “completeapsé of
central political authority” (Marshall and Jaggers, 2007: 17). Adverse regjiarge
involves either a rapid and distinct move towards autocracy and away from democracy or

a collapse or near-collapse of central state authBrity.

12. It is important to note that adverse regimengea are often short, usually lasting for no more
than one month. Because these are so short inaraty hypotheses will query whether their effects
differ significantly from longer duration instaltilievents, such as revolutionary war or ethnic war.
Sometimes, these adverse regime change eventgedaur their own, without stimulating another
instability event. An example of this type of adseeregime change occurred in Bangladesh in January
2007 (Marshall, Gurr and Harff, 2009). Increasiegdions between the ruling Bangladesh Nationalist
Party (BNP) and the main opposition Awami Leagug)(dver the conduct of new parliamentary elections

77



Genocide is the fourth included category. These events “involve the promaotion,
execution and / or implied consent of sustained policies by governing elitesror thei
agents — or in the case of civil war, either of the contending authorities —shihimehe
deaths of a substantial portion of a communal group or politicized non-communal group”
(Marshall, Gurr and Harff, 2009: 14). The genocide instability category irsluokh
genocides and politicides, which are genocides of a people for their politieds bel
Victims of genocide are defined “primarily in terms of their communah@tnguistic,
religious) characteristics” while the victims of politicide are fdedl primarily in terms
of their political opposition to the regime and dominant groups” (Marshall, Gurr and
Harff, 2009: 14). The purpose of genocide is to kill enough members of the reviled group
such that they no longer pose a threat to the state’s grip on power or their interests.

Several criteria were used to fully get at the notion of genocide as opposed to just

mass murder. First, there must be demonstrated a “persistent, coherentgbaitéion”

leads to a paralysis of the caretaker governmehiraposition of a military-backed State of Emergena
January 11, 2007. New elections are delayed whiieany government conducts "anti-corruption”
campaign to diminish patronage structures builpasty leaders Hasina and Zia (Adverse regime change
1/07 — 1/07).

Other times, an adverse regime change stimulased@nd instability, such as in Chile. There was
an adverse regime change there in September 1%i¢h stimulated the onset of a genocide of peaple f
their political beliefs from September 1973 untéd@mber 1976 (Marshall, Gurr and Harff, 2009).
President Allende's democratically elected sodigliwernment is overthrown in military coup. Gerera
Pinochet consolidates power, dissolves Congresissappresses left and center opposition (Adverse
regime change: 9/73-9/73). Supporters of formeimegand other leftists are arrested, tortured,
disappeared, exiled, and summarily executed (Gdro8i73-12/76).

Still other times, an adverse regime change waengf duration without stimulating any other
instabilities. This occurred in Armenia from Ju9b until September 1996 (Marshall, Gurr and Harff,
2009). President Ter Petrossian suspends coumtgss influential opposition party. Electoral malgtiae
and government intimidation tarnish subsequenslative and presidential elections. Generally, astve
regime changes are of short duration, however. fitmshort duration could have an influence on the
terrorism expected when they occur is precisely Wieyeffects of adverse regime change will be eipli
examined in the second set of hypotheses.

13. An example of a genocide (of a political groapgurred in Uganda from February 1971 to
April 1979 (Marshall, Gurr and Harff, 2009). Gedi Amin seizes power in 1971 and systematically
exterminates political opponents and personal eeeriiribes closely associated with his predecessor
are targeted (Genocide: 2/71-4/79).

78



(Marshall, Gurr and Harff, 2009: 15) by the government, a dominant social group or one
of the parties to an internal war to intentionally end the existence of a seipié peing
in that state. It must be a sustained pattern of action covering six montbseorTimird,
the victims must be unarmed civilians. Fourth, they chose not to specify a tbreshol
casualties in order to allow for the inclusion of genocides of groups that weremaite s
It simply needed to be a substantial portion of the existing group.

The last instability type is the complex category. This includes anpication of
the instabilities occurring at the same time or within a five-year periodechoother.
This catch-all was created and used in the coding scheme partially becease
determined that instabilities which occurred so close in time to one another cohé&l not
analytically separated from one another when searching for causation.

| also created several new concepts, which ought to be defined in this study. | use a
country-year dataset, which contains one row in the data for each year fostaverny
the sample. The unit of analysis is the state-y&i@bilityrefers to a state-year in which
instability did not occurlnstability describes a state-year in which instability did occur.
A non-complex singular instabilitig just one episode of the four types of instability
within a five-year period (ethnic war, revolutionary war, adverse regmaege, and
genocide). In contrast,@mplex singular instabilitgdescribes a state-year in which an
instability occurred in that year and then, another within five years. Hpesedes did
not occur in the same year, however. Finallyame-year complex instability
composed of a state-year in which multiple instabilities occurred in thatsyesn as

when a state experiences an ethnic war in the same year as an aduasemange.
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Strengths of the PITF Data

There are four main strengths of the PITF data. First, regional andtsuljier
experts collected the PITF data. These experts were overseen in théocoiemtess by
a widely respected panel of academic scholars who consulted on matteisibbdeind
specific case collection and coding. This depth of expertise makes these data
extraordinarily valuable. Second, the PITF, like the GTD, has global coverage, ove
long period of time. The data used in this analysis span 1955 to 2007, and annual updates
are offered approximately one to two years behind real time. The covetagegérds
to states is also quite wide. Though there is a population minimum of 500,000 persons,
when a state passes this minimum threshold, it is added to the sample of statés and da
are collected for the time frame.

Third, the PITF data were collected and coded by type of instability. Thiske unl
the POLITY state failure code, which is a single unitary code that doeavotfar
disaggregation by type of instability nor does the POLITY data clearlgdawhat types
of events would count as a complete collapse of the central government (Mardhall a
Jaggers, 2008). Because the PITF data separate the events by type, suchaarethnic
revolutionary war, adverse regime change and genocide, it is possible to risesigly
type of instability. This is important, because there are likely differerstesaand
different effects of each type of instability. Most important herelaalifferent effects;
it is reasonable to expect that ethnic war will have a much different efidevels of
terrorism as an outcome than adverse regime change due to the differiagteaitrol
exerted by the state over the actions of individuals in those situations. | takéagevaf
this disaggregation and will run the analysis accounting for type of instadmleg to

observe any differential effects on terrorism incidents.
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And finally, the PITF provides clear information on the definitional and operational
criteria used to collect and code the data and the data narratives. Theemmatvide a
small paragraph with the basic details of the instability for each Jta¢enarratives even
break down the complex category into the component types that make up that ipstabilit
period. There is a separate paragraph for each period of instability. Thepzeational
criteria and the narrative paragraphs make the data customizable to tH@usegample,
to avoid confounding the independent variable of state instability with the dependent
variable, terrorism, | have excluded all terrorism campaigns from theadgaeriod of
instability. | have also excluded all government reactions that area o@sult of the
terrorism campaign from being counted as a period of instability. Tihesksaussed in
depth in the Data Appendix. This would not be possible without the final strength of this
data, the clear operational criteria and data narratives. | turn now to the veeskokthe
PITF data.

Weaknesses of the PITF Data

It is important to note that the weaknesses of the PITF data discussed leelow ar
serious but not insurmountable. After | discuss the weaknesses of the dath fiypeac
of instability, | lay out a plan to address these as best as possible. | tuto aanticism
of the overall PITF data before criticizing the data for each type of ifigtabi

The first and most obvious weakness of the PITF data is the broadness of its
definition and operationalization. The definition and operationalization is exgremel
broad and covers two types of war, change in governance type and complete collapse of
the central government and indiscriminate slaughter of civilians based on ethnic or

political affiliations. It is reasonable to question whether this broad defirdgind
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operationalization encapsulates only one definition of state instability aahtains a
mixture of several of them.

Second, the data were collected by subject matter and regional expemts whos
methodology and source material have not always been clear, though the detamtions
operational criteria have been. To guard against the effects of lackitficia
methodology, | use the discrete event data rather than relying on the moréwsibjec
ratings of the intensity and magnitude of the instability. Further, only 8tases which
have achieved and maintained a 500,000 person population are eligible for inclusion in
the dataset. This biases the data and does not allow it to speak to the workingseof small
states. In addition, there are individual weaknesses for the ways in whictygaaf
instability were operationalized and collected. | review these below.

Ethnic and Revolutionary War

The PITF uses a minimum conflict deaths threshold to regulate the inclusion of
conflicts into the ethnic war and revolutionary war categories. To reviewhrigghold is
1000 or more conflict deaths over the full conflict, with at least 100 fatalitiegeara
and no period longer than three years without 100 fatalities. In addition, there ratist be
least 1000 persons mobilized in the conflict. This high bar means that the dataede bias
against smaller conflicts and those conflicts that occurred in states witér glata
collection procedures for recording conflict deaths. Although there areettatedsich use
a lower threshold for inclusion (such as the Uppsala data discussed in Gleditsch et al.,
2002), they were compiled by different individuals. Relying upon those data would
introduce a bias in the independent variable by virtue of the different collectass Thi
undesirable. As Gleditch et al. (2002) discuss, the issue is primarily a methoalobog

rather than a conceptual problem. With fewer conflicts counted as wage &tesimply
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‘not enough wars’ for statistical analyses over shorter periods of timedig&th et al.,
2002: 617).

Further, the accuracy of the counts of mobilized individuals and conflict-related
deaths may be questioned. As LaFree and Tseloni (2006), among many others, note,
cross-national homicide statistics in stable countries are often poor. Yebuthis relied
upon to form the basis of inclusion as an ethnic or revolutionary war are collected and
reported in conflict-ridden states. This likely means that conflicts théit dadpnave been
included may have been inaccurately excluded from the independent variable’s ethnic
and revolutionary war category, and vice versa. Thus, clearly, this categiges
biased data.

To guard against this problem in the analysis, | have disaggregated the
independent variable by instability type and will be able to observe the independent
effects of ethnic war and revolutionary war. | choose to use the PITF detagiitl
recognize that it is biased against smaller wars as well as thosediaedadn nations
with poorer data collecting capabilities. | turn now to the weaknesses génioeide
data.

Genocide

The genocide dataset, originally compiled by expert Barbara Harff, abgsi
the only one in existence due to its coverage over time and space. The major svebknes
the genocide data is the highly subjective nature of the collection critefiertihately,
demonstrating a “persistent, coherent pattern of action” (Marshall, Gurr afid2889:
15) for six or more months by the government, a social group or combatants in a civil war
may prove difficult to execute consistently over the entire sample. In@udiie lack of

a minimum fatality threshold is a two-edged sword; on the one hand, it does allow the
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mass murder of tiny social groups to be included in the sample as genocide. On the other
hand, it also means the data are not uniform across social groups. In addition, it is not
clear what proportion of the group needs to be killed in order for it to meet the
“substantial portion” of the group threshold. These subjective collection critdfia wi

likely lead to data inconsistency across nations and regions. | use it knowitigetdata

are likely inconsistent but also that it is unparalleled in the field. | turn nodverse

regime change.

Adverse Regime Change

Adverse regime change draws upon a well-established political dateibet
regime characteristics of states and their place on the continuum of goeeriR@idTY,
currently in its fourth incarnation, is a well-established expert revievsetanich
scores regimes from -10 for a full autocracy to +10 for a full democracysfidihiand
Jaggers, 2007). A weakness of the PITF data is that it uses an admittedhyyachitoff
on this scale to identify an adverse regime change. Although Marshalla&ukarff
(2009) assert that a six-point drop in a POLITY score (always towards aufasracy
meaningful, they offer no evidence to support its substantive meaning. However, the
PITF staff review all borderline cases, which are defined as four-poips$ diar potential
inclusion in the adverse regime change category; these borderline casistedrizo of
the total. The second criterion for inclusion in the adverse regime chaegeryas also
decided by expert review. This second criterion is the interregnum code IiTPQL7)
and is called upon when the central government suffers a complete collapskealMa
and Jaggers, 2007). This criterion may suffer from inconsistent coding across raatil

years. However, since the POLITY data are well-regarded in the fieldpnoerns about
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the weakness of the adverse regime change category stem prinoanithe arbitrariness
of the cut-off.

Overall, the largest concern over the PITF data stems from the use of expert
review without significant information regarding the methods used to build thetatas
Since the portion of the PITF that | use here simply categorizes theplalnlig discrete
events that have occurred, | have less concern over the lack of publicity regagding th
methods. Over the course of the analyses to follow, | will conduct sensitiaitysas
and robustness checks to ensure the robustness of my results.

The Dependent and Independent Variables

For the dependent variable, | use the total number of terrorism incidentstger sta
year for the states and years included in this analysis (see table 12 atdah&dpendix).
In order to avoid confounding the independent and dependent variables, | exclude all
terrorism incidents in which any target type identified is a nation’sanyli| exclude the
military targets, because two of the state instability categonedve war. This is a
conservative way to avoid double-counting an incident against a military as pavaof a
instability event. The exclusion of military-targeted incidents is rsacgsbecause if |
did not, I could be running the risk of using events to code times of instability to predict
terrorism incidents that are composed of those same events. This ssatmsgyssed in
more depth in the Data Appendix.

For Hypothesis 1, | use a state-year indicator of instability as myimstability
variable, which is a 1 for the state-years in which there is an ongoing libgent in
that nation, and O for all other years. To test Hypotheses 2, 2a and 2b, | use dichotomous
variables for each type of instability, which are coded as a 1 for eachhgeayde of

instability occurs and a 0 otherwise. To test the third and fourth sets of hygothese
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dichotomous variables to indicate complex singular instability, non-complex gingula
instability, same-year complex instability and stability when each sctturn now to a
description of the control variables.

The Control Variables

Attaining adequate control variables for the period from 1970 to 2007 for all
states over 500,000 population is a difficult task. Unfortunately, the states @sgreat
interest here, the ones suffering a state instability and / or terrorsipednaps thieast
likely to have reliable and valid data collected about their political, lsetheconomic
characteristics. For this reason, | have decided to take a multi-prongedcaporoa
maximize the number of state-years that can be included in the analysi$alhiicing
the need to include control variables to guard against omitted variable analysis

The first model, Model 1, includes basic control variables that have the most
states and years with complete data on the country’s demographics, govanthnce
information on whether states that are contiguous via a land border or a river berder a
contemporaneously suffering state instability. There are 147 countries andr3mf
data, from 1970-2005, in the sample for Model 1, which I call Sample 1. The next model,
Model 2, includes population age structure and social and economic development
variables from the World BankW/orld Development Indicatodatabase for 116 nations
from 1981-2005. | call this sample of countries and years Sample 2. The final model,
Model 3, includes data on the characteristics of ethnic minorities at risktiem t
Minorities at Risk (MAR) dataset for 82 nations from 1990-2005. This final sample of
countries and years is called Sample 3. In order to justify statistieeénces across the
three models, | will replicate the Model 1 analysis on Samples 2 and 3. The comparis

between the results of the Model 1 analysis on Samples 1, 2 and 3 allows me to examine
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the effects of sample selection bias in Models 2 and 3 results as well agthe @ff
omitted variable bias on Models 1 and 2. | describe all three sets of contrblesria
below, and | mark which variables are included in each model. | describe theasumm
statistics for each sample in the first section of Chapter Four, whereribdethe results,
and in tables 4-7, which contain these summary statistics.

It is important to note that the country-year coverage is also contained in table 12
in the Data Appendix. The first column is a listing of all of the states includ®dmple
1. The second column includes all of the years each state has data on the country’s
demographics, governance and contiguity characteristics. In esseso®|dinin either
includes the entire observation period (1970-2005) or the first year of data collection
after the birth of the state and the final year of the observation period as tyeaeod
the first year of the observation period and the final year of data cofleqtion the death
of the country. The next two tables in the Data Appendix contain the countries asd year
for which there are available data for Sample 2 and Sample 3.

It is important to include control variables in my analyses to guard againsé@mit
variable bias, because if these variables are excluded from the model anatedeoe
both terrorism and other independent variables that are included in the model, the
coefficients for the included variables will be biased. The domains thatwitshe
control variables | use in my models have all been demonstrated to have impéetast ef
on terrorism and / or terrorism. These domains include country-level demographics
(Piazza, 2008), governance characteristics (Eyerman, 1998; Li, 2005), instalalit
neighboring state (Igbal and Starr, 2008), population age demographics (LaFree and

Ackerman, 2009), social and economic development (Marshall, 2002; Piazza, 2008), and
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ethnic minority group characteristics (Marshall, 2002; Gurr and Mar&@4lQ). | turn

now to the description of the control variables. | expand on these prior works by
including some new innovative measures of economic development, such as the Food
Price Index, and the level of carbon dioxide emissions in the state, which to my
knowledge have not been used in the instability and terrorism literature. Further
examine the effects of many controls on domestic and transnational tetbagkrto

1970, which to my knowledge has not been done before while testing the instability —
terrorism relationship. A listing of the variables and the domains they mesdouad in
table 1.

Table 1. Variables and their domains

Variables Domain
Terrorism incidents Dependent variable of interest
Instability Main theoretical variable of interest; tests bremakd theory
Hypothesis 1 Instability
Hypothesis 2 Instability by type
Complex instability (complex singular and same-year
Ethnic war
Genocide

Adverse regime change
Revolutionary war
Hypotheses 3 & 4 Multiple instabilities & temporal density
Stability
Complex singular instability
Non-complex singular instability
Same-year complex instability

Model 1: Governance, contiguity and country demphies

Governance Type of governance on terrorism

Full autocracy An autocratic government (-6 through -10 on polity2
Full democracy A democratic government (+6 through +10 on polity2)
Transitional Neither fully democratic nor autocratic (-5 througf, -66, -77)
Contiguous state instability Possible diffusion of violence across contiguoasesborders
Country demographics Population demographics on terrorism
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Variables

Domain

Total population
Population change
Population density
Urbanity

Land area

Data collection agency

Total size of the population
Percent change in population size
The dispersion of the population per square kil@met
The percentage of citizens living in cities
Total land area

Divergent methods of collection for GTD1 & GTD2

Model 2: Population age structure and social amth@mic development.

Population age structure
% Population aged 0-14
% Population aged 15-65
% Population aged 65+

Social and economic
development

Telephone lines
GDP per capita

Change in GDP per capita

Food production index
CO2 emissions

Bulges in certain age groups ought to effect tesnodifferently
Percent of the population from 0-14
Percent of the population from 15-65
Percent of the population from 65+

Proxies for social development of the society
Size of the current economy
Change in the size of the current economy
Represents a more agriculturally based economy
Proxies for an industrial or industrializing sogiet

Model 3: Ethnic minority group characteristics

Religious restrictions
None

Informal

Some

Sharp

Political discrimination
None

Neglect with help

Neglect
Social exclusion
Formal exclusion

Economic discrimination
None

Neglect with help

Neglect
Social exclusion

Religious discrimination may generate the motivetéororism
None
Informal restriction on the group's practice ofithieligion
Some restriction on the group's practice of theligion
Sharp restriction on the group's practice of thaligion

Political discrimination may generate the motivetirrorism

None
Historical neglect of the group's political paniation but policies to
right this
Historical neglect of the group's political paniation but no policies to
right this
Social exclusion of the group from political paipiation
Formal exclusion of the group from political paip@tion or repression

Economic discrimination may generate the motivetéororism

None
Historical neglect of the group's participatiorttie economic sphere
but policies to right this
Historical neglect of the group's participatiorttie economic sphere
but no policies to right this

Social exclusion of the group from participatiortle economic sphere
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Variables Domain

Formal exclusion of the group from participatiortlie economic

Formal exclusion sphere
Protest Political protest activity of the group may leadotoreplace terrorism
None None
Verbal or written forms of political protest, suah letter writing or

Verbal petitions

Sabotage, symbolic destruction of property or malitactivity like sit-
Symbolic ins
Small Participation in demonstrations, etc. with 10,000ess people
Medium Participation in demonstrations, etc. with 10,00®0,000 people
Large Participation in demonstrations, etc. with 100,0p@e6ple

Distribution of ethnic minority groups may influemthe amount of

Group spatial distribution terrorism

Dispersed Group is widely dispersed

Urban Group is primarily urban or the minority in one i@y
Regional Majority of the group is in one region
Concentrated Group is concentrated in one region

Model 1 Control Variables: Country Demographics, Governance and Contiguity
Characteristics

First, | control for regime type. Regime type has been demonstrated imnahuc
the previous literature as an important predictor of terrorism (Eyerman, i92805). |
use the POLITY data to control for regime type. Specifically, | include dichots
indicators ofFull AutocracyandFull Democracy Full autocracy is constructed from
values of -10 through -6 on the polity2 scale and is a binary variable, with a 1 mglicati
that it is scored as a full autocracy and 0 otherwise. Full democracy is coded as +6
through +10 on the same scale and is a binary variable, with a 1 indicatingghat it i
scored as a full democracy. The reference category is the trarigjomeanment, -5

through +5 on the same scale as well as the foreign interruption and interregnun*codes

14. It is important to note that the adverse regitmenge category of the state instability data was
coded primarily from the POLITY data. As noted le tdata section, it was primarily coded as a sirtpo
drop in the state’s polity score on the autocratid or a complete collapse of central governmenidd
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Next, | control forinstability in a contiguous staté utilize the Correlates of War
Project’'sDirect Contiguity Data, 1816-200® determine which countries share a land or
river boundary (Correlates of War Project, 2009). | then use the contiguous nation’s own
instability data (PITF) to code a dichotomous variable ahyfof the contiguous nations
(those with a land or river shared border) were unstable in that year, and 0 if none of the
contiguous nations were unstable in that year.

| also control for the effects of some basic country demographic characseris
First, | control for theotal size of the populatiom use the World BankVorld
Development Indicator@VDI) population data here. | also examamnual percent
change in populatiomsing WDI data to capture the effects of changing population levels
on terrorism levels. | also look at the effectpopulation densityper square kilometer)
on terrorism levels using WDI data (World Bank, 2009). All three variables are
continuous variables. | adjust the scale of the total population variable by divading e
observation by 100,000 so the standard errors and coefficients in my models are more
easily estimated and are on-par with the rest of the variables in the model.

| control for population size due to prior findings that a larger population size, a
growing population and more densely packed population ought to increase levels of

terrorism simply by increasing the number of potentially motivated offendetsgating

an interregnum. Naturally, this shared coding ksing concerns about collinearity between the inlgtab
variables and the governance variables. The cdorlaetween the full autocracy variable and thecaske
regime change categories is -.0591, indicating anhgry small, negative relationship between theama, a
correlation between the adverse regime changeadsgnd full democracy of -.1491, indicating oaly
small, negative relationship between them. Theatation of .2442 between the adverse regime change
categories and transitional governance variableisithe reference category in the analyses inelécat
small to moderate positive relationship. These ktoahoderate correlations indicate that includingm

in the same model is certainly possible withougplag the model with multicollinearity issues.dtrmore
important to include them and risk a small amodnhalticollinearity than risk the larger omittednieble
bias inherent in leaving out governance, whichvge#-validated predictor of terrorism.
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in the population as well as by increasing the probability that such motivated offende
will converge in time and space with unguarded targets in the absence of capable
guardianship (Cohen and Felson, 1979). | also control for these population demographics
based on prior literature on both state instability and war, two types of whiclcludeih
as state instability types.

| use World Bank data to control for the well-established relationship between
urban dwelling and non-routine collective action (Snyder and Tilly, 1972). | control for
the effects otirbanity, which is measured as the percentage of the total population which
reside in cities. | also control for tiseze of the land areaf the state (World Bank,
2009). Both of these demographics are continuous variables. | divide the land area
observations by 1,000,000 so that the standard error and the coefficient for this variable
are on a similar scale as the rest of the variables in the model.

| control for the degree of urbanity and the size of the land area of the state
because of the extant literature. Crime rates and rates of non-routewicelhaction are
higher in cities than in rural areas so all else equal, terrorismstatesd be higher in
highly urbanized societies (Snyder and Tilly, 1972). | control for the size of therkzad a
of the state, because a larger land area may allow perpetrators adtterctents or
rebel groups to have more room to hide in the state (Collier and Hoeffler, 2004y. It ma
also indicate that the government may have a harder time maintainiregatsggrity
and may predispose the state to instability (Menkhaus, 2003).

| also control for thelata collection agenc¢GTD2) since | expect differences in
the results based on the different ways in which the data were collectedafibble is

coded as a 1 for the 1998-2005 time period and zero for the 1970-1997 period.
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Please refer to table 12 at the end of the text for a list of the statesaasd ye
included in Sample 1. | turn now to the variables included in Model 2.

Model 2: Population Age Structure and Social and Economic Development

| describe the control variables | use in Model 2 below. | control for the age
structure of the population — specificalpgrcent of the population aged 0;p&rcent of
population aged 15-64nd / ompercent population aged 65 and o&vorld Bank,
2009). These are continuous variables. The reference category is the oveg@iiipge

The idea behind controlling for the age-structure of the society is that anolie a
disproportionately committed by younger people. There are indicationsighabiinger
age groups disproportionately engage in terrorism as well (LaFree &edven, 2009).
If a society has an unusually large young-adult population, all else equal, thg socie
should have higher levels of terrorism.

Unfortunately, the World Bank data are not structured such that the violent crime-
prone years (18-25) can be isolated, but it does begin to control for societies aaith a g
deal of very young people, very old people and all of those in-between. An additional
reason why it is important to control for the age structure of the state thehgpical
recruitment pool for those committing both terrorism and the ethnic and revolutionary
war types of state instability are younger people, certainly those undersésiety with
a surplus of these younger people in society should have a larger volume of both
terrorism and instability, all else equal (Collier and Hoeffler, 2004). Horyéve
important to note that these variables do not actually tap the ages of individuals
committing terrorism. It is only an indicator of the distribution of the populatidhe

state by age. I turn now to controls for the state’s social and economic degestopm
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Social and economic development is often discussed as an important predictor of
terrorism and as such ought to be controlled (Abadie, 2006; Piazza, 2008; Marshall,
2002). Regarding social development, | exandabephone lineper 100 people, which is
a continuous variable (World Bank, 2009). More landline telephones is used as a proxy to
indicate that a society is more technologically and socially advance sSaial
development ought to affect terrorism levels and thus should be controlled.

To get at the idea of economic development, | use several proxy indicators of the
concept. | examine indicators gifoss domestic product (GDP) per cap#ad theGDP
change ratgWorld Bank, 2009) since more economically developed states may be less
likely to experience terrorism. | also use ftbed production indexyhich measures the
agricultural production of edible food, excluding coffee and tea (World Bank, 2009); this
measure may indicate a more agriculturally based economy. | alsarbea dioxide
emissionsn kilotons to proxy for newly industrializing nations or fully industrialized
economies versus primarily agrarian economies. These are all continuabtegat
adjust the scale of both the GDP per capita variable and the carbon dioxide emissions
variable by dividing by 10,000.

It is generally acknowledged that economic development and strength ought to
play some role in determining where terrorism occurs. However, GDP has méyer tr
been shown as a consistent predictor of terrorism, with some studies reportiivg posi
significant relationships (Piazza, 2008) and others reporting no relationship éAbadi
2006). To delve into this relationship, | have included a whole host of economic
variables. With GDP per capita, | intend to tap the effects that the cuzemf she

economy has on the probability of terrorism. With change in the GDP per captend i
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to capture the effects of changes in the size of the economy, both positive and negative.
Both a rapidly growing or shrinking economy can create the motive for mooegerr

With the food production index, I try to capture the effects of a more agrarian economy.
All else equal, | would expect less terrorism in a more agrarian so€iaglly, the

carbon dioxide emissions are intended to capture a rapidly changing industoabsea
well-developed industrial sector in comparison to a low-industry society. Alkeejsal, |
would expect more terrorism in a rapidly industrializing or an industrializedmtitan

in a non-industrial society. These economic variables are intended to captefifec¢tse

of the economy on the occurrence of terrorism.

Table 12 at the end of the text lists the states and years available for the
population age structure and social and economic development variables. | turn now to
the control variables that will address the ethnic minority group charséicemsluded
in Model 3.

Model 3: Ethnic Minority Group Characteristics

| utilize the Minorities at Risk data (Minorities at Risk, 2008) to control for ethnic
majority — ethnic minority relations within a state that may play aindllee outbreak of
ethnic war and genocide on the one side and terrorism on the other. The Minorities at
Risk dataset examines ethnic groups they term minorities at risk. A tyiabrisk is a
group with definable hereditary cultural characteristics, such as custogoialge or
religion, whose membership in the group is recognized by others in the society, with a
membership of at least 100,000 members (or 1% of a state’s population), and who is
targeted by either malevolent or benevolent systematic differentiahgets Finally, the

group also must be able to organize in its own interests (CIDCM, 2008). As of 2008, the
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MAR data team has identified 282 ethnic minorities at risk from 1945-2008ble 12 at
the end of the text contains the list of states and years in this analysis.

Using the MAR data, | control faggroup spatial distributiorbecause a more
concentrated group may be better able to mobilize for terrorism than a ndetg wi
dispersed group® Conversely, a dispersed group may be able to coordinate attacks in
many more regions of the country. This is a scale variable in the original MiaRI da
operationalize it for my analysis as a series of binary variabliedl@ass. The reference
category is a dispersed population, with no concentration. The next binary variable,
Urban, is coded as a 1 when the group is either primarily in an urban area or @mnstitut

the minority in one region in a country and is O otherwise. The next binary variable,

15. The MAR data are organized with group-counegyas the unit of analysis; that is, groups
can cross countries so that country-year is najusmas a unit of analysis. In addition, there camioltiple
MARSs per country. In order to deal with the facittthere can be multiple MARS per country at theesa
time that there can be multiple countries per MABhose to select one MAR per state. Following
common practice (Pate, 2009, personal communidati@mose the MAR within a multiple-MAR state
that had the highest level of political discrimioatleveled against it. In the case of ties, | lerttke tie by
choosing the MAR with the highest level of econorigcrimination leveled against it. When even that
tied, | chose the MAR with the highest number umiifias a pseudo-random selection procedure. The
unique ids were assigned by me while the data s@mted to within country-year and ascending leeéls
political discrimination. Given a double tie, | sa@ way in which the data are systematically madsdu
by the pseudo random selection procedure.

It is important to note that this method of chogsitARs allows the MAR to vary per state-year
so that the most discriminated against MAR pelesyatar will be chosen. By allowing the MAR chosen
per state-year to vary, this introduces error theomodel, but it also provides for a stricter te#fshe
independent variable when the control variabléhissen at its highest level of political and / comamic
discrimination. It also capitalizes on the stateryas the unit of analysis.

16. For 229 of the 1242 observations for the grepgtial distribution scale, there was missing
data. | utilized the carry-forward method of miggaata imputation in which the prior year's data ar
utilized to fill in the missing data. | did so withe advice and consultation of the MAR Researckdor
on the appropriateness of this method of imputdatiate, 2009, personal communication). It is imgart
to note that these data are missing because thengat not collected, not because they were urablail
For 217 of the observations, it was one year cd daissing. For 9 observations, | needed to fitlo
years of data with the non-missing observation ognfiom 2 and 3 years prior. For 3 observations, |
needed to fill in three years of data with the moissing observation coming from two, three and fgears
prior. The listwise deletion of these cases camit it a higher risk of bias through sample stétecthan
the error inherent in carrying forward the prioays data which would only introduce error if the
observation would have changed values had it bbsereed. Pate (2009, personal communication) adsure
me that this was a slow-changing variable.
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Regional, is coded as a 1 when the group constitutes a majority in one region and others
are dispersed and is 0 otherwise. The final category and variable is Catezentihich
is coded as 1 when the group is concentrated in one region and is 0 otherwise.

Next, | control for the degree of restrictions placed orgteep’s practice of
their religion. Restrictions on the practice of the group’s religion may create the motive
for terrorism so it is important to include this variable in my analysis. i$lascale
variable in the original MAR datd.| disaggregate it into a series of dichotomous
variables. The reference category is no religious restrictions, whiddéx as 1 when no
restrictions are placed on the group’s practice of religion. The nexbleaisalnformal
Restriction, which is coded as 1 when there is an informal but prevalent discraminati
against the group’s practice of their religion and 0 otherwise. The next vasi&dene
Restriction, which is coded as 1 when there are some restrictions placed mwufiie g
practice of their religion and O otherwise. The final variable is Sharpi&&st, which
as coded as 1 when the group’s practice of their religion is sharply restG¢BECN],
2008).

| also control for the degree etonomicandpolitical discriminationfaced by the

group?? It is important to control for these types of discrimination, because they may

17. | also utilized carry-forward imputation foreteame 229 missing observations for this
variable. See prior footnote.

18. The economic and political discrimination vatés were updated and the missing data that
had not previously been collected were collectethbynbers of the MAR team (Asal and Pate, 2005). |
use this data to update the original MAR data @sé¢hvariables so that there are no missing obgamgat
on economic and political discrimination. Erroingroduced by using a separate source to update the
missing observations. However, MAR team resourca®witilized in this update collection, and it was
overseen by the MAR Research Director. Thus, thar émtroduced by using the updated data is
outweighed by the costs of listwise deletion. llso outweighed by the costs of using carry-fodwvar
imputation with this variable as it is not a slovdlyanging variable (Pate, 2009, personal communitat
The tie-breaking procedure to choose the MAR griouphat year was performed again. The data are
available for public download on the MAR website.
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manufacture the motive for terrorism incidents. These are scaled varatildbey
range from no discrimination, neglect with remedial policies intended to right thi
neglect, neglect without such policies, social exclusion and ineffective positnitwal
policy to right the effects of this social exclusion and finally, formal exatu@rom
either political or economic patrticipation) and repression (CIDCM, 2008). k neae
into a series of dichotomous variables as follows.

The reference category for economic discrimination is no discriminationhwhi
coded 1 when there is no economic discrimination aimed at the group and 0 otherwise.
The next variable is Economic Neglect with help, which is coded as 1 when the group
suffers from historical neglect, such as being underrepresented in valued ioosupat
significant poverty, but the government has introduced policies to make the group’s
economic situation better and 0 otherwise. The next variable is Economic Negiebt, w
is coded 1 when the group suffers from historical neglect, such as being uresemégul
in valued occupations or significant poverty, but the government has not introduced
policies to make the group’s economic situation better and 0 otherwise. The mablevar
is Economic Social Exclusion, in which a 1 means that the group has been excluded from
valued occupations or is in significant poverty by social practice but not bylforma
government practice and 0 otherwise. The final economic discrimination vasiable
Economic Formal Exclusion and is 1 when the government takes formal steps to exclude
the group from meaningful economic participation compared to other groups and is 0
otherwise.

The reference category for political discrimination is no discriminatitngiwis

coded 1 when there is no political discrimination aimed at the group and 0 otherwise. The

98



next variable is Political Neglect with help, which is coded as 1 when the grdassuf
from historical neglect, such as being underrepresented in the public sphere, but the
government has introduced policies to make this neglect better and O otherwise.tThe nex
variable is Political Neglect, which is coded 1 when the group suffers froamibast
neglect, but no government policies have been undertaken to right this wrong and 0
otherwise. The next variable is Political Social Exclusion, in which a 1 medrtheha
group has been excluded from the political process by social practice but naniy f
government practice and 0 is otherwise. The final political discriminatioabla is
Political Formal Exclusion and is 1 when the government takes formal steps$udeexc
the group from the political sphere or represses the group and 0 otherwise.

Finally, I will control for group political activity. Finally, | will contd for
whether the group engagesgiroup protes(MAR, 2008)*° Protestis a scaled variable,
which ranges from verbal opposition, civil disobedience and small, medium and large
physical gatherings of group members (including riots, strikes andsjgliéDCM,
2008). It is important to control the political protest activity of a group sincel ilikely
affect the levels of terrorism in a state by providing a legitimatenaltiee to terrorism.
Groups that are able to actively protest activities of the state may not nagdto t
terrorism.

| operationalize protest as a series of dichotomous variables as follows. The

reference category is no protest. The next category and variable i$ Festast, which

19. Rather than carry-forward imputation, | alsolaged the 229 missing observations that were
not collected for this variable with an updated MA&aset that was assembled by Steven Saideman upon
the advice of the MAR Research Director (Pate, 2p@8sonal communication). The data are referenced
here (Saideman and Lanoue, In Process). The etroduced by using a third source to update thasings
observations is outweighed by the costs of listwlisketion. It is also outweighed by the costs afigis
carry-forward imputation with this variable asstriot a slowly-changing variable (Pate, 2009, peako
communication).
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is coded 1 when the group engages in verbal or written forms of political protest, such as
letter writing or petitions, to gain regional independence or autonomy and O serwi
The next category is Symbolic Protest which involves “[s]abotage, symbolractest
of property OR political organizing activity on a substantial scale (e.mssiblockage
of traffic)” (CIDCM, 2008: 22) and 0 otherwise. Small Protest is coded as 1 when the
participation in the protest activity does not number above 10,000 people and O
otherwise. Medium Protest is coded 1 when the number of protest participants enbetwe
10,000 and 100,000 and 0 otherwise. Finally, Large Protest is coded 1 when the
participation is more than 100,000 persons and 0 otherwise. | turn now to the central
hypotheses in this study.
Hypotheses

| have four main hypotheses in this study. The breakdown model predicts that
non-routine collective action is more likely to occur after rapid socialggharhis is
because the rapid social change may sever the social ties that bind the indivitial to t
society and induce conformity. The rapid social change and the disruption to current
social bonds also may inhibit the creation of new ties to the society. The glatiae of
existing ties and the lack of creation of new ties are what suggest tbastar a form of
non-routine collective action, may be more likely to occur during state instahifiborm
of rapid social change (Durkheim, 1930 [1951]; Useem, 1998). Thus, | hypothesize that
changes in instability status will coincide with changes in terrorism.i$hthte very
same state should experience higher levels of terrorism when it changeahityshan
during changes to stability. This leads me to H1, formally stated below.

H1: Changes in instability status should be associated with changes in terrorism
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Breakdown suggests that once a rapid social change occurs, non-routineveollecti
action may occur. However, not all rapid social change is created equally (Durkhe
1930 [1951]; Useem, 1998). Wars are likely to loosen controls on individuals’ behavior
more dramatically and should increase levels of non-routine collectios actre than
other instability types. Adverse regime changes towards autocraliedydo increase
controls over the behavior of individuals because autocracies by their verycuattrod
their citizens more than any other form of government. This high level obtomdy
decrease the level of terrorism observed. Further, adverse regimestendjo be
short, usually contained during one month of a year. This would also suggest that the
effects of adverse regime change on terrorism would be smaller. Thienitéeby
instability type is why it is important to analyze the relationship betwestability and
terrorism by type of instability. | have disaggregated all types ofailisyeout to the
state-year. Therefore, | hypothesize that the effects of changesainilibsstatus will
vary by the type of instability that the state experiences. | expectiages in adverse
regime change should be associated with small increases in terrorisnchémbges in
ethnic war or revolutionary war status should be associated with largesesiaa
terrorism incidents. | have developed these expectations from the tenetalafdwn
theory. This leads me to H2, formally stated below.

H2: The effects of changes in instability status on changes in terrorlbuanyi
by the type of instability experienced.

H2a: Increases in adverse regime change should be associated withltestsm
increases in terrorism.

H2b: Increases in ethnic war or revolutionary war should be associatedrgéh la
increases in terrorism.
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To review, complex singular instabilities refer to multiple instabgdithat
occurred within five years but not within the same year. For example, a renalytiwar
followed by an adverse regime change two years later would constitut®mmex
singular instabilities: complex-revolutionary war and complex-adveggmeechange. A
non-complex singular instability is the occurrence of ethnic war, or any gfiesr t
without any other form of instability occurring in that five-year perioan&gear
complex instability is when a state experiences more than one instabthiy same
year. For example, this is when a state experiences an ethnic war in theesame a
genocide. It is possible to experience all four types within the samelyes hypothesis
is a logical extension of breakdown theory and is intended to explore the effects of
multiple instabilities on terrorism. When multiple rapid social changesrptteey should
disintegrate the ties that bind individuals to society more than when one rapid soc
change occurs within a short time. Thus, one state instability should open the door to
non-routine collective action like terrorism; more than one should create mokedsea
in the society and create more terrorism due to the grating down of saiditially,
stability ought to be associated with less terrorism, because thaasatet lost control
over the actions of its citizens. H3 and its sub-hypotheses are stated below.

H3: Increases in terrorism ought to occur when a state experiencesascirea
complex singular instability as opposed to non-complex singular instability.

H3a: Increases in terrorism ought to occur when a state experiencesesdrea
same-year complex instabilities relative to non-complex singular ifistab

H3b: Decreases in terrorism ought to occur when a state experienceseimaneas
stability relative to non-complex singular instability.

For my final hypotheses, | examine not whether multiple instabilities produce

more terrorism, but whether the temporal density of the multiple instabhitie
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implications for how much terrorism should occur. Temporal density refers to the numbe
of instabilities that occurred within a time period; in this case, | reféretmtimber of
instabilities within one year. The comparison is between state-yealsdh more than

one instability occurred and state-years in which only one instability rect(lvut

multiple instabilities within five years). Here, | make a second lbgixtnsion to
breakdown theory to hypothesize that a state should be even more at risk of terrorism
when it is experiencing more than one instability in a year than when it isenqeg

more than one instability within five years but not within the same year. Shecause
when multiple instabilities occur within the same year, the state should be in a@aowvnw
spiral of problems caused by the disintegration of existing social ties andkief la
creation of new social ties. This downward spiral ought to include plenty ofisenrso

that more than one instability within the same year should be associated with more
terrorism than multiple instabilities within a five-year period but not withendame

year. That is, more terrorism should occur during same-year complex itisgbian
complex singular instability if the temporal density of instability nrattEurther,

stability should be clearly associated with less terrorism than carajlgular instability.

| formally state my fourth hypothesis and sub-hypothesis below.

H4: Increases in terrorism ought to occur when a state experiencesascirea
same-year complex instability relative to complex singular instability

H4a: Decreases in terrorism ought to occur when a state experiencasesdre
stability than when a state experiences complex singular instability.

| have hypothesized four sets of relationships here, with several sub-tsgsothe

Two of these hypotheses come directly from breakdown theory while the other two
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hypotheses are logical extensions of the breakdown model. In the next sectsmniblede
my analytic strategy for testing these hypotheses.
Analytic Strategy

Because the dependent variable is a count of the number of terrorism incidents
within a given state-year, | use a statistical method that models couaippatgriately.
Linear regression is inappropriate for count data, because it can provideengffi
inconsistent and biased estimates (Long, 1997). There are several appropietetm
consider. | review these below.

First, there is the classical Poisson model. This model treats the coriditiona
variance as equal to the conditional mean, which is often unrealistic given theafiature
most count data. In addition, Poisson often underpredicts the number of zeros (state-yea
with no terrorism) that should be in the sample (Long, 1997). Upon further examination
of my data, | discovered that my data are in fact overdispersed and that ¢hexangr
more zero country-years in my data than can be handled by the Poisson regression model
(see table 3 for the frequency distribution of terrorism and table 4 for sunsta#sfics
of terrorism by sample). When | use a pooled Poisson regression with stamdes dhat
take into account the clustering by country, the model under-predicts the volume of
zeroes in the data and slightly overpredicts the counts of 1, 2, 3 and 4. Figure 2
demonstrates the model fit of the four analytical strategies tested sethisn. The lines
represent the difference between the observed and the specific modetsqred that
count of terrorism incidents. The solid line with the closed circle repregseEnBoisson

model, which poorly predicts both zeros and the lower-level counts.
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Figure 2. Model fit of observed and predicted counts for four count models.

Second, | tested a pooled negative binomial regression model (NBRM) with
clustered standard errors. The negative binomial separately models theoahdi
variance from the conditional mean to account for overdispersion (Hilbe, 2007). In fact,
in a pooled negative binomial regression model with standard errors that take into
account the clustering by country, the likelihood ratio test for nested modsitsritje
null hypothesis of equidispersion, meaning that there is likely overdispersion (p <.000).
In addition, it does not underpredict zeros as dramatically as the Poisson model. It
achieves the best fit of all the models, as demonstrated in Figure 2. The sokdHittee
open circle represents the NBRM model, and it achieves the smallest défeetaeen
the observed and predicted counts O through 10. In addition to the good fit achieved by
the pooled NBRM model, this model type is able to incorporate more rigorous controls
for dependence of observations, such as fixed and random effects. Since this model was
chosen, these extensions are explored later. | move next to the zero-infigtahR”And
negative binomial models. However, it is important to note that these zerodnflate

models are unable to incorporate fixed or random effects.
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The concept behind the zero-inflated models is simple. Statistically, theymnas
that two different data generation processes and thus statisticdudistrs underlie the
observations that are zeros, states-years that have never experienegebtioke it
variable, and the non-zeros, those that have experienced terrorism, possibly multiple
times (Long, 1997). That is, those state-years that are a zero are alldaléatdheir
own distribution and are estimated separately using the logit or probit whilatde s
years with greater than zero values follow their own distribution and aneast
separately using either Poisson or negative binomial. A downside to the zerdinflat
models is their inability to incorporate fixed or random effects to control for
dependencies within country-groups in the sample. They do allow for clusterirajdoy st
so that | can start to control for the dependency.

The zero-inflated Poisson (ZIP) is better able to handle the volume of zeros than
the PRM as evidenced in Figure 2. The dashed and dotted line with the closed triang|
represents the ZIP model. This line shows that the ZIP model provides a ba&iténdi
data than the PRM, but it does not provide the best fit overall. The Vuong test, which is a
test to determine whether the zero-inflation is necessary, rejects fseiPoiodel in
favor of the ZIP model (p<.0000) (Erdman, 2008; Young and Dugan, Forthcoming). |
turn now to the zero-inflated negative binomial model.

The zero-inflated negative binomial model (ZINB) demonstrates adepaate!
fit (see Figure 2). The dashed line with the open triangle represents tBen#itlel, and
it follows the NBRM line closely although the NBRM model fits slightlyteetThe
Vuong test preferred the ZINB model over the NBRM (p<.0000). This suggests that |

ought to select the ZINB model over the NBRM from a model fit perspectiveinyet
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Figure 2, it is clear that the NBRM model provides a very adequate fit to thaslatell.
However, there are three other important criteria to consider. | turn orbes

First, | must consider whether | expect a theoretical and essentidiitatuea
difference between the processes that drive country-years withseriamd those
without (Long, 1997). | do not. My theoretical model predicts that any countrycgear
experience terrorism if it experiences breakdown, such as state ingtabititthat
breakdown does not influence how many incidents they suffer (counts) differently f
whether they experience terrorism (0/1). Without a theoretical model gditisrtwo
different data generating processes, there is little reason to mdweezerb-inflated
model. The second criterion to consider is parsimony and the ease of intenmadielg
results (Cameron & Trivedi, 2009). The zero-inflated models are computationall
complex as well as conceptually difficult to interpret. The final criteriorotsicler is the
ZINB model’s inability to incorporate fixed and random effects. Fixed and random
effects allow one to address the dependence between observations in additionng reduci
the omitted variables bias in the most rigorous way currently availahle, based on
the three criteria discussed above as well as the adequate model fit provided by t
NBRM, | have chosen the negative binomial regression model.
Negative Binomial Regression Model

Random Effects

The random effects negative binomial regression model (RENBRM) uses both
within-country variation and between-country variation to estimate tketsfbf the
independent variables on the dependent variable. This estimation technique allows the
user to preserve the data for countries in which there is no variation on the dependent

variable over the panel data set in the model, because in this case, the RENB&¢é wil
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the variation between countries to produce the estimates. It assumes thif¢tbeces

across countries and time are essentially random processes. The REN&RNMows

the user to examine independent variables that do not vary over time, which can be quite
useful. However, the RENBRM does not allow for the independent variables to be
correlated with the time-invariant portion of the error term (Dugan, 2010). In@dditi

the RENBRM may provide inconsistent estimators in cases in which the dependence
between observations overwhelms the model (Cameron and Trivedi, 2009). | turn now to
an explanation of the fixed effects negative binomial regression model before pgovidi
model fit statistics for each.

Fixed Effects

In contrast, the fixed effects negative binomial regression model (FENBR) onl
uses within-country variation to estimate the effects of the independent gartabthe
dependent variables. This type of analysis allows the purest theoreti¢alttestcase,
because it only uses the within-country variation to estimate the coeficgpecifically,
it uses the deviations from the country-specific mean to estimate theceoei It
essentially creates a series of dichotomous variables that allow the modetrbl for
all of the time-invariant differences without knowing what those differeaceslly are.

The FENBRM reduces the correlations between the independent variables amethe ti
stable unobserved differences (fixed effects) from the error term bybaiggtinem into

the fixed effects. This is a much more realistic assumption in the predictiemarfdm

than the no correlation assumption in the RENBRM model (Cameron and Trivedi, 2009).
If there is enough variation in the dependent and independent variables to successfully
estimate the model and to include time fixed effects, then, it is preferreaskeatallows

me to examine the effects of instabiltythin-countryonly. This is the purest test of the
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concept, because it gets at the effects of instability itself mostiglaad most
conservatively without contaminating the effect with between-country \@riatid by
using changes in instability to predict changes in terrorism. Thus, the RENIB my
theoretical model the best.

There are three main downsides of using the FENBRM to control for dependence
between observations. One is that since the model only uses within-country vaoiation t
produce the coefficients, it drops any observations that do not vary on the dependent
variable over time. This is a serious drawback. Due to this lack of variation on the
dependent variable, four countries are lost in my model (from 151 countries & 147).
Because the model only uses within-country variation to estimate the eoeffjche

FENBRM model can produce larger standard erfoiEhe second downside is that the

20. The following countries were dropped from Motldlecause they did not experience any
terrorism incidents over the observation periodutah, Mongolia, Oman, and Turkmenistan. In addjtion
of these, only Oman experienced any instabilityolhhivas a revolutionary war from 1970-1976.
Fortunately, this is only a minor threat to my hifmses and theoretical framework, because for thfree
the four countries, no instability and no terrorismer the observation period is what | would exmggetn
my theoretical framework. However, the case of Omaslightly more problematic. Given my theoretical
framework, | would expect that during the yearsesolutionary war, Oman would have experienced
terrorism incidents. This is not true. Since thidyaccurred in one country of my original 151 ctryn
sample, | am not very concerned that it constitategjor threat to the validity of either breakdaiveory
or my model. Nonetheless, it is still an importeontradiction of breakdown theory.

21. I have also rerun all of my models by usingiaconditional fixed effects negative binomial
model by manually including time and country fixeffiects with clustered robust standard errors in a
standard (NB2) negative binomial model. All the@atvariables of interest behaved as expected.
However, in some models, the model was clearhynpsifficiency (inflated standard errors) upon the
inclusion of so many parameters. (Allison, 2009lsb ran the Allison (2009) hybrid unconditioniaied
and random effects models. This model manuallyuishes the means and deviations from means that are
the hallmark of the fixed effects model in a randefiflects negative binomial model that includes time
fixed effects. The story remained substantivelyshme and my theoretical variables behaved as &gec
Since my theoretical variables of interest behaagdxpected and the story remained the same, dtdo n
present these models.

To address potential serial correlation above aybihd that which the fixed effects negative
binomial is already designed to handle (CameronTanedi, 2009), | ran the standard Stata commaind f
fixed effects negative binomial regression with tstrapped standard errors. Bootstrapped standeycser
at least theoretically control for serial corredatibby sampling across clusters during the bootgingp
process when the standard errors are calculategrigirand Pischke, 2009). The story remains
substantively the same in both significance aneation. Instability is a robust and positive prégiof
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FENBRM requires many degrees of freedom to compute, and it requires a good deal of
variation on the independent and dependent variables to estimate the model. The third
downside is that the model cannot estimate coefficients for independent vahablés

not vary over time. However, the advantages of reducing the correlation between the
independent variables and the errors through the fixed effects as wekatsadiys
controlling out across-country variation as an alternate explanation of anyeibse

effects of the independent variables on the dependent variable outweigh theyitabili

use time-invariant regressors. | turn now to a discussion of model fit indices.

Model Fit Indices

| analyzed Model 1 using both the RENBRM and the FENBRM. The model fit
indices indicate a clear preference for the fixed effects varianeafabative binomial
regression model. | discuss these now. Hausman provides a test for this purposd. The nul
hypothesis is that the time-invariant part of the error term is uncodelatte the
regressors. If the null cannot be rejected, this means that the RENBRidnisistent
estimator. Since the RENBRM can be much more efficient than the FENBIRM, t
would provide strong support for the RENBRM (Cameron & Trivedi, 2009). However,
the null hypothesis is rejected (p<.01). This means that the RENBRM provides
inconsistent estimates of the effects of the independent variables for Mddes is
evidence in support of the selection of the FENBRM.

Further, there are two model fit indices that are appropriate for nordmastiels
such as the FENBRM and the RENBRM. They are the Bayesian Informatiendrit

(BIC) and the Akaike Information Criterion (AIC). Both of these tests provide

terrorism incidents. For simplicity’s sake, | presthe results using the standard Stata commaniikémxt
effects negative binomial regression with time dadfects but without bootstrapped standard errors.
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comparative fit indices, in which the log of the likelihood function is examined for eac
model, and then the model that provides the smallest values on either index, BIC or AIC,
provides the best fit. In both cases, the AIC and the BIC prefer the FENRBMever t
RENBRM as demonstrated in table 2. Given that both sets of model indices endorse the
FENBRM and that | prefer the FENBRM as discussed above, | have chosen aieestim
the remaining models with the FENBRiIEquation 1 describes the model I will be

using for the rest of the study (StataCorp LP, 2009: 368).
Pr(Yi = Yi1r s Yini = Yinil Xi:2?=i1Yit = z:;l=i1yit)

_ M(Zel AT (Eelvie +1) - T + yie) %
F(Z7 i + 205 vie) )T (ie + 1)

The conditional log likelihood is contained in Equation 2.

ng ni ni ni

n;
InL = zwi InT Z/L-t + InT ZYit+1 —InT ZliﬁZm
i=1 t=1

t=1

n;

+ Qe + yie) = i) = Il e + D (2)
t=1

wherel;; = exp(x;:8 + of fset ;+), w; is the weight for thé&h group, anX; =

(Xi1, -, Xin,)- In addition, I'include time fixed effects in each model with 2005 excluded
as the reference year. | include the time fixed effects becausetbdilely many

changes over time between 1970-2005 that are likely to influence both instability and
terrorism (Dugan, 2010).

Table 2. RENBRM and FENBRM Fit Statistics

22. 1 reran Models 1, 2 and 3 excluding the 10 é#gfand lowest residuals, and | also reran the
models excluding outliers (defined as more thané@@rted incidents per country-year). All models
remained substantively the same.
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Criteria FENBRM RENBRM

BIC 18176.58 20065.22
AIC 17892.67 19767.24
Hausman Test x2(43) =72.83 p<.01

| present my results with raw coefficients, in incidence rate ratios, ahd in t
predicted probability, expressed as the expected counts of terrorism incigdentthgt
the control variables are held at certain values. Incidence rateregims exponentiated
coefficients. The predicted probabilities | present actually predict théewoh expected
events which is more meaningful in this context, rather than the linear predidtide, w
holding certain interesting dichotomous control variables at O or 1 and all other
continuous control variables at their medfahturn now to an explanation of the
changes in data coverage across the control variables.

Accounting for Differences in Data Coverage across Control Variables

In a perfect data world, | would be able to include as many control varigbles a
felt were needed to allow for the cleanest inferences about the relationshéetetw
political instability and terrorism. Unfortunately, the coverage in data sodaes not
allow for this for all states included here from 1970 to 2007. For these reasons, | have
divided my analysis into three models, each with their own sample of nations asd yea

Model 1 uses country demographics, governance and contiguity characteristics
control variables for Sample 1, which is composed of 147 nations from 1970 to 2005.
Sample 1 contains a total of 4687 observations. It is important to understand that even

this group of countries and years is a sample of the possible nation-statesvoritd. Of

23. | use the median because many of the contri@hlas are skewed and the use of the median
avoids using an inflated or deflated mean.
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a possible 164 nations evaluated by PITF, only 147 are included in Model 1. | am unable
to include such countries as Afghanistan and Iraq in Sample 1 due to the lack of basic
country demographics from the World Bank data. This is particularly unfortunate,
because these are perhaps the two countries in which state instabilityranshteare
discussed the most in the policy and practitioner domain in recent years. Houvev/ey

the decade of war that each experienced, in Afghanistan the war to repel the ffawviet
1979 to 1989 and in Iraq, the Iran-Iraq war from 1980 to 1988, control variable data
simply does not exist for these states. Further, the PITF data simplyat@amine
countries with less than 500,000 population, which they term micro-nations. These states
are simply excluded from Samples 1, 2, and 3. In addition, the selection of 1970 as a
starting year for countries that existed before this date is only a sanguesuble years

that is predicated on the beginning of the GTD data. In this way, even this raugeod
nations and years constitute a sample of the possible countries and yeargertmve

date, this is the most comprehensive examination of the relationship betweendomesti
and transnational terrorism and state instability and represents a dspnatement

over prior efforts and a contribution to the literature.

Model 2 adds population age structure and social and economic development
control variables for Sample 2, 116 states from 1981 to 2005, with a total of 2624
observations. Model 3 adds the ethnic and minority group characteristics for control
variables on Sample 3, 82 nations from 1990 to 2005, with a total of 1242 observations. |
also replicate the Model 1 analysis on Samples 2 and 3. The comparison between the
results of Models 2 and 3 allows me to examine the effects of omitted variabte liiees

Model 1 analysis. The comparison between the differences between the Modgkis ana
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on Sample 1 and the Model 1 analysis on Samples 2 and 3 allow me to comment on the

role that sample selection bias plays in the results. | turn now to my régpteic
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Chapter 4
Results
Descriptive Statistics

Introduction

In this chapter, | begin by reviewing the summary statistics farrtern and
instability in each of my three samples. The samples varied from 147 nations¥7@m
to 2005 in Sample 1 to 116 nations from 1981 to 2005 in Sample 2 and finally, 82 nations
from 1990 to 2005 in Sample 3. | also compare the samples to one another via the
summary statistics for terrorism, instability and the common control Vesialvhich are
the variables that measure the country-level demographics, governance andtgaitig
unstable nations. Then, | present the results for Hypothesis 1 for all three matls.
review the results of each model’s control variables in the context of Hypothésise
these results as well as the results of the Model 1 replication on Samples 2 and 3 to
comment on the degree of omitted variable and sample selection biases present in my
models. Then, | conclude the chapter. | turn now to the summary statistics foethe thr
samples.

Summary Statistics Review for Sample 1

In this section, | review the summary statistics for terrorism and itistdbr my
three samples. Then, | compare across the samples to demonstrate thecdgfere
between each of them using the summary statistics on terrorism, ingtatdithe
common control variables. | turn now to Sample 1. The summary statistics for each
model and sample are contained in separate tables while the distribution adrterrori

incidents by sample is contained in table 3.
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Table 3. Distribution of terrorism incidents for all samples (truncated at 47)

Incidents Sample 1

%a

Incidents Sample 2

%a

Incidents Sample 3

%a

2,358
514
286
190
136
102

83
56
42
41
44
39
28
25
24
24
28
22
23
17
15
14
19
24
9
11
9
11

50.31
61.28
67.38
71.43
74.33
76.51
78.28
79.48
80.37
81.25
82.18
83.02
83.61
84.15
84.66
85.17
85.77
86.24
86.73
87.09
87.41
87.71
88.12
88.63
88.82
89.05
89.25
89.48
89.72
89.97
90.23
90.40
90.53
90.72
90.83
90.98
91.10
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Incidents Sample1 %" Incidents Sample2  %° Incidents Sample3  %°

37 8 91.27 37 5 87.80 37 3 85.10
38 18 91.66 38 14 88.34 38 12 86.07
39 4 91.74 39 3 88.45 39 2 86.23
40 6 91.87 40 6 88.68 40 1 86.31
41 8 92.04 41 6 88.91 41 4 86.63
42 3 92.11 42 2 88.99 42 1 86.71
43 6 92.23 43 5 89.18 43 3 86.96
44 5 92.34 44 5 89.37 44 4 87.28
45 6 92.47 45 5 89.56 45 2 87.44
46 6 92.60 46 5 89.75 46 4 87.76
a7 7 92.75 a7 4 89.90 a7 1 87.84

& Percentage is cumulative.

Sample 1 contains 147 states with data from 1970 to 2005. There are a total of
4687 state-year observations in Sample 1. Sample 1 is the largest sample ofscandtrie
years of domestic and transnational terrorism that have been used in theditdmas far
to test the instability — terrorism relationship. The summary statisticSample 1 are
shown in table 4.

Terrorism incidents

Terrorism is a count variable. The minimum is O incidents per country-yean whic
constitutes 50.3% of the sample of country-years. The maximum is 645 incidents, which
0.02% of the sample of country-years experienced. The average number arterrori
incidents experienced in Sample 1 is 14.293. The standard deviation is 49.17,
demonstrating that there is a good deal of variation in the sample. The distribution of
terrorism incidents is highly skewed to the right. Nearly 11% of the countrg-yethe
sample record only 1 incident, followed by 6% of the sample with a record of 2 incidents.

75% of the sample of country-years experienced fewer than 5 terrorisharitecper
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Table 4. Summary statistics for sample 1

Sample 1: Sample 1: Sample 1: Sample 1:

Variables Measuremen  Mean SD Minimum  Maximum

Terrorism incidents Count 14.293 49.17 0 645
Instability
H1: instability 1/0 0.172 0.377 0 1
H2: instability type
Complex instability (complex 1/0 0.137 0.344 0 1

singular and same-year)
Ethnic war 1/0 0.014 0.117 0 1
Genocide 1/0 0 0 0 0
Adverse regime change 1/0 0.007 0.086 0 1
Revolutionary war 1/0 0.014 0.116 0 1
H3 & H4: multiple instability &

timing
Stability 1/0 0.828 0.377 0 1
Complex singular instability 1/0 0.08 0.272 0 1
Non-complex singular instability 1/0 0.035 0.184 0 1
Same-year complex instability 1/0 0.057 0.231 0 1

Model 1: governance, contiguity & country demogiiaph

Governance

Full autocracy 1/0 0.377 0.485 0

Full democracy 1/0 0.399 0.49 0
Transitional Reference 0.224 0.417 0

Contiguous state instability 1/0 0.431 0.495 0 1

Country demographics

Total population Continuous  357.966 1225.21 1.225 13037.2
(divided by
100,000)
Population change Continuous 1.929 1.599 -7.855 17.738
Population density Continuous 90.8 127.991 1.116 1177.546
Urbanity Continuous 46.89 23.202 2.4 95.4
Land area Continuous 0.835 1.888 0.001 16.390
(divided by
1,000,000)

Data collection agency
Gtd2 period 1/0 0.250 0.433 0 1
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year. 90% of country-years in Sample 1 recorded fewer than 29 terrorism incidents
full distribution of terrorism incidents is contained in table 13 in the Data Appemnelis;
| present the distribution up to 47 incidents in table 3 to save space.
Instability

| operationalize instability as a series of dichotomous variablekddotr
hypotheses. Hypothesis 1 uses a dichotomous measure that simply measures when
instability occurs at the state-year level. 17% of the sample, or 806 state-gre
instability state-years. For Hypothesis 2, | use a series of dichotomosareséor
instability by type. Complex instability, which includes instabilities tiaturred in the
same year as well as instabilities that occurred within five yéanmseoanother but not
during the same year, constitutes the modal type of instability; theBd2iastances of
complex instability. Ethnic war occurs less frequently than complex inggabihly 65
of the 4687 state-years had an ethnic war occurring for that year. Thagegerocide
years of instability, because this instability type never occurred on its eemoc{ee
always occurred during other instabilities so that genocide is alwayaiced in the
complex category. Adverse regime change is very rare; there grdsoobuntry-years of
adverse regime change. Finally, there are 64 country-years of revolytwerar

For hypotheses 3 and 4, | use the same operationalizations of instability. y5tabilit
is the reverse coding of instability so that there are 3881 observations of itystdlikie
4687 total. Complex singular instability, when multiple instabilities occthimihe
same five-year period but not within the same year, constitutes 376 observdienes. T
are 164 instances of non-complex singular instability, when instability occursmcgy
during a five year period. Finally, there are 266 occurrences of sameeysplex

instability, which is when multiple instabilities occur within the same.\yigarn now to
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Sample 2. Note that | will review the Model 1 control variables later in thigose when
| compare the samples.

Summary Statistics Review for Sample 2
Terrorism incidents

Sample 2 contains data for 116 nations from 1981 to 2005. The summary statistics
for Sample 2 are shown in table 5. There are 2624 country-year observations in Sample 2.
The minimum of terrorism incidents in Sample 2 is 0 incidents, which is experienced by
42% of the sample or 1105 country-years. The maximum is 645 incidents, 0.04% of the
sample or one country-year. The mean of terrorism incidents for Sample 2 is 20.195, with
a standard deviation of 60.095 incidents. The distribution of incidents has a clear right
skew. Approximately 42% of the sample experiences no terrorism incideht yetr.
299 country-years or 11% of the sample report just 1 terrorism incident. 75% of the
sample experiences fewer than 9 terrorism incidents. 90% of the sample oy-g@ans
reports fewer than 48 incidents. | turn now to the distribution of instability fopkea?n
The distribution of terrorism incidents is contained in table 3.

Instability

As in Sample 1, the instability variables are measured as dichotomous indicator
variables. For Hypothesis 1, | use a dichotomous indicator for the occurrence of
instability. Sixteen percent of Sample 2, or 426 observations, are country-years of
instability. For Hypothesis 2, the dichotomous variables measure the occlofénee
different types of instability. Complex instability is the most common forimsiability;

12% of the sample, or 311 observations, are country-years of complex instability. Ethnic
war occurred in 52 country-years, or just less than 2% of Sample 2. Genocide is only
experienced as part of a complex instability so it has 0 observations. Adegirae r
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Table 5. Summary statistics for sample 2

Sample 2: Sample 2: Sample 2: Sample 2:

Variables Measurement  Mean SD Minimum  Maximum
Terrorism incidents Count 20.195 60.095 0 645
Instability
H1: instability 1/0 0.162 0.369 0 1
H2: instability type
Complex instability (complex 1/0 0.119 0.323 0 1
singular and same-year)
Ethnic war 1/0 0.02 0.139 0 1
Genocide 1/0 0 0 0 0
Adverse regime change 1/0 0.005 0.07 0 1
Revolutionary war 1/0 0.019 0.137 0 1
H3 & H4: multiple instability &
timing
Stability 1/0 0.838 0.369 0 1
Complex singular instability 1/0 0.078 0.268 0 1
Non-complex singular instability 1/0 0.044 0.205 0 1
Same-year complex instability 1/0 0.041 0.198 0 1
Model 1: governance, contiguity & country demogiaph
Governance
Full autocracy 1/0 0.258 0.438 0
Full democracy 1/0 0.501 0.5 0
Transitional Reference 0.241 0.428 0
Contiguous state instability 1/0 0.444 0.497 0 1
Country demographics
Total population Continuous  448.885 1459.057 3.608 13037.2
(divided by
100,000)
Population change Continuous 1.778 1.377 -7.855 11.181
Population density Continuous  106.969 149.154 1.498 1177.546
Urbanity Continuous 49.337 22.324 4.48 92.3
Land area Continuous 0.891 2.018 0.001 16.389
(divided by
1,000,000)
Data collection agency
Gtd2 period 1/0 0.3536585 0.4781959 0 1
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Sample 2: Sample 2: Sample 2: Sample 2:
Variables Measurement  Mean SD Minimum  Maximum

Model 2: population age structure and social ammhemic development.

Population age structure

% Population aged 0-14 Continuous 34.617 10.578 13.884 51.462
(Percentage)

% Population aged 15-65 Continuous 59.001 6.767 46.184 79.048
(Percentage)

% Population aged 65+ Reference 6.382 4.557 1.083 19.747

Social and economic development

Telephone lines Continuous 14.061 18.113 0.012 74.462
(per 100 people)
GDP per capita Continuous 0.529 0.811 0.008 4.419
(divided by
10,000)
Change in GDP per capit  Continuous 1.395 5.108 -47.085 37.573
Food production index Continuous 89.062 19.639 11.18 199.39
CO2 emissions Continuous 16.529 59.591 0 577.643
(divided by
10,000)

change is quite rare in Sample 2. There are only 13 country-years of adgerse re
change, or 0.5% of the sample. There are 50 country-years of revolutionary war, or 1.9%
of Sample 2.

Hypotheses 3 and 4 utilize the same set of dichotomous measures of instability.
There are 2198 instances of stability, the reverse of instability;dh&itutes 83.77% of
Sample 2. Complex singular instability, when just one instability occurs witygarmbut
more than one instability occurs within a five year period, accounts for 7.7% of the
sample, or 204 country-years. Non-complex singular instability, just one iitgtabd
five-year period, accounts for 4.4% of the sample, which is 115 state-years. &ame-y

complex instability, which is when multiple instabilities occur within theesgear,
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constitutes 107 observations in Sample 2, which is 4.1% of the country-years. | turn now
to Sample 3.

Summary Statistics for Sample 3
Terrorism incidents

Sample 3 contains data from 82 nations, from 1990 to 2005, with a total of 1242
observations. The descriptive statistics for Sample 3 are shown in tabletg-fivii
percent of these observations, 434 country-years, record 0 terrorism incidents. The
maximum observation, as in the prior samples is 645 incidents in one country-year,
which constitutes 0.08% of the sample. The mean for terrorism incidents in Sample 3 is
22.415, with a standard deviation of 58.83 incidents. Approximately 11% of the sample,
or 136 country-years, report 1 incident. Seventy-five percent of the sample exgerienc
less than 14 incidents per country-year while 90% of the sample experiencharnes4 t
terrorism incidents per country-year. | turn to the distribution of instalbditthis
sample.

Instability

Instability is distributed as follows in Sample 3. Seventeen percent of the 1242
observations in Sample 3 experience instability, which constitutes 214 countrgiears
instability. This is the measure for Hypothesis 1. For Hypothesis 2, instddyiltype,

157 state-years, or nearly 13% of Sample 3 experiences complex instability.\izhnic
occurs in 34 country-years, or 2.74% of Sample 3. As before, genocide never occurs on
its own but only nested within the complex category. Adverse regime changeasette

of the instability types with only 5 occurrences, a scant 0.4% of Sample 3yFinall

revolutionary war constitutes 1.45% of the sample and occurs 18 times.
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Table 6. Summary statistics for sample 3

Sample 3: Sample 3: Sample 3: Sample 3:

Variables Measuremer  Mean SD Minimum  Maximum

Terrorism incidents Count 22.415 58.83 0 645
Instability
H1: instability 1/0 0.172 0.377 0 1
H2: instability type
Complex instability (complex 1/0 0.126 0.332 0 1

singular and same-year)
Ethnic war 1/0 0.027 0.163 0 1
Genocide 1/0 0 0 0 0
Adverse regime change 1/0 0.004 0.63 0 1
Revolutionary war 1/0 0.014 0.12 0 1
H3 & h4: multiple instability &

timing
Stability 1/0 0.828 0.377 0 1
Complex singular instability 1/0 0.09 0.287 0 1
Non-complex singular instability 1/0 0.046 0.209 0 1
Same-year complex instability 1/0 0.036 0.187 0 1

Model 1: governance, contiguity & country demogiaph

Governance

Full autocracy 1/0 0.17 0.376 0

Full democracy 1/0 0.595 0.491 0

Transitional Reference 0.235 0.424 0

Contiguous state instability 1/0 0.483 0.5 0 1

Country demographics

Total population Continuous  599.03 1778.27 4.93 13037.2
(divided by
100,000)
Population change Continuous 1.488 1.381 -7.855 11.181
Population density Continuous  112.95 167.652 1.712 1177.55
Urbanity Continuous  53.298 21.414 5.4 92.3
Land area Continuous 1.171 2.482 0.001 16.389
(divided by
1,000,000)

Data collection agency
Gtd2 period 1/0 0.528 0.499 0 1
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Sample 3: Sample 3: Sample 3: Sample 3:
Variables Measuremer Mean SD Minimum Maximum

Model 2: population age structure and social ammhemic development.

Population age structure

% Population aged 0-14 Continuous  32.481 10.541 13.884 51.348
(Percentage

% Population aged 15-65 Continuous  60.548 6.542 46.184 71.919
(Percentage

% Population aged 65+ Reference 6.971 4,728 2.23 19.747

Social and economic
development

Telephone lines Continuous 16.25 18.211 0.018 74.462
(per 100
people)
Gdp per capita Continuous 0.507 0.806 0.008 3.897
(divided by
10,000)
Change in gdp per capita Continuous 1.942 5.166 -47.09 37.573
Food production index Continuous  97.117 14.725 46.58 199.39
Co2 emissions Continuous  24.119 74.606 0.001 577.643
(divided by
10,000)

Model 3: ethnic minority group characteristics

Religious restrictions

None Reference 0.825 0.38 0 1
Informal 1/0 0.097 0.296 0 1
Some 1/0 0.06 0.237 0 1
Sharp 1/0 0.019 0.135 0 1
Political discrimination

None Reference 0.084 0.277 0 1
Neglect with help 1/0 0.164 0.371 0 1
Neglect 1/0 0.147 0.355 0 1
Social exclusion 1/0 0.273 0.446 0 1
Formal exclusion 1/0 0.332 0.471 0 1
Economic discrimination

None Reference 0.168 0.374 0

Neglect with help 1/0 0.11 0.312

Neglect 1/0 0.197 0.398 0
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Sample 3: Sample 3: Sample 3: Sample 3:

Variables Measuremer  Mean SD Minimum  Maximum

Social exclusion 1/0 0.359 0.48 0

Formal exclusion 1/0 0.166 0.372 0

Protest

None Reference 0.366 0.482 0 1
Verbal 1/0 0.14 0.347 0 1
Symbolic 1/0 0.209 0.406 0 1
Small 1/0 0.224 0.417 0 1
Medium 1/0 0.046 0.209 0 1
Large 1/0 0.16 0.126 0 1

Group spatial distribution

Dispersed Reference 0.206 0.405 0 1
Urban 1/0 0.147 0.355 0 1
Regional 1/0 0.184 0.388 0 1
Concentrated 1/0 0.462 0.499 0 1

For Hypotheses 3 and 4, | examine the effects of stability, complex singular
instability, non-complex singular instability and same-year complexaitisgaStability
is the norm, with 83% of country-years or 1028 observations. There are 112 observations
of complex singular instability, which is 9% of Sample 3. Non-complex singular
instability constitutes 4.59% of the sample, or 57 country-years. Same-ygaexom
instability is observed 45 times in the sample and makes up 3.62% of Sample 3. | turn to
a comparison of the three samples with respect to terrorism, instability acahtha
variables that are common across the models.

Comparing the Samples

Introduction

| compare the samples used in this study here via their distributions on teyroris

instability and the control variables that are common across all 3 samplels,amdithe
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country demographics, governance and contiguity characteristics. The purpose of
comparing across the samples is to understand the important similaritiesferahdés
between them. This will help to inform my analyses and the extent to which the
differences between models may be due, in part, to any differences arngdsss In
addition, if the samples are very similar, any model results that difi@otae attributed
solely to the observed differences across samples.

Terrorism

A close examination of the distribution of terrorism incidents in table 3
demonstrates that although the samples decrease in size, they increasgsmtdn
Sample 1, 50% of the sample experiences no terrorism incidents. In Sample 2, this is
down to 42% of country-years. In Sample 3, only 35% of the sample observes 0
incidents. Interestingly, the percentage of observations that report 1 in@dexhs
constant across the 3 samples at approximately 11%. That is where thetesédad,
however. The number of incidents at the seventy-fifth percentile increaadgdystvhen
| look across samples. In Sample 1, 75% of the country-years experienceness tha
incidents; in Sample 2, this increases to less than 8 incidents. In Sample 3, this has
increased to less than 14 incidents. Further, tRep@@centile shows the same pattern. In
Sample 1, this threshold occurs at less than 30 incidents; for Sample 2, it inaydases t
than 48 incidents. For Sample 3, this threshold is at fewer than 64 incidents. lonadditi
although the minimums and maximums remain the same, the means increase across the
samples. The mean of terrorism incidents increases monotonically acreasbles,
from 14 incidents in Sample 1 to 22 incidents in Sample 3. Interestingly, the change in
standard deviations is not a monotonic increase; Sample 2 evidences the largest

variability in terrorism incidents with a standard deviation of 60.095 incidents. These
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statistics demonstrate that the loss of country-years as | change saomientrates
terrorism by primarily deleting country-years in which no incidents occuiselsamples
become more serious with regards to their average levels and overall datrifuti
terrorism incidents. It is unknown exactly what effect this increagngusness of
terrorism across samples will have on my analyses. | turn now to examuteatiges for
instability as | look across samples.

Instability

Examination of the summary statistics for instability across the gamples
shows little change in the means of each dichotomous indicator. This shows that the loss
of country-years from sample to sample pulled from observations of both stability and
instability. The proportion of instability to stability country-yeannaned roughly the
same even though the absolute number of observations decreased dramaticafy. Ac
the samples, roughly 17% of observations were instability country-ydees. T
distributions by type of instability did vary a bit, particularly for SamplR@ughly
speaking, complex instability was the most common in Sample 1. Ethnic war country-
years as a percentage of all of the country-years were most common in Samgle
least in Sample 1. The opposite was true for adverse regime change. Reugiutama
country-years were more consistent in distribution across the three samigiiesamples
1 and 3 being the most similar. Complex singular instability was least common for
Sample 2. Non-complex singular instability and same-year complex instabililenced
monotonic changes in distribution in opposite directions across the samples; Sample 1
experienced the least non-complex singular instability percentagevdgbeamost

same-year complex instability. Although there are some variations byihgtability is
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distributed quite similarly in the three samples. This should mean that this effec
instability ought to remain roughly consistent across the changes in samples

Model 1 Control Variables: Country Demographics, Governance and Contiguity
Characteristics

Table 7 contains summary statistics for the Model 1 control variablesfthrde
samples. These are the control variables that have data for all threesarhpkse show
a clear and monotonic pattern across the three samples. Sample 1 shows that, gn average
it has less populous, less densely packed populations, less urban and smaller land area
observations. On average, it contains more observations of full autocracy and udiss of f
democracy and fewer years of contiguity to an unstable state. On the otherdmapky S
3 is made up of more populous, more densely packed, more urban and larger land area
observations, on average. They also generally show more variation on these
characteristics. Sample 3 observations are least likely to be fullyratitcend show a
clear trend towards full democracy, on average. They are also more likely to be
contiguous to an unstable state, on average. For any of these control variables,2Sampl
is usually in the middle of the two samples. Overall, Samples 1 and 2 are the nilast sim
of the three. Sample 3 demonstrates some important differences from both Saanues
2.

Conclusions

Several important differences and similarities have been demonstraies the
three samples. Interestingly, the changes are generally monotonis ther@amples; as
the sample size decreases, the differences become apparent in ordemnfipen1Sa 2
to 3. The most important difference for this analysis is that they vary goitevith

regards to terrorism. Sample 3 has a much lower percentage of observations with no
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Table 7. Summary statistics of the model 1 control variables for all 3 ssfg@eernance, contiguity and country demographics

Contiguous
Total Population Population Full Full Transitional State GTD2
Population  Change Density Urbanity Land area Autocracy Democracy Government Instability period
Measurement Continuous Continuous Continuous Continuous Continuous 1/0 1/0 Reference 1/0 1/0

(divided by (divided by

100,000) 1,000,000)
Sample 1: 357.966 1.929 90.8 46.89 0.835 0.377 0.399 0.224 0.431 0.250
Mean
Sample 2: 448.885 1.778 106.969 49.337 0.891 0.258 0.501 0.241 0.444 0.354
Mean
Sample 3: 599.026 1.488 112.951 53.298 1171 0.17 0.595 0.235 0.483 0.528
Mean
Sample 1: 1225.209 1.599 127.991 23.202 1.888 0.485 0.49 0.417 0.495 0.433
Std. Dev.
Sample 2: 1459.057 1.377 149.154 22.324 2.018 0.438 0.5 0.428 0.497 0.478
Std. Dev.
Sample 3: 1778.265 1.381 167.652 21.414 2.482 0.376 0.491 0.424 0.5 0.499
Std. Dev.
Sample 1: 1.225 -7.855 1.116 2.4 0.001 0 0 0 0 0
Min
Sample 2: 3.608 -7.855 1.498 4.48 0.001 0 0 0 0 0
Min
Sample 3: 4.93 -7.855 1.712 5.4 0.001 0 0 0 0 0
Min
Sample 1: 13037.2 17.738 1177.546 95.4 16.390 1 1 1 1 1
Max
Sample 2: 13037.2 11.181 1177.546 92.3 16.389 1 1 1 1 1
Max
Sample 3: 13037.2 11.181 1177.546 92.3 16.389 1 1 1 1 1

Max




recorded terrorism incidents than either Samples 1 or 2. The mean of teiraidents

is the highest in Sample 3. Thus, terrorism is more concentrated, that is, vatmfew

terrorism observations, in Sample 3 than in Sample 1. With terrorism more common in

Sample 3, it is possible that it will be easier to see an effect in the irtgtadriables as

well as in the control variables in that sample. It may be more difficuletarseffect in

Sample 1. Instability is more similarly distributed between the three sarajphough

this breaks down a bit by type. For example, adverse regime change ikédaso

occur in Sample 3 while same-year complex instability is proportionally nketg to

occur in Sample 1. The overall instability indicator remains quite steadgsathe

samples, which should mean that the overall instability effect will not vary nonoksa

the samples. However, there will likely be variation across type of ifigtai

Hypotheses 2, 3 and 4, because the distribution of these indicators varies across sample
Demographically, Sample 3 is distilled down to the most populous, most urban,

largest and most democratic state-years. These differing demograptuss the samples

potentially means that there will be differing model results acrossitbe samples.

These differences and similarities show that it is important to be cautiers w

comparing model results. These samples vary enough that differentitd reaylbe due

to sample selection bias. The comparison across the three samples renpatezhi

differences across samples for terrorism, type of instability and ¢iaeM control

variables. These differences suggest that we should be cautious in extig@oisti

results between models, because they may be due to sample selection.| Dleis wil

discussed in further depth later in the chapter. | turn now to the results fopothéses

for Model 1.
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Results for Hypothesis 1

Introduction

In this section, | review the results of the first hypothesis for all ssnphe
samples varied from 147 nations from 1970 to 2005 in Sample 1 to 116 nations from
1981 to 2005 in Sample 2 and finally, in 82 nations from 1990 to 2005 in Sample 3. | first
review the results of the first hypothesis from Model 1, which contains the country
demographics, governance and contiguity characteristics control variaibles turn to
Model 2, which has population age structure and social and economic development
control variables in addition to the country demographics, governance and contiguity
characteristics. | then examine Hypothesis 1 for Model 3, which containghthie e
minority group control variables in addition to the earlier control variablegnl t
conclude by summarizing the support for Hypothesis 1 across the three modsks. Plea
note that the results for the control variables and the Model 1 replications acrpsssam
are reviewed later in this chapter.

Model 1: Country Demographics, Governance, and Contiguity Characteristics:
Hypothesis 1

Theoretical variable of interest

Hypothesis 1 states that increases in instability status will be accomhfgnie
increases in terrorism. | expect this because as the rapid socigéasfgrolitical
instability sets in, the ties that bind individuals to society may disintedysitihis
process sets in fully, the actions of individuals in the state may be uncontrotiatiey
may do non-routine collective action. This non-routine collective action mayttake t
form of terrorism. This means that | expect that during times of indjalailstate will

experience more terrorism than when the state is stable. Instabdiperationalized in
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its simplest form for Hypothesis 1; it is a dichotomous indicator where 1 is coded whe
instability occurred in that year and a 0 when it did not. Recall that becalesékus

fixed effects negative binomial regression model (FENBRM), the propepiatation of
results involves changes in instability on changes in terrorism withintgy, rather than
across. | present the results for instability, the theoreticalblared interest first,

followed by incidence rate ratios and the predicted counts of terrorism incitiemtsto
the results now, which are contained in table 8.

This model shows, first, that instability is important. Instability ioagganied by
statistically significantly greater levels of terrorism. Thsrease in levels of terrorism is
made up of a 2.6 times greater rate of terrorism. Thus, increases in itystebullt
coincide with increasing terrorism levels within a state.

| have broken down the predicted counts of terrorism incidents from this model as
follows. Because governance type and instability in contiguous states leave be
demonstrated as important predictors of terrorism and instability (Eyeira88; Li,

2005; Igbal and Starr, 2008), | present the predicted counts over various combinations of
these binary variables, while holding the continuous control variables constant at thei
medians* The largest increase in the expected count of terrorism incidents when
instability is present in a state is for a fully democratic state tltatnisguous to an

unstable state while the smallest increase in the expected count ofteliraridents is

for a fully autocratic state without an unstable contiguous state. In the fovirear a

state experiences instability, terrorism is predicted to increa8elByterrorism incidents

24. There are 568 country-years in which a full deracy is contiguous to an unstable nation.
The list of nations who satisfy both condition$oisg and varied. It includes India, Israel, Pakista
Venezuela, Greece and Finland, among other nations.
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Table 8. Model results for hypothesis 1 for all three models

Sample 1: 147 states

Sample 2: 116 states

Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Hypothesis 1
Instability 0.943 *** 0.058 2.566 1.048 *** 0.079 2.853 0.997 *** 0.130 2711
Model 1: governance, contiguity and country derapbics
Governance & contiguity
Full autocracy -0.663 *** 0.067 0.515 -0.675 *** 0.092 0.509 -0.845 *** 0.167 0.430
Full democracy 0.086 -0.064 1.090 0.152 0.079 1.164 0.283 * 0.113 1.328
Contiguous state instability 0.206 *** 0.052 1.229 0.228 *  0.071 1.256 -0.137 0.100 0.872
Country demographics
Total population 0.000 *  0.000 1.000 0.000 * 0.000 1.000 0.000 0.000 1.000
Population change -0.018 0.019 0.982 -0.066 0.034 0.936 0.049 0.044 1.050
Population density 0.001 * 0.000 1.001 0.000 0.000 1.000 0.000 0.000 1.000
Urbanity 0.023 ** 0.002 1.023 0.015 *+* 0.003 1.015 0.008 0.004 1.008
Land area -0.009 0.018 0.991 -0.051 * 0.026  0.950 0.067 0.042 1.069
Data collection indicator
Gtd2 period 0.145 0.224 1.156  -1.016 *** 0.201 0.362  -1.112 *** 0.218 0.329
Constant -2.949 ***  0.213 4.405 * 2.166 7.851 * 3.291
Model 2: population age structure and social ammhemic development.
Population age structure
% Population aged 0-14 -0.052 * 0.020 0.949 -0.082 ** 0.030 0.921
% Population aged 15-65 -0.062 * 0.026 0.940 -0.071 0.039 0.932



Sample 1: 147 states

Sample 2: 116 states

Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Social and economic development
Telephone lines -0.002 0.006 0.998 -0.004 0.008 0.996
Gdp per capita -0.011 0.110 0989 -0.317 * 0.155 0.728
Change in gdp per capita -0.011 * 0.005 0.989 0.008 0.007 1.008
Food production index -0.001 0.002 0.999 -0.013 *** 0.003 0.988
Co2 emissions 0.003 *  0.001 1.003 0.002 0.001 1.002
Model 3: ethnic minority group characteristics
Religious restrictions
Informal -0.239 0.128 0.787
Some 0.359 * 0.149 1.431
Sharp 0.790 ** 0.289 2.204
Political discrimination
Neglect with help 0.202 0.273 1.224
Neglect 0.179 0.274 1.196
Social exclusion 0.732 ** 0.261 2.079
Formal exclusion 0.799 ** 0.266 2.223
Economic discrimination
Neglect with help -0.549 * 0.232 0.577
Neglect -0.580 ** 0.216 0.560
Social exclusion -0.613 ** 0.202 0.541
Formal exclusion -0.513 * 0.221 0.599
Protest
Verbal -0.238 0.124 0.788



Sample 1: 147 states

Sample 2: 116 states

Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Symbolic 0.194 * 0.096 1.214
Small 0.099 0.091 1.104
Medium 0.095 0.133 1.100
Large 0.093 0.225 1.098
Group spatial distribution
Urban -0.070 0.166 0.932
Regional -0.182 0.182 0.833
Concentrated -0.518 *** 0.147 0.596
***=p<,000
**=p<.01

*=p<.05




(p<.000). In the latter, when instability occurs, only 0.07 more incidents aretpredic
(p<.000). Although the predicted increase in the expected count of incidents is small,
countries that experience instability have a much higher average levebafbta in
general. The mean of terrorism incidents for unstable country-years is 38ehisc

while the mean for stable country-years is 9.1 incidents. These are nondiffei@nces

in terrorism incidents between instability and stability. | turn now to my caodsi$or
Hypothesis 1 in Model 1.

Conclusions

Overall, Model 1 demonstrates that instability matters when it comes taderror
When instability occurs, terrorism also increases, and this increasa substantial
magnitude. | turn now to the results for Model 2.

Model 2: Population Age Structure and Social and Economic Development Variables:
Hypothesis 1

Introduction

| test the first hypothesis, that increases in instability should be accadpdani
increases in terrorism with an expanded set of control variables in this modelaifénere
116 states with data from 1981 to 2005 in Sample 2.

Theoretical variable of interest

In this smaller sample of countries and years with the expanded set ofg;ontrol
state instability still matters. Instability is accompanied byisically significant
increases in terrorism incidents. The rate of terrorism is expectedeasedy 2.85
times during instability. | turn now to the predicted counts of incidents for Model 2.

| present the predicted counts of incidents as before, with the governance and

contiguous instability control variables varying from 0 to 1 and all of the continuous
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social and economic demographics held constant at their medians. As in Model 1, the
Model 2 predicted counts are highest for a full democracy with an unstable contiguous
state and lowest for a full autocracy without an unstable contiguous state. When
instability occurs in a full democracy with an unstable contiguous state, $etrigri
predicted to increase by 0.74 terrorism incidents (p<.000). For a full autoctaopyinan
unstable contiguous state, the occurrence of instability is predicted to result indde26 m
terrorism incidents (p<.000). The magnitude of the instability effect appede slightly
greater in Sample 2 than in Sample 1. The increase in the magnitude of thatinstabil
effect for a smaller sample of countries and years but a larger ssiafand economic
demographic control variables is an interesting effect and suggests tblaatige in
sample may strengthen the effect of instability in Model 2. However, givén tha
instability was positive and statistically significant in Model 1, the contimabustness

of instability in the face of more rigorous controls suggests that it is antenpeiffect.

Conclusions

Overall, Model 2 demonstrated the robustness of the instability effect in lersmal
sample of countries with more extensive control variables. Instabilitgineah a positive
and statistically significant predictor of terrorism incidents. Theas an increase in the
magnitude of its effects on terrorism incidents though at least some of thesmanethe
size of the effects can surely be attributed to the change in samples. Theichang
samples allowed me to subject the instability effect to an even wider host @isoAs
the instability effect survived this more rigorous test, | am more @emntfin my results
that instability is related to terrorism. | turn now to Model 3.

Model 3: Ethnic Minority Group Characteristic: Hypothesis 1
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Introduction

| examine the results of the first hypothesis, that increases in statealitysts
associated with increased terrorism levels with a set of control varthblemeasure the
distribution and characteristics of ethnic minority groups within their.stat®e clear,
the following analysis only includes a sample of states with an ethnic migooitp at
risk and thus, applies only to this group of states. Unfortunately, the MAR data do not
allow for comparison between countries with minorities at risk with those that do not
have minorities at risk, because the MAR team only collected data on a sdmple
countries that contain MARs and did not assess all nations for MARs (Pate, 2000,
personal communication). This means that this analysis cannot provide information about
the risk of terrorism due to the occurrence of instability for a state witRéMersus a
state without MARSs. | turn now to the results for the theoretical variabigevest; all
model results are shown in table 8.

Theoretical variable of interest

In Sample 3, state instability is still an important predictor of terrofisstability
is accompanied by a positive and statistically significant increasganisen levels. The
occurrence of instability in a state is associated with a 2.71 times latgef tarrorism
incidents. | turn now to the predicted counts of incidents for Model 3.

Again, | present the predicted counts of terrorism incidents broken down by
governance type and instability in a contiguous state with the continuous variables held a
their medians. However, since some of the ethnic minority group characsepi®ved
quite important, | added these significant factors into the calculation ggatiedr than
simply holding them at their medians, and | obtained the highest and lowest predicte

counts of incidents. The highest predicted count of incidents is for a fully democrat
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state that is contiguous to an unstable state in which an ethnic minority grous tihere i
victim of the highest level of political discrimination and is not subject to economic
discrimination; terrorism is predicted to increase by 2.46 incidents in such ablanst
period (p<.01). The lowest predicted count of incidents is for a fully autocragcistedt

IS not contiguous to an unstable state and subjects an ethnic minority group within its
boundaries only to economic discrimination (social exclusion from the economic sphere)
In this scenario, terrorism levels are predicted to increase by .22 additiciainits

during instability (p<.01). Instability remains a robust and statisfisainificantly

positive predictor of terrorism events even in this third sample of countries aisdyyda

the largest set of control variables.

In the end, the most important result through all of the changes in models and
samples, is that instability, the main theoretical variable of infeestins positive and
statistically significant. This means that the instability effecfuite robust. | turn now to
the presentation of the results of the control variables for Models 1, 2 and 3 astivell as
Model 1 replications. These results will allow me to comment on the effectsittédm
variable and sample selection biases in my results.

Results for Control Variables and Model 1 Replications

Introduction

In this section, | review two sets of results. First, for each model,dweatie
results for the control variables. Then, | review the results of Model 1 repligsiteg
Samples 2 and 3. Taken together, these two sets of analyses will help talotadégree
to which sample selection bias and omitted variable bias may affect ngrsinesand
theoretical results. | turn now to a presentation of the Model 1 control variables on

Sample 1.
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Model 1, Sample 1: Control Variables
Governance and contiguity control variables

First, governance type does matter. Compared to a transitional government, a
fully autocratic regime is statistically significantly likely toveafewer terrorism
incidents. However, relative to a transitional government, a fully democegiime does
not experience statistically significantly different levels ofdasm though the
relationship is positivé® A state that is contiguous to one that is currently experiencing
instability is statistically significantly likely to experienceora terrorism incidents than
when there are no contiguous unstable nations.
Country demographics

Total population size is a positive and statistically significant predictor of
terrorism incidents. Change in a state’s population is negative butichiliis
insignificant. Note that this variable actually captures deviations finencountry-
specific average changes in population given the fixed effects modelirgpappAn
increase in the population density of the state is a statistically sagificedictor of
terrorism incidents. Increases in the urbanity of the state, which measuresses in the
percentage of citizens living in cities, is statistically siguaifitly concomitant with
increases in terrorism. Total land area is negative but is statisticalsignificant.

Data collection agency

In Model 1, the indicator for the later GTD2 period collected by CETIS (1998-
2005) was positive and statistically non-significant. This means that the 1998+2@05 ti

period was no more likely to report terrorism incidents than the period from 1970-1997.

25. When the model is run with full democracy asréference category and the transitional
democracy category as the included effect, theléraie rate ratio for transitional democracy is 0,91
indicating a small decrease in terrorism incidentss effect is not statistically significant inishmodel.
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The IRR implied a 1.16 factor increase in the rate of terrorism incidentsef@eriod
from 1998-2005. | turn now to the results of the Model 1 replication on Sample 2; the
original Model 1 results and all replication results are shown in table 9.

Model 1 Replication on Sample 2

The purpose of reviewing the results of the Model 1 replication on Sample 2 (116
countries from 1981 to 2005) is to gain an understanding of the role of sample selection
bias based on the degree of difference between the results from Sample 1 to Sdmple 2. |
the results are basically the same from Sample 1 to Sample 2, | feehalifeg
statistical inferences about the effects of the variables. | turn now ®réwasts.

Theoretical variable of interest

Most importantly, the theoretical variable of interest, the dichotomous indicator of
instability, is positive and statistically significant. This is also sinailar magnitude as it
is in Model 1. Political instability remains a robust predictor of terromseigdents, even
on a smaller sample of countries and year. | turn now to the results for the control
variables.

Control variables

When Model 1 is replicated using Sample 2, there is some similarity. Full
autocracy, relative to a transitional government, remains negative andcstifyfisti
significant. Instability in a contiguous state remains a statistisajhificant predictor of
more terrorist incidents in Sample 2. In addition, total population remains pasitive
statistically significant while total land area remains negative atidtatally
insignificant. Urbanity is a positive and statistically significargdictor of terrorism

incidents in Sample 1 as in Sample 2.
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Table 9. Model 1: Replication on all three samples

Sample 1: 147 states

Sample 2: 116 states

Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Hypothesis 1
Instability 0.943*** 0.058 2.566 1.019*** 0.077 2.770 0.99C *** 0.118 2.691
Model 1: Governance, contiguity and country derapbics
Governance & contiguity
Full autocracy -0.663*** 0.067 0.515 -0.69C*** 0.091 0.502 -0.904*** 0.153 0.405
Full democracy 0.086 -0.064 1.090 0.175* 0.077 1.191 0.12€ 0.114 1.135
Contiguous 0.206*** 0.052  1.229 0.168* 0.068 1.184 -0.008 0.098 0.992
State instability
Country demographics
Total population 0.000** 0.000 1.000 0.00C *** 0.000 1.000 0.00C *** 0.000 1.000
Population change -0.018 0.019 0.982 -0.114*** 0.029 0.892 -0.043 0.037 0.958
Population density 0.001* 0.000 1.001 0.00C 0.000 1.000 0.00C 0.000 1.000
Urbanity 0.023*** 0.002 1.023 0.016*** 0.002 1.017 0.008** 0.003 1.009
Land area -0.009 0.018 0.991 -0.00% 0.023 0.995 0.025 0.028 1.025
Data collection indicator
GTD2 period 0.145 0.224  1.156 -1.065*** 0.185 0.345 -1.325*** 0.192 0.266
Constant -2.949 ** 0213 -1.22C*** 0.193 -0.468*** 0.253
***=p<.000
**=p<.01

*=p<.05




There are four main changes in Model 1 results between Samples 1 and 2. In
Sample 2, being a full democracy relative to a transitional government taas at
statistical significance, and it is positi¢&This governance paradox has been discussed
extensively in the academic literature (see Eyerman, 1998; Li, 2005). Thedsasis
that although democracies provide more outlets for legitimate politiceitpcthey also
provide more opportunities to succeed at a terrorist incident for those who wish to do
violent political action. This is because of government restraints on the arfrerg of
civil liberties in a full democracy, thereby increasing the levels adriem in full
autocracies relative to transitional governments and full autocraciesg€hma
population stayed negative but attained statistical significance. Populiinsity stayed
positive but lost its statistical significance. Further, the indicatahfodata collection
agency is negative and statistically significant, which demonstratesithat gountry,
less terrorism is predicted in the 1998-2005 period. There is a 0.34 factor dattbase
rate of terrorism during this time period. It is possible that this declinetlg dae to a
real trend down in terrorism incidents as well as a data artifact. thasges
demonstrate the potential of sample selection bias in the smaller Samglve telthe
larger Sample 1 when the same Model 1 is run on both samples.

Although there are important similarities here, there are also difeesembe
differences are clearly substantial enough so that it would be unwise to tneg®- a

sample statistical inferences. In the end, though, what is most importaeit msyt main

26. When the Model 1 replication for Sample 2 is with full democracy as the reference
category and transitional government included értfodel, the incidence rate ratio indicates a naider
magnitude effect. The terrorism rate decreasesfagtar of 0.839 in a transitional government rigkato
full democracy. This effect is statistically signdnt (p<.05). A full autocracy experiences a 0.f&ttor
decrease in the terrorism rate relative to a ttimsil government (p<.000).
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variable of interest, instability, remains positive and statisticallyifssgnt in the face of
sample changes, year fixed effects and an indicator for the GTD2 pergocotiattion
agency. | feel confident that the instability effect is not due to the chosenesampl
However, the effects of the control variables in any of the samples ought taveel vie
with caution since they may be due to sample selection effects. | turn now to the2Mode
results.
Model 2, Sample 2: Control Variables
Population age structure control variables

Both of the population age structure variables are statistically signifithese
variables refer to the percentage of the population of the state within a certaamgge
The reference category is the percentage of the population greategéh@b &
decrease in the percentage of the population from age 0 to 14 and a decrease in the
percentage of the population from age 15 to 64 are both associated with statistically
significant increases in terrorism incidents relative to the percentde pbpulation
greater than 65. This finding requires some unpacking; a declining youthful and middle-
aged population relative to the older population is associated with more terrorism
incidents. | turn now to the results of the social and economic development variables
Social and economic development control variables

Having more telephone lines per 100 people predicts less terrorism, but it is not a
statistically significant effect. Although telephone lines are a basjc indicator of
social development, this model cannot provide support for the idea that less terrorism
may occur in more socially developed societies. The economic development control

variables are presented next.
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The first economic control variable, GDP per capita, is intended to capture the
current size of the state’s economy; it exerts a negative influence onstartevels, but
this effect is not statistically significafitin contrast, the change in GDP per capita is
negative and statistically significant. Recall that this variableaigtmeasures
deviations from the within-country average change in GDP per capita. This effec
suggests that a declining economy occurs alongside increases inrtemardents. The
food production index is an attempt to capture whether the economy is more
agriculturally based, and it demonstrates a negative but statisnoaHgignificant
relationship with terrorism incidents. Further, a higher volume of carbon dioxide
emissions, representing a more industrialized or an industrializing econamidesi
with statistically significantly more terrorism incidents. Ovkrihlese results demonstrate
that the economic domain may be important. | turn now to the governance and contiguity
control variables.

Governance and contiguity control variables

A fully autocratic state is expected to experience statisticalhyfgigntly less
terrorism relative to a transitional government. However, a fully dermostate is not
expected to experience higher terrorism levels relative to a transigiovednment
although the effect is not statistically significant at the traditidd&level (p<.10).
Instability in a contiguous state remains a positive and statisticaflifisant predictor of

terrorism incidents. | turn now to the results for country demographics.

27. GDP per capita does not achieve statisticaifsignce despite extensive sensitivity analyses
including sequentially excluding the three othesreamic measures. In this context, GDP per capiés do
not appear to be significantly related to terroristowever, across sensitivity analyses, both carbon
dioxide emissions and change in GDP both signiflggredicted terrorism.
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Country Demographics

There are some important similarities in the effects of the country deptogs
as compared to their effects in Sample 1. Total population size remained positive and
statistically significant as did urbanity. Change in population size remainetiveegyad
statistically insignificant. However, there were also important iffees between
Models 1 and 2 for these control variables. The data collection indicator was negdtive
statistically significant in this sample, indicating a 0.36 factor @deserén the terrorism
rate for the 1998-2005 period. Population density switched signs, from positive to
negative and lost its statistical significance. Total land area swigibas, from positive
to negative and just barely attained statistical significance (p<.@6h how to my
conclusions for Model 2.

Conclusions

Model 2 featured an additional batch of control variables that tested new domains,
such as the age effect at the state level and the effects of social and economic
development. In Model 2, many of these control variables were statissaatificant.

The statistical significance of this new batch of control variables steghist there is
omitted variable bias in Model 1 as well as many of the models in the litedatebot
not include them. Despite the effects of omitted variable bias on Model 1, Model 2
continued to support the instability effect for Hypothesis 1 and shows that tlisigffe
not sensitive to the increase in the number of control variables and the reduction in
sample size. | turn now to the results of the Model 1 replication on Sample 3.
Model 1 Replication on Sample 3

The purpose of reviewing the results of Model 1 on Sample 3, that is the sample
of 82 nations with coverage on the ethnic minority group distribution variables from the
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MAR dataset from 1990 to 2005, is to assess the degree to which there may be sample
selection issues at work. If there are substantial similarities inddelmesults across
samples, then it is safe to conclude that these are fairly robust effeetisearat the

result of the sample | have chosen. If there are substantial diffeye¢hen, it is not safe

to conclude that the effects are robust and the effects may in fact be due to &me chos
sample. | turn now to these results.

Theoretical variable of interest

As in all previous models, the effect of instability is positive and signifi¢ant.
this reduced sample of countries and years, instability accompanies asénicréhe
levels of terrorism in that year. The robustness of this finding across thesndel
reassuring and demonstrates that the effect cannot simply be writtenafifites
selection. The main theoretical variable of interest in this study, insgab@mains
robust no matter the chosen sample. | turn now to the results for the control variables.

Governance and contiguity control variables

The effects of the governance and state-level demographic control @arzaél
not uniformly as robust as the instability effect. Full autocracy rel&tigetransitional
government does retain a negative, statistically significant effect, ardefalbcracy
relative to a transitional government remains positive and statisticatiyifisant. Yet,
instability in a contiguous nation changes signs to negative and loses sticalati
significance.

Country demographics

Total population size remains positive and statistically significant and civange
population remains negative and statistically insignificant. In addition, urb@nitgtins
positive and statistically significant. Several of the other countryodesphics change
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effects. Population density remains positive but loses its statisgo#icance. Total
land area switches signs from negative to positive but continues to be statiatcall
significant.
Data collection agency

The indicator for the collection agency is negative and statisticafyfisant.
This shows that for this sample, statistically significantly lesstism was reported for
the 1998-2005 period. For the period 1998-2005, the terrorism rate decreases by a factor
of 0.27.

The Model 1 replication on Sample 3 demonstrates that for the control variables
there may be serious sample selection issues at work. From the comparises of t
samples conducted earlier, | know that Sample 3 is composed of the most populous,
largest land area, most urban and most densely populated observations of the three
samples. This likely plays a role in explaining the differences betweelelM. run on
Sample 1 and replicated on Sample 3. It is heartening that in the face of tleesalpot
sample selection issues, the main theoretical variable of interest rexnaimsst
predictor of terrorism. | turn now to the results of control variables for thdifudlel 3.

Model 3, Sample 3: Control Variables
Ethnic minority group characteristics

There are three domains of MAR control variables. The first is the degree to
which the group suffers political, economic and religious discrimination. The set
discrimination variables is measured as a series of dichotomous variablaghrtive
reference category is always no discrimination regardless of the typ=llQOWe

discrimination domain shows that discrimination matters in some interestysy wa
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First, political discrimination of all types against an ethnic minority &t ris
relative to no discrimination, coincides with more terrorism incidents. Ttaste$
statistically significant at the higher levels of political discrinim@ which are social
exclusion from the political sphere and formal exclusion from the political sghere
contrast, economic discrimination exerts a negative influence on terrorigtantssiall
of which are statistically significant. Finally, both some restitiand sharp restrictions
on a group’s practice of its religion are statistically significardlsgted to terrorism, and
these effects are positive. Overall, there are important discriminateansefand their
results are opposite. When a state denies an ethnic minority group access titicae pol
sphere or restricts a group’s practice of their religion, there is sexlg#sk of terrorism
while economic discrimination is associated with a decrease in terrof@se Tivergent
effects are interesting. | turn now to the second domain of ethnic minority grotrplco
variables, political protest activity.

The political protest set of binary variables measure the effects afitigarfut
of political protest, from only verbal protest to physical gatherings of pewitth more
than 100,000 participants. The reference category again is no protest actibiyt thke
verbal protest category have positive effects on terrorism, but only symbolistpsote
able to achieve statistical significance. Symbolic protest acthke sit-ins are
statistically significantly associated with higher levels of tésmrincidents relative to no
protest. Vocal protest like letter writing and small, medium or large gisoé&e not
statistically significantly associated with changes in temaristurn now to the effects of
the final domain of ethnic minority group characteristics, concentration oftthe e

minority group in geographic space.
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The final ethnic minority group characteristic measures how the ethnicityinor
group lives within the state. For example, the reference category isstlispeneaning
that the ethnic group resides all over the state. The categories includedhiodisleall
show a negative relationship with terrorism. However, only concentration, timt is a
ethnic minority group which lives concentrated in one region, evidences acsthyis
significant relationship with terrorism; this effect is negative, netatio a dispersed
population. | turn now to the population age structure and social and economic
development variables.

Population age structure control variables

The population age structure variables demonstrate some predictive utility in
Model 3. The population demographics, relative to the over-65 age group, remain
negative, but only the youngest age group retains statistical signéieaitite traditional
.05 level (p<.10). Overall, the effects of the population age structure control gariabl
stayed the same in this model but did not both retain statistical signifi¢angenow to
the social and economic development control variables.

Social and economic development control variables

Regarding social development, the amount of telephone lines per 100 people
retains a negative and statistically insignificant relationship witbriem. The economic
control variables demonstrate mixed effects in Model 3. GDP per capites atiatistical
significance, and this effect remains negative while change in GDéhswisigns from
negative to positive and loses its statistical significance. On the other Ihamdtetrnative
economic measures switch statistical significance while retatheir original signs.
Higher food production in a state predicts statistically significantk/ti@sorism. Higher

carbon dioxide emissions continue to be associated with higher terrorism levelss but thi
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effect loses statistical significance. | turn now to the governance anduwgntontrol
variables.

Governance and contiguity control variables

The governance and contiguity control variables experience some sigslantl
some changes from Model 1. Full autocracy remains a negative and stbtistical
significant predictor of terrorism incidents. However, full democracy issdipe and
statistically significant predictor of terrorism for the full Mode®3nstability in a
contiguous state switches signs from positive to negative and losessticatat
significance. | turn now to the results of the country demographics.

Country demographics

The country demographics retain no statistical significance in Model 3. Total
population size remains positive, as do urbanity and population density. Total land area
and change in population size both switch signs and are positive now. As predictors of
terrorism, the country demographics do not fare well in Model 3.

Data collection agency

The indicator that measures the 1998-2005 data collection agency (GTD2) is

negative and statistically significant. The terrorism rate deeegehy a factor of 0.33

28. Interestingly, full democracy does not attdatistical significance in the Model 1 replication
on Sample 3 but does so in the full Model 3. Theselts seem to be due to a combination of
multicollinearity with total population, populatiatensity, change in population and urbanity inNteael
1 replication and a suppression effect in SamgleBrequires the inclusion of infringement of MAR’s
practice of their religion and the political disorhation variables in the full Model 3 for the \atle to
attain statistical significance. | determined tiiough extensive sensitivity analyses. The lack of
robustness of the full democracy effect to chanmgasmples and the inclusion and exclusion of skts
variables demonstrates that the results for thesatonalization of full democracy suffer from batample
selection and omitted variables bias. Thus, thairigs for full democracy ought to be viewed with
skepticism.
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during the GTD2 time perio.| turn now to a discussion of the changes in effects for
the Model 3 control variables.

Omitted variable bias, multicollinearity and sample selection bias

There are some distinct differences in the results, both in direction and
significance when | replicated the Model 1 analysis using Samples 2 and Jld@ex
the differences, particularly those found in the Sample 3 replication, | conducted
extensive sensitivity analyses, including sequentially excluding vasiaparticularly
highly intercorrelated variables, and replicating Model 2 on Sample 3. Aftersexte
analyses and model comparisons, | conclude that these differences are due to a
combination of omitted variable bias in the earlier models and sample seleasan bi
the case of the Sample 3 analyses.

Although there is a non-trivial amount of intercorrelation and potential
multicollinearity between many of my control variables, such as land adecaabon
dioxide emissions, through the sensitivity analyses, | have determinetishatlikely
that these correlations are ey cause of the changes. In fact, despite sequentially
excluding the highly correlated variables and then, excluding whole sets of control
variables, including all of the ethnic minority group control variables (&afigmunning
Model 2 on Sample 3), | have been unable to replicate Model 1 results using Sample 3.
This leads me to believe that the differential behavior of these varialpi@glisdue to

the differences between samples. Recall that Sample 3 contains only 43%ezrthe

29. Although the time fixed effects are necessanilgrelated with the data collection agency
indicator (which is 1 during the period between 82905), the correlations never rise above 0.34tieg
or positive). This demonstrates a moderate coioelaHowever, it is necessary to include the timed
effects due to the vast amount of changes that besarred over the time series that must be cdattoln
addition, it is also necessary to include the iatlic for the data collection agency since theresvmem-
trivial differences between the GTD1 and GTD2 adllen efforts. To obtain the best model, | inclumteh
and conclude that this is an acceptable amounbroélation.
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and 46% of the countries in Sample 1 and that of these, Sample 3 contains the most
populous, most democratic, largest land area, most urban and most densely populated
observations. In addition to the potential of sample selection bias, omitted vaigahle
may also be responsible for the changes from the earlier models to Model 3arEhere
many significant results in Model 3 which are of high magnitude. This means that the
results of the earlier models must have suffered from omitted variablerzadisese
models did not include those variables. It is clear that it was both useful and inferma
to utilize the multi-stage analysis technique in order to find a balancedretwatted
variable bias and sample selection bias.

In the end, the most important result through all of the changes in models and
samples, is that instability, the main theoretical variable of inteesatins positive and
statistically significant. This means that the instability effecjuite robust and is
unchanged by the omitted variable bias and sample selection bias that has idfthbence
results for many of the other variables. | turn now to the chapter conclusions.

Conclusions

In this chapter, | have presented many results. First, | presented ¢hiptdes
statistics for terrorism and instability for each sample. | alsgened the samples on
their distributions and summary statistics for terrorism and instabittympared the
samples using the common control variables across the samples, the country
demographics, governance and contiguity characteristics. Second, | prabentesults
of the first hypothesis for all three models. Across all of these models, etvethevi
additional control variables, instability continued to be a positive and statistical
significant predictor of terrorism incidents. Third, | presented the sefrleach

sample’s control variables. | also reviewed the results of the Model 1 replioat
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Samples 2 and 3. This enabled me to begin to understand the role that omitted variables
and sample selection biases may have played in the results. These resutshauved
to support an instability effect for Hypothesis 1. | turn now to the next chapterch whi
present the results for Hypotheses 2-4.
Results for Hypotheses 2, 3, and 4
In this chapter, | present the results first for Hypothesis 2 for eachesampl
Hypothesis 2 suggests that the effects of instability should vary byl tglse. present the
results for the third set of hypotheses for each sample. These hypotheseswekptber
complex singular instability episodes and same-year complex instapibtydes have
differing effects on terrorism levels compared to non-complex singulabitist. | turn
next to the results for the fourth set of hypotheses. These hypotheses sugdest that t
temporal density of multiple instabilities ought to have differing effentterrorism. For
Hypotheses 3 and 4, there is also the question of the effects of stability on terrorism.
Finally, I conclude the final chapter of model results. | turn now to the sesult
Hypothesis 2.
Results for Hypothesis 2
In the following section, | review the results of the rest of the second set of
hypotheses for all three samples. The second hypothesis proffers thag¢the aff
instability on terrorism ought to vary by instability type. | also hypo#leeiat increases
in the adverse regime change instability type ought to be associated aitinsneases
in terrorism incidents while increases in the ethnic and revolutionary wardlgpakl be
associated with large increases in terrorism incidents. | turn now to this iestile

second hypothesis for Model 1, which are contained in table 10.
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Model 1: Hypothesis 2, Hypothesis 2a, and Hypothesis 2b
Theoretical variables of interest

In order to assess the effects of the different kinds of instability on semadruse
stability as the reference category in this analysis. These raseigfiown in table 10.
First, all four instability types statistically significantly predincreased levels of
terrorism relative to stability in Sample 1. In terms of magnitude, | turn tm¢idence
rate ratios and present those results from highest magnitude to lowest. iReaojutar
results in a 5.73 times greater rate of terrorism incidents, the laategterease in of
any of the types, relative to stability. The occurrence of ethnicsamedompanied by a
2.68 times greater rate of terrorism incidents relative to stability. \&theerse regime
change instability occurs, a 2.37 times increased rate of terrorismntsreéative to
stability. When a complex instability is ongoing, that is when more than one gpte t
occurred within the same year or within five years of the last, thereia &7 times
greater rate of terrorism relative to stability. Again, all of théfeets are statistically
significant.

In addition, | conducted Wald tests for the differences between coeffiaients
order to assess whether they were statistically different from oneeanbtound that all
four types were statistically significantly different from one anotimeal( cases,
p<.0000). However, | also conducted equality of regression coefficients tests per
Paternoster et al. (1998) who provide a corrected formula for this test andragiines
is the proper test for assessing the equality of regression coeffitisitig this test, only
the revolutionary war type is statistically distinguishable from the ofpestin terms of
increases in terrorism. Specifically, revolutionary predicts Stalst significantly more

terrorism than the other types, including ethnic war and adverse regime ¢athnge
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Table 10. Results for hypotheses 2, 2a, and 2b for all three models

Sample 1: 147 states

Sample 2: 116 states

Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Hypothesis 2
Complex instability 0.863*** 0.065 2.37C  0.995 *** 0.092 2.704 1.026*** 0.15¢ 2.791
(same-year & complex singular)
Ethnic war 0.986*** 0.167 2.681 0.907 *** 0.19€6 2.47€ 0.785** 0.24¢ 2.193
Adverse regime change 0.864*** 0.227 2.373 0.604 0.326 1.829 0.431 0.592 1.539
Revolutionary war 1.746%* 0.170 5,733  1.781 *** 0.192 5.938 1.648** 0.385 5.194
Model 1: Governance, contiguity and country derapbics
Governance & contiguity
Full autocracy -0.678*** 0.067 0.507 -0.700*** 0.092 0.497 -0.826*** 0.17C 0.438
Full democracy 0.074 0.064 1.077 0.138 0.07¢ 1.148 0.255* 0.11€ 1.290
Contiguous state instability 0.217%** 0.053 1.242 0.243* 0.072 1.276 -0.123 0.101 0.884
Country demographics
Total population 0.000** 0.000 1.00C 0.000* 0.00C 1.00C 0.00C 0.00C 1.000
Population change -0.021 0.019 0.97¢ -0.069* 0.034 0.933 0.051 0.043 1.052
Population density 0.001* 0.000 1.001 0.00C 0.00C 1.00C 0.00C 0.00C 1.000
Urbanity 0.023*** 0.002 1.023  0.015*+* 0.003 1.01t 0.007 0.004 1.007
Land area -0.009 0.019 0.991 -0.048 0.026 0.954 0.073 0.043 1.075
Data collection indicator
GTD2 period 0.111 0.224 1118 -1.017*** 0.19¢ 0.362 -1.17 % 0.218 0.329
Constant -2.906*** 0.213 5.067* 2.168 8.834** 3.307



Sample 1: 147 states

Sample 2: 116 states

Sample 3: 82 states

SE IRR B SE IRR B SE IRR
Model 2: Population age structure and social amsh@mic development.
Population age structure
% Population aged 0-14 -0.058** 0.02C 0.944 -0.091* 0.031 0.913
% Population aged 15-65 -0.070** 0.026 0.932 -0.082* 0.04C 0.921
Social and economic developme
Telephone lines -0.003 0.006 0.997 -0.003 0.008 0.997
GDP per capita -0.013 0.11C 0.987 -0.34C* 0.155 0.712
Change in GDP per capita -0.010 0.005 0.991 0.007 0.007 1.007
Food production index -0.001 0.002 0.999 -0.012%** 0.003 0.988
CO2 emissions 0.003** 0.001 1.0083 0.002 0.001 1.002
Model 3: Ethnic minority group characteristics
Religious restrictions
Informal -0.24C 0.12¢ 0.787
Some 0.358* 0.14¢ 1.433
Sharp 0.758** 0.28¢ 2.134
Political discrimination
Neglect with help 0.169 0.271 1.184
Neglect 0.169 0.273 1.184
Social exclusion 0.698** 0.261 2.012
Formal exclusion 0.788** 0.265 2.199
Economic discrimination
Neglect with help -0.533* 0.234 0.587
Neglect -0.542* 0.21¢ 0.582



Sample 1: 147 states Sample 2: 116 states Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Social exclusion -0.612** 0.203 0.542
Formal exclusion -0.498* 0.221 0.608
Protest
Verbal -0.241 0.123 0.786
Symbolic 0.167 0.097 1.182
Small 0.077 0.092 1.080
Medium 0.08¢9 0.131 1.093
Large 0.097 0.228 1.102
Group spatial distribution
Urban -0.048 0.168 0.953
Regional -0.14¢9 0.185 0.861
Concentrated -0.501** 0.152 0.606
***=p<,000
**=p<.01

*=p<.05




p<.01). However, the other types are not statistically distinguishable fromnoti@er in
their effects on terrorism incidents. This evidence generally supportsdbieds
hypothesis and the sub-hypotheses, although it does not demonstrate that ajipafsthe t
are different from one another. Instability is important overall, but thedypestability
that occurs seems to matter, particularly with reference to revolutionary wa
Revolutionary war seems to be a singularly dangerous form of instability wpbateto
terrorism incidents. | turn to the final piece of evidence, the presentatibe ch@nges in
the predicted counts of incidents.

As before, | present the predicted counts of incidents from Model 1 broken down
by governance type and contiguity of an unstable nation with all continuous country
demographics held at their medians. | also present the predicted countsloitinstae
from highest to lowest. When revolutionary war occurs in a fully democratioeeg
which is contiguous to an unstable state and with all other control variables held at the
medians, terrorism is predicted to increase by an additional 0.36 incidenteertdati
stability (p<.000). For ethnic war, the increase is predicted to consig®hibre
incidents relative to stability (p<.000). The smallest predicted incge@agerrorism
incidents were for adverse regime change and for complex instabilitypbatich are
predicted to be associated with 0.18 additional incidents relative to stabdifAjp

On the other end of the spectrum, for full autocracies that are not contiguous to an
unstable state, the inference remains the same but the magnitude differsti&euyl
war instability is predicted to have the largest increase in terrorism msiger year, but
the magnitude is only 0.13 more incidents relative to stability (p<.000). Ethnio\aa

state follows with a predicted count of 0.08 more incidents relative to stability (p<.000
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which is followed by the incidence of complex instability in a country and the recas
of 0.07 more incidents relative to stability (p<.000). When a state experienceseadve
regime change, the model predicts an increase of 0.07 more incidents relatditg st
(p<.000).
Conclusions

The second hypothesis and the two sub-hypotheses are somewhat supported. Both
the incidence rate ratios and the predicted counts of terrorism incidents detecststne
clear differences between the types of instability and their effectsronge levels,
relative to stability. Further, the Wald tests demonstrate that théseedifes are
statistically significant and the Paternoster et al. (1998) test demaeasthat
revolutionary war is statistically significantly associated witherterrorism than any of
the other types. Ultimately, all of the instability types are astatiaith statistically
significant increases in terrorism levels. The occurrence of adeggisea change
instability is associated with small increases in the amount of prddest@rism
incidents, though these are of similar magnitude as those experienced forxcomple
instability, while the happenings of revolutionary war and ethnic war arestemity
predicted to be associated with the large increases in terrorism incideaity,Ghe type
of instability does matter relative to stability. | turn now to the resiitse second
hypothesis for Model 2, which contains more rigorous control variables such as the
population age structure and the social and economic development variables.
Model 2: Hypothesis 2, Hypothesis 2a, and Hypothesis 2b
Theoretical variables of interest

In Model 2, all four instability types except for adverse regime change are
positive and statistically significant relative to stability. Tisatlree of the four types are
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expected to coincide with an increase in the levels of terrorism within arsfatese to
stability. With regards to magnitude, in this sample, as in Sample 1, the incidence ra
ratios show that revolutionary war is associated with the largest inénei@seorism
relative to stability followed by complex instability. Ethnic war has kel thighest
magnitude. This partially contradicts Hypothesis 2b, which suggested that both
revolutionary war and ethnic war instabilities ought to exert the most influence on
terrorism. Adverse regime change has the smallest magnitude and doesimot att
statistical significance at the traditional .05 level (p<.10). However, itldl@unoted
that adverse regime change is particularly rare in this sample, witi ®@ountry-years
of occurrence. This suggests that the lack of statistical significancéviersa regime
change may at least be partially due to its rarity.

Specifically, when revolutionary war occurs in a nation, it is accompaniad by
5.94 times increase in the terrorism rate. Complex instability within afetktes with
an increase of 2.70 times the terrorism rate relative to stability. Foctherence of
ethnic war in a state, the rate of terrorism also increases by 2.47 tlate® o stability.
This partially contradicts Hypothesis 2b, which suggested that both revolutionaayeva
ethnic war instabilities ought to exert the most influence on terrorism. ittad|
occurrence of adverse regime change demonstrates the smallestanarthe terrorism
rate at 1.83 times relative to stability; in addition, this rate increase isatistisally
significant. Further, utilizing the Wald test for the differences betwvtbe coefficients
shows that all of the types are statistically significantly diffefeom one another (all

p<.0000). These results demonstrate that Hypothesis 2 and its sub-hypothesessire at |
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partially supported even though adverse regime change did not attain statistical
significance.

| also conducted tests to assess the statistical significance of tbgsieg
coefficients against one another using the formula offered by Paternositg(1898).

The Paternoster et al. formula for equality of regression coefficientsndgraies that the
only statistically significant differences between regression cosffis are between
revolutionary war and all the other types. According to this test, revolutionary war
predicts significantly more terrorism than any other type including @thar (all p<.01).

The other coefficients are not statistically distinguishable from one anéthreexample,

the ethnic war type is not statistically distinguishable from the advegsae change

type in terms of terrorism. Overall, the significance of the revolutionantypes

provides some support for the sub-hypotheses. | turn now to the prediction of counts of
terrorism incidents to further assess the sub-hypotheses.

The sub-hypotheses proffer that the occurrence of adverse regime chang
instability ought to be associated with the smallest increase in incideiiés w
revolutionary war and ethnic war ought to be associated with the largest inelesise
to stability. As before, | assess the predicted counts at the largest @tessaohanges.

For a full democracy that is contiguous to another unstable state and with all continuous
control variables held at their medians, the occurrence of revolutionary wadist¢ule

to increase the count of terrorism incidents in a state by 1.24 additional incidaine re

to stability (p<.000). Complex instability within a country is predicted to asze

terrorism by 0.69 more incidents than stability (p<.000). Ethnic war in a nation follows

with 0.63 additional incidents (p<.000). Adverse regime change is predicted to have the
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fewest additional incidents, 0.42 additional incidents relative to stability, waich i
unsurprising since the effect is not statistically significant (p<.10). Tdher oemains the
same for full autocracies without an unstable contiguous state. Revolutiorrasy wa
predicted at 0.42 additional incidents relative to stability (p<.000) followed bpleam
instability with 0.23 additional incidents (p<.000). Ethnic war within a state is peedic
at 0.21 more incidents than stability (p<.000) while adverse regime changdiciqu¢o
be accompanied by an increase of 0.14 incidents relative to stability (p<.10).

Conclusions

Hypothesis 2 and the sub-hypotheses are partially supported in Model 2, which
adds the population age structure and social and economic development control variables.
The instability effect is shown to be robust in this model. Instability type miaéer in
terms of the size of the effects. The war types, revolutionary war and etmiare/
associated with increases in terrorism relative to stability. Howewér revolutionary
war predicts statistically significantly more terrorism than tieiotypes. In addition,
when adverse regime change occurs, there is a statistically ingighificrease in
terrorism. This does not support Hypothesis 2a. There is some evidence thaitythis m
due to the rarity of adverse regime change in Sample 2. Hypothesis 2 and the sub-
hypotheses are partially supported. | turn now to the results of Hypothesis 2 for3viodel
which contains the largest suite of control variables in the analyses.

Model 3: Hypothesis 2, Hypothesis 2a, and Hypothesis 2b
Theoretical variables of interest

| examine the results of Model 3 for hypotheses 2, 2a and 2b. As it was in Model
2, the effect of an adverse regime change on terrorism is statysinchditinguishable
from the effects of stability on terrorism though it remains positive. Otkepthe rest of
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the instability types all show positive and statistically significafeot$ on terrorism
incidents. With regards to magnitude, when revolutionary war instabilityrgdtere is a
5.19 times greater rate of terrorism incidents relative to stabiliy.oEcurrence of
ethnic war sees a 2.19 times greater rate of terrorism incidents retestadility.
However, the magnitude of the ethnic war effect is surpassed by the magnitude of the
onset of complex instability, which demonstrates a slightly larger inceg¢as2.79 times
greater terrorism rate relative to stability. As in Model 2, this pbriaintradicts
Hypothesis 2b, which suggested that both revolutionary war and ethnic war instabiliti
ought to exert the most influence on terrorism. Using the Wald test again, | firadl thia
the types of instability have statistically significantly differeagfficients from one
another (all p<.000). However, the Paternoster et al. (1998) equality of regress
coefficients do not demonstrate any statistically significant diffe®between the types
for this sample. | turn now to the presentation of the predicted counts of terrorism
incidents by type for Model 3.

| present the highest and lowest predicted counts of terrorism incidents by
instability type from Model 3. The highest predicted counts corresponds to a full
democracy contiguous to an unstable nation in which the ethnic minority group at risk
there suffers the highest level of political discrimination but no economicrdisation
with all other variables held at their medians. Under these conditions, once lagain, t
revolutionary war type is predicted to have the largest effect, with a medndrease of
3.85 incidents (p<.01). Complex instability is expected to have an increase of 2.4

incidents relative to stability (p<.01). Ethnic war is expected to involve agaserl.84
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incidents relative to stability (p<.05). Adverse regime change is eeg&ztresult in an
additional 1.00 incidents, but this effect is far from statistically sigmifica

The lowest predicted counts occur in a full autocracy without an unstable
contiguous state in which the ethnic minority group at risk is subject to only eaconomi
discrimination rather than political. The predicted count for revolutionarynggability
is still the highest at 0.36 additional incidents relative to stability (p<.05) p&om
instability follows with an expected increase of 0.23 additional incidents (p<.01)cEthni
war is predicted to occur alongside an additional 0.17 incidents relative tastabil
(p=.05).
Conclusions

Model 3 demonstrates quite similar results as Model 2. All of the instalypiegt
save for adverse regime change resulted in statistically signifindnpositive effects on
terrorism. As in Sample 2, adverse regime change is quite rare in Samwjtle @ly 5
state-years. There are only 18 state-years of revolutionary war and 3diofveah The
rarity of the individual types may help to explain how the Paternoster el al. (1998)
coefficients were unable to detect statistically significant iiffees between the types.

In the model itself, however, the effects of all but adverse regime cheage a
positive and statistically significant. Further, if | rely on the inoerate ratios, | can
conclude that Hypothesis 2b is partially supported in that revolutionary war has the
largest magnitude effect on terrorism incidents. Perhaps because ¢hentyes state-
years of adverse regime change in Sample 3, it is statistically indistadple from
stability in its effects on terrorism. Although Model 3 clearly suffexsabese certain of
the instability types are very rare, it is reasonable to conclude thatcthedsset of

hypotheses are partially supported.
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Conclusions

The results for the second set of hypotheses demonstrate that they dig partia
supported. These hypotheses were examined in all three models, meaningrthey w
tested with a large set of control variables. They were also tested @asiag sample
sizes. Overall, instability types do differ to varying degrees with dsgarterrorism
levels. Generally speaking, when revolutionary or ethnic war occurs, bottoluvaic
instability types, there will be more terrorism incidents; this effestatistically
significant for revolutionary war in 2 of the 3 models. When a high-control and ggneral
short-term instability like adverse regime change occurs, the seg@aterrorism
incidents will generally be smaller or statistically insignificaritirn now to the results
for the third set of hypotheses.

Results for Hypothesis 3

| assess the results of Hypothesis 3 and its sub-hypotheses for all modelsrand the
associated samples below. The third hypothesis proffers that increagesrisnewill
be more likely to occur when a state experiences increases in compjgaisinstability
as opposed to non-complex singular instability. Complex singular instabigtg rte the
occurrence of two or more instability episodes within five years of one another but not
within the same year. For example, a revolutionary war followed by an adegise
change two years later would constitute two complex singular instabitibegplex-
revolutionary war and complex-adverse regime change. A nhon-complex singular
instability is the occurrence of ethnic war, or any other type, without &ey fatrm of
instability occurring in that five-year period. The first purpose of this ngsis is to
delve into whether there are qualitative differences in the level of tenrexperienced

by just one instability event within five years relative to more than orexiMedl this
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expectation from breakdown theory, because one instability episode should bde$socia
with a non-zero level of terrorism, but two in a short period of time should be associated
with even higher levels of terrorism. The sub-hypotheses build on these idsis. Fir
increases in same-year complex instability should be associated wéferorism than

just one instability in a five-year period. Second, increases in stability shouleblolg ¢
associated with less terrorism because breakdown has not occurred ie atatabl turn
now to the results for Hypothesis 3 in Model 1.

Model 1: Hypothesis 3, Hypothesis 3a and Hypothesis 3b

In order to test Hypothesis 3, | have run my models changing the reference
category from stability to non-complex singular instability so asstovibether complex
singular instability and non-complex singular instability are sigmtigadifferent from
one another. | also do this to test whether same-year complex instabilitstatestecally
significantly different from non-complex singular instability. Figal also examine
whether stability is significantly different from non-complex singulataibgity as it
ought to be if breakdown theory is to be believed. The results for the third set of
hypotheses are shown in table 11, along with the results for the fourth set of hygothese

Theoretical variables of interest

For Model 1, | find that complex singular instability predicts significalethg
terrorism than non-complex singular instability. When a complex singulabihist
occurs, there is also a 0.68 factor decrease in the rate of terroriswrertladinon-
complex singular instability. As before, I present the predicted countsafisen broken
down by governance type and contiguity of an unstable nation. For a full degnti@atc
is contiguous to an unstable nation and all other values held at their medians, complex

singular instability is predicted to be associated with 0.26 fewer incideatvedio a
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Table 11. Results for hypotheses 3 and 4 for all samples

Sample 1: 147 states

Sample 2: 116 states

Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Hypothesis 3: Complex singular instability v. Nomreplex singular instability

Complex singular instability -0.390** 0.124 0.677 -0.283 0.157 0.753  0.052 0.242  1.054
Hypothesis 3a: Same-year complex instability v. domplex singular instability

Same-year complex instability -0.254 0.130 0.775  0.039 0.166 1.040  0.293 0261  1.341
Hypothesis 3b: Stability v. Non-complex sinqulastability

Stability -1.206%* 0.107 0.299  -1.181%* 0.130 0.307 -0.935% 0.197  0.393
Hypothesis 4: Same-year complex instability v. Cmpingular instability

Same-year complex instability 0.136 0.089 0.775  0.322% 0.112 1.380 0.241 0152  1.273
Hypothesis 4a: Stability v. Complex singular indiab

Stability 0.816**  0.074 0.299  -0.898* 0.100 0.407 -0.987* 0.164  0.373
Model 1: Governance, contiguity and country derapbics

Governance & contiguity

Full autocracy -0.659%* 0.067 0517  -0.68C** 0.092 0507 -0.821%* 0.168  0.440
Full democracy 0.103 0.064 1108  0.19¢* 0.081 1220 0.304* 0114  1.355
Contiguous state instability 0.212%** 0.053 1.236  0.234** 0.071 1.264 -0.148 0.09¢  0.863
Country demographics

Total population 0.000** 0.000  1.00C 0.00C* 0.000 1.000 0.00C 0.00C 1.000
Population change -0.015 0.020 0.985 -0.062 0.035 0.940C 0.051 0.044 1.052



Sample 1: 147 states

Sample 2; 116 states

Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Population density 0.001* 0.000C 1.001  0.00C 0.00C 1.000  0.00C 0.00C  1.000
Urbanity 0.023%** 0.002 1.023  0.014%* 0.003 1.014 0.008 0.004  1.008
Land area -0.012 0.018 0.988 -0.05C 0.026 0.952 0.075 0.043  1.078
Data collection indicator
GTD2 period 0.158 0224 1.172  -1.028%* 0.200 0.358 -1.116% 0.217  0.328
H3 constant -1.764 **  0.230 5.452* 2.172 9.312** 3.305
H4 constant -2.154 **  (0.218 5.169* 2.179 9.364** 3.330
Model 2: population age structure and social amhemic development
Population age structure
% population aged 0-14 -0.052* 0.020 0.950 -0.088* 0.031  0.916
% population aged 15-65 -0.061* 0.026 0.941 -0.077 0.040  0.925
Social and economic developmen
Telephone lines -0.002 0.006 0.998 -0.004 0.008  0.996
GDP per capita -0.01€ 0.110 0.984 -0.336* 0.155 0.715
Change in gdp per capita -0.01C* 0.005 0.990 0.01C 0.007  1.010
Food production index -0.001 0.002 0.999 -0.012%* 0.003  0.988
CO2 emissions 0.003** 0.001 1.003  0.002 0.001  1.002
Model 3: Ethnic minority group characteristics
Religious restrictions
Informal -0.243 0.128  0.785
Some 0.35C* 0.148  1.419
Sharp 0.756* 0.292 2.130



Sample 1: 147 states

Sample 2; 116 states

Sample 3: 82 states

B SE IRR B SE IRR B SE IRR
Political discrimination
Neglect with help 0.171 0.273 1.187
Neglect 0.16C 0.274 1.174
Social exclusion 0.713* 0.261 2.040
Formal exclusion 0.793* 0.265 2.210
Economic discrimination
Neglect with help -0.513* 0.232 0.599
Neglect -0.573* 0.216 0.564
Social exclusion -0.595** 0.201 0.552
Formal exclusion -0.526* 0.219 0.591
Protest
Verbal -0.237 0.124 0.789
Symbolic 0.195* 0.096 1.215
Small 0.093 0.091 1.097
Medium 0.107 0.133 1.113
Large 0.098 0.226 1.103
Group spatial distribution
Urban -0.049 0.165 0.952
Regional -0.163 0.182 0.850
Concentrated -0.50C** 0.146 0.607
***=p<,000
**=p<.01

*=p<.05




non-complex singular instability (p<.05). For a full autocracy that is not eanigyto an
unstable nation, complex singular instability in a state is predicted to loviestabeis
terrorism by 0.09 fewer incidents relative to a non-complex singular insggpHit05).
These results demonstrate that there is a statistically significkerediée between the
effects of a complex singular instability and a non-complex singular instabilt it is

in the opposite direction than that predicted by Hypothesis 3. That is, multiple
instabilities within a five-year period are individually associated watissically
significantly less terrorism than one instability during a five-yeaogdeWith the first

part of Hypothesis 3 completely unsupported, | turn to the rest of the results from this
model for the sub-hypotheses.

A state which experiences multiple instabilities within a year, sgaecomplex
instabilities, does not experience levels of terrorism that are isttssignificantly
distinguishable from a state which experiences non-complex singular libgtalbiis
contradicts Hypothesis 3a, which stated that same-year complex inswbibiuld be
associated with significantly more terrorism than non-complex singwdtatility. In
addition, the effects are in the opposite direction than that predicted by Hypothesis 3b.
The effect size is relatively small.

Hypothesis 3b is supported, however. Stability is statistically significantl
associated with less terrorism than complex singular instabilityjistablative to non-
complex singular instability is associated with a 0.29 factor decreasermtehaf
terrorism incidents. A stable full democracy that is contiguous to an unstalole featd
all other controls held at their medians) is predicted to have a decrease of 0.2#tsncide

relative to non-complex singular instability (p<.000). A stable full autycditzat is not

172



contiguous to an unstable state (and all other controls held at their mediansgis@gxpe
to have a predicted decrease of 0.09 incidents relative to a non-complex singular
instability (p<.000). I turn now to my conclusions for Hypothesis 3 for Model 1.

Conclusions

Hypothesis 3 is completely unsupported. The results show that the effect is in the
opposite direction than that expected in my extrapolation from breakdown theory.
Further, Hypothesis 3a is unsupported as well; there is no statisticallycsighif
difference between same-year complex instability and non-complex ainmgstiability in
the effects on terrorism. However, Hypothesis 3b is supported; stabiligtigtisally
significantly associated with less terrorism than non-complex singpsibility. Of
three hypotheses, only one is supported in this model.

These results suggest two things. One, when instability occurs one timate, ahgre is
enough breakdown to produce terrorism and potentially, increased terrorism telative
two or more instabilities within a five year period. This means that it is wessarily

the states that are having more problems that experience more terfidresa.results

also imply that the impact of instability does not appear to be additive. Secomd, thes
results suggest that for terrorism to occur, perhaps the state cannot betelynipbken
down, such as when same-year complex instabilities occur. These ideas wildreck
further in the presentation of Hypothesis 4 and the discussion chapter. For now, |
conclude that Hypotheses 3 and 3a are unsupported in Model 1 while Hypothesis 3b is

supported. | turn now to Model 2 for Hypotheses 3, 3a and 3b.
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Model 2: Hypothesis 3, Hypothesis 3a and Hypothesis 3b
Theoretical variables of interest

In this model, complex singular instability demonstrates a negative and
statistically non-significant effect on terrorism relative to non-cempingular
instability (p<.10). That is, when a state experiences instabilityotitairs along with one
or more other instabilities in five years, there also occurs less tarrthra that
experienced during one instability in a five-year period, but this effect statwtically
significant. The confidence interval around the coefficient includes(z&&9-.02). For
Model 2, Hypothesis 3 is still unsupported, as it predicts the opposite direction for the
relationship though this effect is not statistically significant.

As in Model 1, the occurrence of same-year complex instability withinaistat
not statistically distinguishable from non-complex singular instabilitysi effects on
terrorism. Though not statistically significant, same-year compébiliy is predicted to
increase terrorism incidents relative to non-complex singular insyabilNlodel 2. Also,
as in Model 1, stability in a state is associated with statisticaihyfeiantly fewer
terrorism incidents than non-complex singular instability. For stabilire is also a
0.31 factor decrease in the rate of terrorism than that experienced duringmplex
singular instability. For a full democracy that is contiguous to an unstale @aid all
other variables held at their medians, the occurrence of stability in a ngi@disted to
be accompanied by 0.87 fewer incidents relative to non-complex singular ingtabilit
(p<.000). For a full autocracy that is contiguous to only stable nations and all other
continuous control variables held at their median, a stable state is predicted (2&

fewer incidents relative to non-complex singular instability within a $fate)00).
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Conclusions

The findings discussed above demonstrate that Hypotheses 3 and 3a are
completely unsupported while Hypothesis 3b is supported. Regarding Hypothesis 3,
although there is not a statistically significant difference betweerfféetseof complex
singular instability and non-complex singular instability on terrorisis,in the opposite
direction than that predicted by Hypothesis 3. Interestingly, a state wipehiences one
instability within five years is predicted to experience no differenceaiartem levels
than multiple instabilities within five years. In addition, there was rsstally
significant difference between the effects of same-year complebilitst and non-
complex singular instability. This model suggests that one instability epistde five
years is just as detrimental as multiple instabilities within the gaare Finally, stability,
as should be expected, demonstrated a negative and statistically signifeszrire
terrorism relative to non-complex singular instability. | turn now to thdtsesti
Hypotheses 3, 3a and 3b from Model 3, which contains even more control variables,
including the ethnic minority group characteristics. | turn to Model 3 now.

Model 3: Hypotheses 3, 3a and 3b
Theoretical variables of interest

| examine the results of Hypotheses 3, 3a and 3b in Model 3. The experience of
complex singular instability is not statistically distinguishable from camyplex singular
instability with respect to terrorism, but the direction is positive. The cemdel interval
around the coefficient includes zero (-0.42-0.53). Same-year complex ingtagoildins
statistically indistinguishable from non-complex singular instability thangViodel 3, it
is positive relative to non-complex singular instability. The only staai$yisignificant
instability variable is the experience of stability itself relatv@dn-complex singular
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instability. During stability, there is also a 0.39 factor decrease in tlogisen rate

(p<.000). For a full democracy that is contiguous to an unstable nation and which has
ethnic minorities at risk which are subject to political discrimination but not edonom
discrimination, a stable state is predicted to have 2.23 fewer terroristanterelative

to a non-complex singular instability (p<.05). In contrast, a full autocratyut a
contiguous unstable nation and which has an ethnic minority group that is subjected to
only economic discrimination is predicted to have 0.21 fewer incidents during stable
times relative to non-complex singular instability.

Conclusions

The results of Model 3 demonstrate that Hypotheses 3 and 3a are completely
unsupported. Hypothesis 3b is supported. In Model 3, the only statistically significant
theoretical variable was stability, relative to non-complex singulaabiigy. This
instability effect remained robust. | turn now to the conclusions for Hypothesis 3.
Conclusions

In the end, the only important finding that emerges from this set of hypotheses is
that instability itself matters; the number of instabilities withirva ffear period, whether
in the same year or in different years, is unable to consistently predietéhei
terrorism experienced by that state. Overall, it seems that the tked&esway from all
of the models for Hypothesis 3 is that the occurrence of instability itsal isbst
important. Whether there are multiple instabilities or not, when instabilityscthere
are concomitant increases in terrorism incidents. | turn now to examinestitts fer

Hypothesis 4, the final hypothesis in this dissertation.
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Results for Hypothesis 4

In the previous hypotheses, | tried to determine whether the occurrence of
multiple instabilities was associated with more terrorism compared tostadility. In
the next hypothesis, | try to determine whether the temporal density ofrthubiggle
instabilities is important. In Hypothesis 4, | hypothesize that increagesorism will be
more likely to occur when a state experiences increases in same-ye&comp
instabilities relative to two or more instability episodes within a fiva-peaod (but not
in the same year). | derived from breakdown theory that a state expegiemo or more
instability episodes in the same year should be in a downward spiral of negative
consequences, of which terrorism ought to be prevalent. Both same-year complex
instability and complex singular instability involve multiple instabisifiand Hypothesis
4 tries to determine whether the temporal density of the multiple instalpilgydes
matters. Theoretically, more than one instability in a year should produce more
breakdown and then, more breakdown should produce more terrorism. Hypothesis 4a
examines whether stability is associated with less terrorism thaneosipgular
instability, as it should if breakdown is empirically supported. | turn now tatgstis in
the context of Model 1. These results are shown in table 11 with the Hypothesis 3 results

Model 1: Hypothesis 4 and 4a
Theoretical variables of interest

In Model 1, same-year complex instabilities are not statisticallindigshable
from complex singular instability regarding terrorism. The effepostive but small. In
contrast, when stability occurs, there is also a decrease in terrorisnmiacated this
decrease is statistically significant and of a substantial magnitbdee s a 0.44 factor

decrease in the terrorism rate for stability relative to complex singstability. For a
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full democracy that is contiguous to an unstable nation and all else held at the thedian,
predicted count of terrorism for stability is expected to decrease by 0.déntrelative

to complex singular instability (p<.000). For a full autocracy that is notguomiis to a
nation experiencing instability and all else at the median, the expected @osiatility

is predicted to decrease by 0.06 incidents (p<.000).

Conclusions

Hypothesis 4 is not supported while Hypothesis 4a is supported in Model 1. This
model demonstrates that the temporal density of instability may not matterespect to
terrorism. It may be enough that instability has occurred to observeedidts in the rate
and predicted count of terrorism incidents. | turn now to the results for these dsgmth
in Model 2.

Model 2: Hypotheses 4 and 4a
Theoretical variables of interest

For Model 2, the temporal density of multiple instabilities does play a role in the
distribution of terrorism incidents. The occurrence of same-year comptekilitg
accompanies an increase of 1.38 times the rate of terrorism incidents rtelatveplex
singular instability. For a full democracy that is contiguous to an unstalbe aaid with
all else held at the median, the occurrence of multiple instabilities wittearasy
predicted to coincide with 0.58 additional terrorism incidents in a state relative t
complex singular instability (p<.01). For a full autocracy that is not contigicoais
unstable nation and all else held at the median, a country in which there are multiple
instabilities within the same year is predicted to experience 0.19 addigormaigm
incidents relative to complex singular instability (p<.01). Interestjrfglythis sample,
Hypothesis 4 is supported. A country experiencing multiple instabilities withisatine

178



year is also victimized by more terrorism when compared to multiplebilisés over
five years but never within the same year. | turn now to the results of Hygodlaesi

A stable country experiences statistically significantly legsriem relative to a
country with complex singular instability. The rate of terrorism incidenéxpected to
decrease by a factor of 0.41 for stability relative to complex singulabilistaWhen a
full democracy that is contiguous to an unstable nation and all other control variables
held at the median experiences stability, it is predicted to be victimized byeéb f
incidents relative to more than one instability per five-year period (p<.000). Wi#n a
autocracy that is contiguous to only stable nations and all other control variadles hel
their medians is stable, the predicted count of terrorism incidents is rdul0ezP
incidents relative to complex singular instability (p<.000).
Conclusions

For this sample of 116 nations from 1981 to 2005, both Hypotheses 4 and 4a are
supported. Temporal density does seem to matter for this sample, such thdiexben t
are multiple instabilities within the same year, there is a predicteghse in terrorism
incidents. When a country experiences stability, it is also expected toskenrea
terrorism incidents relative to a complex singular instability. Sinegedmporal density
of the multiple instabilities did not statistically significantly prediadre terrorism in
Model 1, | am cautious with regards to these results as they may be the resumplef s
selection. | turn now to the results for Model 3 for these Hypotheses.
Model 3: Hypotheses 4 and 4a
Theoretical variables of interest

In Model 3, the occurrence of same-year complex instability is not stalfigti
distinguishable from complex singular instability. The coefficient istpesibut the
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magnitude is quite small. However, stability is statistically sigaiftly different from
complex singular instability. A stable state is also expected to have a &t@7dacrease

in the rate of terrorism incidents. For a full democracy in which an ethnirity group

at risk which is subject to political discrimination but not economic discrinoinati a

state that is contiguous to an unstable nation, when the state is stable, it teghtedic
have 2.35 fewer terrorism incidents relative to a state in complex singuédbilimygt
(p<.01). Meanwhile, a stable full autocracy that is not contiguous to any unstédse sta
and in which there is only economic discrimination against an ethnic minority group at
risk is predicted to experience 0.22 fewer terrorism incidents (p<.01).

Conclusions

In Model 3, only Hypothesis 4a is supported. This model shows that the temporal
density of instabilities is unable to meaningfully distinguish between tbetebf
multiple instabilities. Models 1 and 3 demonstrate that the Model 2 finding, that the
temporal density of multiple instabilities matters, may be the resudtnople selection. It
also demonstrates the strength of the multi-pronged analytical approachl inérze By
running my models on multiple samples, | am able to detect unexpected results and
weigh them against the results of the other models. | conclude that it isthikély
Hypothesis 4 is unsupported while Hypothesis 4a is supported. The temporal density of
multiple instabilities is not a consistent predictor of increased levedsrofism. The
occurrence of instability itself, rather than how many or when, is far nooistently
associated with increased levels of terrorism. | turn now to the clrayptelusions.
Conclusions

In this chapter, | have presented many results. | presented results that

demonstrated that the effects of instability on terrorism differ to someealbgsed on
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the type that occurs. For example, for two of the three models, revolutionary war
instabilities were associated with the largest statisticallyifezgnt predicted increases in
terrorism incidents while adverse regime change was associakedithér the smallest
increase or lacked statistical significance. These findings ggnsuglported the second
set of hypotheses. Further, | presented results in this chapter that coedr#ukcthird set

of hypotheses. Specifically, there does not appear to be a greater riskridrtewhen a
state experiences two or more instability episodes within five ydativeeto just one
episode. In addition, there is likely no additional risk of terrorism incidents when two or
more instabilities occur within the same year relative to one insyabiliive years.

Stability always demonstrated a negative relationship with terrorisihy.dbe

hypothesis from the third set was supported. The fourth set of hypotheses showlgd slight
inconsistent results across models, which appear to be the result of samplnséhec
Sample 2 alone, the temporal density of instability demonstrated positive astiCatit
significant power. For all other models, there was no statistically dissingble effect of
two or more instability episodes within one year on terrorism relative tanstebility
episode within a year. Finally, the occurrence of stability always peeldliess terrorism
incidents relative to complex singular instability. For the most part, breakd@onyt

was supported by the results presented in this chapter, but the theoreticabestemese

not. | turn now to a discussion of the many models | have presented here.
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Chapter 5
Discussion and Conclusions
Introduction
In this chapter, | discuss my findings regarding the relationship betvoéitogb

instability and terrorism. | review the results of each of the hypothesessahe three
samples. | also summarize my thoughts on the roles that omitted variablergotel sa
selection biases may have played in this study. | then summarize the sa&tswbport
for breakdown theory and the cases that do not fit breakdown theory. | also review the
limitations of this study. | then consider the policy implications of this stuelyd with
some suggestions for future research topics regarding political instabiitgome final
conclusions. | turn now to a discussion of my findings regarding instability andgerror

Discussion

Instability and Terrorism

In this dissertation, | sought to complete an exhaustive test of the ingtabdlit
terrorism relationship. | examined the relationship between instahilityearorism over
four sets of hypotheses and three different models and samples. The samplesovaried f
147 nations from 1970 to 2005 in Sample 1 to 116 states from 1981 to 2005 in Sample 2
and finally, in 82 states from 1990 to 2005 in Sample 3. These changes in samples also
included the addition of an increasing number of control variables as | moved from the
larger to the smaller samples. The first set of control variables includeduh&y
demographics, governance and contiguity characteristics. In Model 2, the control
variables included the population age structure and the social and economic development
variables. In Model 3, | added characteristics of ethnic minority groupskahra sample

of states that have MARs. | utilized a multi-stage analytical strate@g to balance the

182



risks of omitted variables bias, by including as many control variables siblpoand
sample selection bias, by starting with the largest sample of countrigeansdand
reducing the sample size from that starting point.

The most important element of this test was the multi-sample analytataigy.
By testing the instability effect in three different samples of coumnéneal years, | was
able to demonstrate both sample selection bias and omitted variables biamin acti
Further, | demonstrated that the instability effect was most likely rextudtrof sample
selection bias, because the effect was not beholden to the sample | chassh#rse
that more studies in the literature do not employ such an analytical gtsateg many of
the control variables used in this study changed signs and statistichtarga
depending on the sample. Clear examples of this included the effects of GDP fger capi
and the effects of governance type, specifically full democraativelto a transitional
government. Differing sample composition is likely a clear factor irdihergent effects
found for some of these concepts in the literature. More tests are needetlizbahat
multi-sample technique before conclusions can be drawn regarding the impartanc
these contested domains.

One such contested domain that | tested in this dissertation was governance type.
As | found in this study, it is generally agreed upon that the relationship Imetwee
terrorism and full autocracies is negative, though surely some of thismelapas
accounted for by underreporting in autocratic states. However, it was unclearstutty
whether transitional democracies or full democracies were expectepiaioegice
different levels of terrorism. Depending on the sample and the model chosen in this

study, there was either no statistically significant differdreteveen them or full
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democracies were expected to experience more terrorism. Because of thendive
effects, | was unable to make a final statement on the role of democracyransne

All I was able to state with confidence is that full autocracies likely tégss and are
victimized less by terrorism. Further, | am unable to comment on whether thetjgmom
of democracies would result in decreasing levels of terrorism. Demdariagg with it
many social goods, but it is clear to me that the evidence is mixed on whether one of
those goods is decreased terrorism. Until further research utilizesltrsample

strategy that | exploited in this dissertation, the literature on demoanakterrorism is
likely to be threatened by an unknown quantity of sample selection bias.

The instability effect was robust over changes in samples and despite the
inclusion of demographic, governance, social development, economic development and
ethnic minority group control variables. In addition, the models | presented above
demonstrated that there was ample support for the instability effectatisaically
rigorous model, such as the fixed effects negative binomial regression modehddel
only used within-country variation to estimate the coefficients such thatshtts' | have
demonstrated “control out” time-stable differences between countries.mdééted
effects also controlled for changes over time. As such, it provided auteric
conservative test of the effects of changes in instability on changesoinstacrThis
conservativeness allowed me to be more confident in the results. Spgcifiealesults
indicate that when instability in a nation increased, terrorism in thatnaiso increased.
This is a classic sociological finding that would please Durkheim. The gigigtore
than just the sum of its individual parts, and it has explanatory power above and beyond

the actions of its individuals. | turn now to a review of the results.
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Hypotheses

Hypothesis 1 suggested that the increases in instability ought to increase the
number of terrorist attacks within a country. In fact, this hypothesis wasybtr
supported in all samples and in all analyses. Specifically, a state expegigrstability
also experiences increased terrorism attacks.

In Hypothesis 2, | argued that the effects of instability on terrorism oagfairy
by type, that revolutionary war and ethnic war should be associated with th&t larg
increases in terrorism and that adverse regime change ought to betedsuitiathe
smallest increases in terrorism. In one of the three models, these hggotlees clearly
supported. In Models 2 and 3, possibly due to the rarity of certain types of instability i
the sample, adverse regime change was not statistically distingei$ttablstability
with regards to terrorism. In addition, the equality of regression coettficiests
demonstrated that revolutionary war predicted statistically signtficenore terrorism
incidents than any other type for Models 1 and 2. Overall, | conclude that the wafeight
the evidence across the models generally supports Hypotheses 2 and 2b while Hypothesi
2a is likely unsupported. Revolutionary war at least is associated with arlergase in
terrorism and adverse regime change is likely not statisticallygisshable from
stability with respect to its effects on terrorism.

For Hypothesis 3, | examined a theoretical extension to breakdown that suggested
that there should be observable differences in terrorism between increasesbifitins
that occurs once within a five-year period and instability that occurred more thaimonce
both a five-year and a one-year period. The most important finding that emergetidrom
models that addressed the third set of hypotheses was that the occurrastabiity

itself mattered the most; this was tested with stability in the model anefénence
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category as non-complex singular instability. There were varyingfsesith regards to
whether multiple instabilities were important relative to one instabilitg varying
results made the uniform results regarding the difference betweengtatiinon-
complex singular instability stand out in stark contrast. When instability ®atiar state,
the state seems to be at heightened risk of terrorism, but this heightened ris&tdoes
seem to be further heightened by more instabilities.

In Hypotheses 4 and 4a, | examined another theoretical extension which queried
whether the temporal density of the multiple instabilities mattered.i3 Hhis
hypothesis questioned whether there is a difference in terrorism levaisiitgyle
instabilities in the same year relative to multiple instabilitiebiwifive years. This
hypothesis was a logical extension of the breakdown model. The resultspfothElsis 4
varied across models. However, for all models, Hypothesis 4a was supported. The
difference between stability in a nation and complex singular instabgisyimvportant
and statistically significant across all models. When instabilityrsdoua state, again,
the state seems to be more vulnerable to terrorism.

Interestingly, the number and temporal density of instabilities lookedvediati
unimportant when compared to the uniformity of the positive and statistically sagrtifi
effect of instability in the models. Further, when instability was the nefereategory as
it was in the third and fourth sets of hypotheses, stability was uniformlyiveegat
statistically significant. Over all the changes in models, sanapléypotheses, the
instability effect remained a robust predictor of terrorism.

My hypotheses were supported for the most part. State instability veasaded

with higher levels of terrorism. The effect of instability on terrorismedasomewhat by
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type, with revolutionary war producing statistically significantlygkarexpected counts
of terrorism. However, the results were more complex with regard tofdoesedf

multiple instabilities in a five-year period and in a one-year period. What did not vary
over the latter hypotheses was that instability itself still demogestepositive effect on
terrorism levels. These results, taken as a whole, demonstrated th&elyighiat it is the
occurrence of instability itself that is most important.

Omitted Variable Bias and Sample Selection Bias

| attempted to put parameters on the degree of omitted variable bias and sample
selection bias present in my analyses through the multi-stage amlaytategy. In this
study, there was a very clear balancing act in attempting to mininthe\gze of bias. In
order to minimize omitted variable bias, | needed to include as many contedileari
that are related to both instability and terrorism as possible. On the otherrhartrito
minimize sample selection bias, | needed to include as many states endsypassible
in my analysis. Unfortunately, because the desired control variables etexlvays
available with coverage back to 1970, this balancing act was very nuanced for my study.
It was made even more difficult given that | attempted to measure dwotsedff political
instability, which is a phenomenon that is most common in the nations that are perhaps
least likely to have reliable and valid data on those control variables needednuzei
omitted variables bias. In response to these data challenges, | developlitestage
analytical strategy. This strategy involved using three separateesawifth increasing
numbers of control variables and decreasing sample sizes and replicatingdilelM
analysis on the two smaller samples. Upon reviewing the results for the contablesar

across the sample changes, | gained an understanding of the potentiabéHaniple
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selection and omitted variable bias in this study. | turn now to a discussion of sample
selection bias.

Sample selection bias

In order to try to understand the degree of sample selection bias at work, |
replicated Model 1, the analysis with the country demographics, governance and
contiguity control variables on Samples 2 and 3. Most importantly, instabilitymecha
positive and statistically significant predictor of terrorism incideotess the replications
in Samples 2 and 3. This demonstrated that the instability effect is unlikely o be a
artifact of sample selection. In the Sample 2 replication, there wereimfewtant
differences between the models. However, in the Sample 3 replication of Mdklere
were even more important differences in the control variables. Further, Mdael 2
was replicated on Sample 3, the original Model 1 or even Model 2 results could not be
replicated. In addition, the descriptive statistics indicated that Sample Gowaosed of
the most democratic, most populous, most densely populated, and most urban country-
year observations. Sample 3 was also the most concentrated with regamisisorter
incidents, with the highest mean level of terrorism. In conjunction with the laclodéM
1 and 2 replicability, the summary statistics demonstrated that Sample @iffesent
from Samples 1 and 2 that the sample selection issues at work ruled out statistical
inferences across models. However, given that instability remained ixgasitl
statistically significant predictor of terrorism even in Sample 3, | @asgd by the
robustness of the instability effect. | turn now to addressing omitted variaisle bi
Omitted variable bias

| assessed the effects of omitted variable bias by comparing Model 1 tosNodel

and 3. There are important differences between the models in terms of theasigaiof
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the Model 1 and 2 variables in Model 3. However, these were made more complicated
via the changes in samples across the models. The many statisticaflgasig effects in
Models 2 and 3 clearly demonstrated that Model 1 in particular suffers fronedmitt
variable bias by excluding these variables. Overall, the most importasihgigariables
were the economic measures from Model 2 and the political and economic distoimina
MAR variables from Model 3. These all showed highly significant effectsroorigm.
Overall, the evidence clearly suggested that that there were likely sgpogant omitted
variables issues at work, particularly in Model 1. However, what remainedd mos
important for this analysis was that instability remained a positive anstistdly
significant predictor of terrorism even with all of the other important domains abtont
variables.

| have reviewed the model findings regarding the likely effects of sample
selection and omitted variables bias in my analyses. | concluded that both hengaein i
on the results presented here. It is worth noting that without the multi-satrgigy, the
differences across models and samples and the perils of making cross-sénghees
would not have been known. | highly recommend that this strategy be adopted as often as
possible in future research on terrorism. | turn now to an assessment of breakdown theor
in the light of these findings.

Breakdown Theory

Breakdown theory received empirical support from this study in the robustness of
the instability effect. The results are consistent with the cereadipe of breakdown
theory. As a country experiences rapid social change, non-routine collectoreiadtie
form of terrorism becomes more likely. Breakdown theory suggests that this aluie

to the loosening of controls on the behavior of individuals as the rapid social change
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severs the ties of individuals to conventional society. The loosening of bonds is
reinforced when less restrained individuals decline to form new conventional
commitments to society.

Further, the support for breakdown theory largely extended to the findings that the
type of instability influenced the level of terrorism experienced by #te.dtower
control instability types, like revolutionary war, were predicted to experistiatistically
significantly larger increases in terrorism. However, the shorteridarand higher
control instability, adverse regime change was not able to attairticsdirssignificant
effects in two of the three models, possible due to the rarity of occurrence.lQvieeal
the rapid social change took the form of a very low-control situation, like wahiaghw
the society itself may have been torn apart, the concomitant increaseiistemwas
quite large. These findings are all in line with the tenets of breakdown theory.

However, there was almost no support for the theoretical extensions thaetider
from breakdown theory. According to the third and fourth hypotheses, multiple
instabilities within a five-year period should coincide with more terrorigan bnly one
instability; further, multiple instabilities in a one-year period should alss$ecated
with even more terrorism than one instability in a one year period (but more than one
instability in a five-year period). These were sensible derivations freakdown theory
if the experience of breakdown had additive effects on terrorism. Largely, these
hypotheses were not supported in the expected way.

These findings may lend some support to the resource mobilization models
suggested by Snyder and Tilly (1972) and the Tillys (1975). Resource mobilization

theorists argue that first, collective action of all types is not the mafsbifeakdown and
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discontent in society. This is primarily because breakdown and discontent, both forms of
disorganization, exist in all societies and thus, this type of constant capfenhex
change in collective action. Further, because breakdown and discontent (disti@ygniza
categorically cannot explain collective action in this theory, some type exfiptiag
organization must be required for collective action to occur. This organization may be i
the form of primary, or family, group attachments or secondary attachmentssdoch a
civic groups. Without some type of organization, there cannot be collective action,
because discontented and untethered individuals do not suddenly engage in collective
(group) actions.

Though this study was not a theory competition between the breakdown and
resource mobilization models, since | have no proxy measures for resabitieation,
it appears that some minimum level of organization may be required for tertorism
occur in an unstable state. It is unclear at this point whether primary or secgralary
attachments are needed or if there is another type of organization reqred a
government level. My results can only suggest that perhaps there is such a thong as t
much instability (disorganization). In a state experiencing multiptabilgies,
particularly in the same year, the resulting chaos and uncertainty may inei¢d to
allow terrorist groups to organize and to act. Von Hippel (2002) actually preseisted t
possibility with respect to transnational terrorism. In the end, though, treesmtative
suggestions that require further research.

Since the breakdown model is a non-deterministic model, it is clear that when
rapid social change occurs, it will not always be associated with largendsrof

terrorism. In addition, terrorism certainly occurs in the absence of rapid sloarege.
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That little to no terrorism occurs during rapid social change in some aradgdenty of
terrorism occurs in the absence of rapid social change other times sexprite
attention. | attempt to offer an explanation of both variants of this problem for the
breakdown model below.

| address the occurrence of rapid social change without accompagryogsm
first. In Figure 1, the breakdown model was demonstrated graphically. Inalkat,m
there were two stepping points between instability and terrorism. Breakuesded to
stimulate both a macro-level freeing effect via the disintegration dfdhd between
society and individuals. Then, the loss of controls over individuals needed to manifest
itself via non-routine collective action. Perhaps instability does not alkgayd in a
macro-level freeing effect or perhaps non-routine collective action is@oesult of this
societal loss of informal and formal controls. Further, it is possible that indisiotua
some unstable societies engage in other non-routine collective actions rather than
terrorism.

This problem is of particular concern given the lack of support for the third and
fourth hypotheses. These hypotheses suggested that increases in multipleiesstaid
temporally dense multiple instabilities ought to be accompanied by increase®rism.
This finding was heavily influenced by sub-Saharan Africa; roughly 40% of tttgta
instabilities and same-year complex instabilities occurred in sub-$ahfaiea. Yet, the
mean of terrorism incidents for sub-Saharan Africa was only 3.5 incidentsthdile
global average is 13.93 incidents from 1970 to 2005. Surely, some of this difference can
be attributed to under-reporting, but it is reasonable to conclude that to some degree, sub-

Saharan Africa experienced less terrorism than expected, partiagilaatythe large
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amount of instability in that region. As mentioned earlier in this discussion, peheaps
does need to be some minimum level of organization present in a society before terroris
groups will form and act. In this context, at least, the effects of insyatuliterrorism are
not as simple as more breakdown leads to more terrorism. Further study is rexuired t
better explain this phenomenon.

The reverse problem was also troubling for this test of the breakdown model. The
occurrence of political instability simply cannot explain terrorism that sdouts
absence. However, that does not mean that the breakdown model cannot begin to explain
terrorism that occurs without a preceding rapid social change. At its thealt,eakdown
model is a macro-level control theory; when the constraints on individuals’ behargors
loosened, on average, non-routine collective action should be the result. Thus, if there
were other reasons why the constraints in society have been loosened, then breakdown
theory can offer predictions as to what will result, in this case, moreisentokn
example of this was the left-wing terrorism in the United States in the 19¥)apt
clear what type of rapid social change preceded the formation and actions afatieiV
Underground, for example, but it is clear that society was disorganized and controls ove
individuals’ behaviors were likely loosened during this time period.

Further, some terrorism will never fit the breakdown model perhaps because they
are better explained by the political grievance model (Gurr, 2000). A good exampl
this in the United States is anti-abortion terrorism. Clearly, this formradrism persists
because the individuals and groups who engage in abortion clinic bombing and abortion
provider assassinations are attempting to force their preferred resdtutheir

grievance, which is an end to legal abortion in the United States. The breakdown mode
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does not explain this type of terrorism particularly well, nor is it intended to ddes, T
breakdown does not offer a complete theory of terrorism.

Overall, breakdown theory received support from this study. It is an adequate
explanation for the basic relationship between instability and terrorism thiodgési not
offer a complete theory of terrorism. The extensions to the breakdown mddel tha
derived in Hypotheses 3 and 4 were not supported. Either another theoretical model is
needed to explain the idea that one instability is enough instability to observe a
relationship with terrorism or my extrapolations were not in line with thegeriet
breakdown theory. More than one instability, within a five-year or a one-yeadpditl
not appear to predict more terrorism, and it is not clear which theoretical model can
explain this. I turn now to a review of the limitations of the current research.

Limitations of the Current Research

The most pressing limitation of the current research involves the validity of this
study’s measures. This study was undertaken with only one of many possible
operationalizations of state instability, a very broad one, and one operatitbolae
one measure of terrorism incidents, the GTD’s total terrorism incidents. Thaus, i
unknown whether the instability effect | have suggested here will survive wrtharea
definitions of both instability and terrorism. Because of this uncertaing/piieimature to
conclude that instability in all of its forms may be related to terrorisri of as forms.

It remains to be seen whether the instability effect can survive a tegs#sadlifferent
instability measures. Further, | examined the effects of instability ontlalptal
number of terrorism incidents reported from the GTD. In future researchnditadimit
the dependent variable to include only fatal terrorism incidents from the GTs,that

those incidents that claimed one or more fatalities. It remains to be sedemthete are
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any differences for the instability effect between incidents thahdafiatality and those
that do not. | also intend to examine various other operationalizations of statdiipsta
and their effects on terrorism. This will be discussed in further detail in tine fut
research section.

The next limitation of this study is that it only addresses a sample of thiblpos
countries and years and thus, generalizability is hindered. Instabilityramdisia both
existed before 1970, but due to a lack of data, | am not able to examine the relationship
prior to this yeaf? Further, although instability and terrorism certainly exist in countries
with less than 500,000 in population, | could not examine the relationship between
instability and terrorism in these nations due to the PITF’s exclusion of tiagse. st
Further, due to control variable coverage, my sample of countries was furthezdvhittl
down to a starting point of 151 nations from 1970 to 2005. Lack of variation on the
dependent variable decreased Sample 1 to 147 nations. Although this sample included
more states and years of domestic and transnational terrorism than thikepaiture
contained, it is still a sample. Thus, | can say nothing about the excluded countribs, whi
included Irag and Afghanistan. The generalizability of this study is quitdycleaited
as a result.

Further, although extensive efforts have been made to minimize sanegkiosel
bias and omitted variables bias, they still remain a threat to validity. Tiadility effect
was robust across changes in samples and the addition of many new control variables, but

that does not mean it would remain robust if the full universe of countries were studied

30. However, Hoffman (1998) has stated that motEmerism began in 1968 with the Popular
Front for the Liberation of Palestine hijackingtbé& El Al airliner that captured global media atiem. In
addition, LaFree (2010, personal communication)drgsed that the advent of satellite communications
during this period opened the door to large-sa@i®tism databases that rely on open-source mega@ts
to collect incidents, such as the GTD that | useth
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further back in time. In addition, there may be an unmeasured variable that drives bot
instability and terrorism, making the potential connection between them ceiyplet
spurious. Future research may uncover such a third variable. | have done mylsst in t
study to statistically control for time-stable unobserved heterogeaseitiell as to

balance the need for country-year coverage with the need for control vari@eteinly,
others may be able to do this more convincingly in the future to either better ésdablis
connection between instability and terrorism or to question its foundations.

Finally, it should be made clear that | am not able to establish caushbiye |
simply demonstrated a correlation that is robust to changes in samples,gecimattne
formulation of the independent variable of interest, and that makes good theoretical
sense. In addition, | am not able to establish that any relationship betwebitiinstad
terrorism is unidirectional. | cannot rule out the notion that in some statesrsy yea
terrorism may drive instability or that the relationship could be a constant tkeldba.
This remains to future research to attempt. | turn now to the policy recomtnesdz
this study.

Policy Recommendations

It is interesting to note that the focus on state failure as a threagnaaitidnal
security largely began in the Helman and Ratner (1992) policy article onatiéane
intervene in these situations to prevent spectacular state failures like Suahalia.
Helman and Ratner systematically addressed the failings of all oatliganal
approaches to dealing with state failure, including United Nations trugteeshi
conservatorship, and various aid programs directed at social and economic development.
In the end, their policy prescription suggested that although state failingailame f

would remain a fixture of the international landscape, a triage system should bgesnpl
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to apply a sliding scale of intervention to failed and failing states. ThisashgEe seems
as useful now as it was then. I lay out a brief sketch of my modifications to they pol
recommendations.

Briefly, the suggested program for sliding scale intervention should look
something like the following. All unstable states ought to be targeted by pogram
foster the promotion of the legitimacy of government and civil liberties, and the
promotion of basic human security and public service provisions, regardless of regime
type. These states will also need to enter the peace process with digyaepe they
may currently be fighting. Governments in these states should also be assstedng
up their borders to prevent the contagion of instability and terrorism acrostrdses.
Further, the United Nations will likely need to step in both militarily withqekeeping
forces and with training, supplies and equipment to help states to deal with ethnic
minority group tensions and social and governmental discrimination against ethnic
minority groups living in their borders. Although this recommendation was basdukoff t
findings here, that only compared countries with MARSs to other countries with MARs
(rather than to countries that lack defined MARS), it seems reasonable lwdeotiat
dealing with ethnic minority group tension is a good idea.

It should be noted that caution should be applied regarding economic
development given the findings of this research. This caution is suggested lsuttse re
in this study regarding the Food Production Index and carbon dioxide emissions.
Certainly, economic development can bring opportunity and wealth, but it may ago bri
with it other ills, such as terrorism, as the state modernizes. Further, deynocra

promotion should be undertaken with caution; democracy certainly brings with i plent
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of social goods, but the evidence is still incomplete with regards to its effemtronsm.
At the least, democracy should not be promoted as a way to lessen terrorism levels.
Ideally, this type of policy intervention would be applied along a slidinig sca
with the most unstable countries receiving the most treatment. Basic fungtaijrthe
state will need to be addressed first and this may require the most timeamndessAs
it was for Helman and Ratner (1992), this list of policy prescriptions is aveassi
undertaking and will not uniformly lead to success. | turn now to a future research
agenda.

Future Research

There are four main projects that are sorely needed. The first two have been
previously discussed. Specifically, the operationalizations of instadiidyterrorism
need to be changed to test whether the relationship suggested here is dependent on the
formulation that | used. Ideally, several domains of political instabilityccbaltested
against one another; legitimacy of government, social service provision, antilrasic
security, and collapse of central government, for example, could be teste@tageth
attempt to narrow down the involved mechanisms. In addition, a measure of timing or
duration could be explored to see if instabilities that occur at certain pointiortirin
longer instabilities are more harmful. Further, the measure of tenrghisuld be varied
to substitute the number of fatal attacks for total number of attacks. In the future
transnational and domestic terrorism should be tested separately to deteth@ne if
effects differ across type of terrorism.

Future research will need to address the directionality of the potentadilitgt
and terrorism relationship. This could be addressed via statistical methods patih as

analysis or Granger causality tests (Granger, 1988). Pinning down thieodiméty of
198



the relationship is important, because it is unrealistic to assume that itystamnlonly
lead to terrorism. Further, it is similarly unrealistic to assume lieadirectionality of the
effect cannot change over time in the same state. In some years,itgstablt
conceivably stimulate terrorism while in others the reverse could occur. Without
specifying the facilitating conditions that may lead to instability inflignterrorism and
those that lead to the reverse, work on instability and terrorism is incomp&tea.to
conduct such research in the future again utilizing the multi-sample stregedyere.
The final future research project that is needed the most is more diinclilt
ambitious than the changes in operationalizations and statistical modelingcbatimes.
Put simply, even if there is an actual relationship between instability aodgm, it is
still unknown what the mechanisms involved are and how they work. This is simply not a
guestion that can be answered with quantitative, country-level research. Thergogsti
how and why instability and terrorism may be related requires an ambitioutsiael
research agenda that includes in-depth case studies of states in stabgdigtesmavith
one instability, with complex singular instability and with same-year cexnpl
instabilities. Ideally, these in-depth case studies could follow thass sathey
transitioned into and out of instability. Further, these case studies requiressaindey
interviews of the general citizenry to measure the degree of breakkdibwneach state
(Useem, 1998) as well as interviews with perpetrators of terrorism andilitgtd he
perpetrator interviews ought to delve into the decision-making process thatqut¢loe
violent actions and should be conducted at the individual and group-level, if applicable.
This qualitative research can help to answer questions regarding the mesharasm

relationship between instability and terrorism.
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In conclusion, future research is most certainly needed to replicateuthys st
First, alternative operationalizations and measures of both instabilitg@oddm need
to be tested. The ways in which | operationalized both instability and terrorigns i
study was quite broad, and it is necessary to test the relationship withrdiéede
narrower formulations so as to ensure the findings reported here arefaotsadi the
data. Second, research that tests the directionality of any relationshigl)] as allowing
the directionality to go both ways, between terrorism and instability dede&inally, it
is necessary to supplement this quantitative, country-level study with qualregearch,
such as case studies of states as they transition into and out of instabilityasinel
depth individual interviews. It is only by considering both the quantitative and dwalita
evidence that true conclusions can be drawn regarding any relationship between
instability and terrorism.

Conclusions

This study examined the relationship between political instability aratitar.
Prior research had suggested that political instability and terrorism corgéthbetl in a
positive way (Marshall, 2002; Piazza, 2007; Piazza, 2008; Tikusis, 2009; LaFree, Dugan
and Fahey, 2008). Theoretically, such a relationship made sense in the breakdown
framework. Rapid social change had been shown repeatedly to be assod¢latbd wi
occurrence of non-routine collective action at the individual, city and country-level
(Useem, 1980; 1985; 1997; 1998; LaFree and Drass, 1997; Lieske, 1978). Political
instability constitutes one form of rapid social change and was the prinogoal 6f this
study. Political instability was conceptualized primarily as theifegcy of the state in

this study; this addresses the effective functioning of the government peeom
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conformity in its citizens through the rule of law. Political instabiligsvoperationalized
using the Political Instability Task Force data; the four types of gallitnstability were
revolutionary war, ethnic war, adverse regime change, genocide and anyatonbof
these events. Non-routine collective action, collective action that violatesss@oorms
was conceptualized here as terrorism. Terrorism was operationalizedhesi@pbal
Terrorism Database and was measured as the total number of terrorismtgnicidee
sampled countries from 1970 to 2005. This study sought to establish whether the
occurrence of political instability in a state coincided with the occurrenisgrofism in
that state.

My analysis demonstrated a strong positive relationship between ingtabit
terrorism. When instability occurred, terrorism increased. When ceyfses bf
instability occurred, such as revolutionary war and ethnic war, the increasesrism
were larger. These findings are highly supportive of breakdown theory. Howeye
logical extensions to breakdown theory were not supported. These extensions included
that idea that multiple instabilities within five years should be accompayietbie
terrorism incidents than one instability within five years. This was notwéxdeFurther,
the theoretical extensions suggested that multiple instabilities wigl@arashould
coincide with even more terrorism than one instability within a year. Téusveds not
observed. Thus, breakdown theory explained the basic relationship between temdrism a
instability; it is unclear what theoretical framework explains the firglnegarding
multiple instabilities and temporal density. The most important factor togenfrem this
study was that despite the changes in formulations and samples, the occurrence of

instability itself was always associated with increased terrotisonclude that there is a
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positive relationship between political instability and terrorism, but fuksearch is

required to delineate the boundaries of this relationship.
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Appendix
Data

The Political Instability Task Force (PITF) data has issued a sari@tives
which describe the basic foundations of their determinations of political irst &l
each instability event. The instability event types include adverseeeagfiange,
genocide, ethnic war and revolutionary war as well as a combination of anyeof thes
events called complex. (The complex category is disaggregated into pemwen parts
in the data narratives, which allowed me to deal directly with the four insgalppies in
the following procedure.) After reading the codebook, | discovered that it wablposs
for terrorism campaigns to be used by PITF as evidence in support of the occafrence
an instability event. Because of this, it is necessary to exclude thesg svénat no
instability events in my independent variable could conceivably appear as @nerror
incident, my dependent variable, which is drawn from the Global Terrorism Database
(GTD). I have gone about this in a three-step process. (All event descriptibins Data
Appendix come directly from Marshall, Gurr and Harff, 2009 and can be located via the
country name and the instability type for that period).

Step 1

First, | searched for all occurrences of the words “terror”, “teredyizerrorism”,
“terrorist”, “terrorists”, etc. in the PITF event narratives and excludgdrestability
events that included the use of terrorism. This means that | kept the coumthies i
analysis, but | coded them as if they were not experiencing the instaligity. What
follows are those events that were excluded based on this rule.

In Syria from 1979 — 1989, a revolutionary war was excluded based on:

203



Militants of the Muslim Brotherhood initiate a terror and assassination agimpa
against the Alawite-dominated, Baathist regime.

In Israel from 1987 to the present, an ethnic war was excluded based on:
Palestinians rebel against Israel’s repressive authority in the eddapiitories
of Gaza and West Bank and in Israel proper (the “intifada”). Violent mass
demonstrations and systematic terrorist campaign is largely suspendedbeO
1998 awaiting the final implementation of the Wye River Accords. Violence
begins again in September 2000 as implementation falls short of expectations.
In Peru from 1982-1987, a revolutionary war was excluded based on:

Maoist guerrillas of Sendero Luminoso (Shining Path) attack government troops,
terrorize rural and urban supporters of government.

In the United Kingdom (which includes Northern Ireland in this study) from 1971-1982,
an ethnic war was excluded based on:
Catholic IRA (Irish Republican Army) uses terror against British el
militant Protestants in quest for union with Republic of Ireland. Violence begins
to subside in late 1970s and early 1980s as all sides search for alternatives to
violence, eventually culminating in October 1994 peace agreement.

In Algeria from 1991 to 2004, a revolutionary war was excluded based on:

Islamic militants and military-government initiate intense teresngaigns
designed to undermine each other’s support bases.

In China from 1988-1998, an ethnic war was excluded based on:
Episodic violent protests by Uighurs in Xinjiang Province against Han Chinese
control escalate by 1996 into terror campaign; government repression ends open
opposition.

In the Philippines, from 1972-1976, a genocide was excluded based on:
Moro resistance to Christian settlement and support for separatistigaegdults
in military and paramilitary terror tactics in which many Moros die issaares
and napalm bombings.

In Egypt from 1992 — 1999, a revolutionary war was excluded based on:

Terror campaign by militant Islamic groups against secular governtasygly
suppressed by mid-1996. Widespread arrests of activists result in March 1999
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renunciation of violence by the Gamaat-I-Islamiya (Egypt’s largssttesmce
group).

In Iran from 1981 to 1983, a revolutionary war was excluded based on:

Moderates (National Front) and conservatives (IRP Islamic Revival) Rekty

terror and repression in competition for political control.

Excluding these instability events is a necessary data strategy ¢l avoi
confounding my independent and dependent variables.

Step 2

Second, | also excluded any government actions that were a response to the
terrorism on the grounds that it is likely that they would not have occurred értbeigsm
had not itself occurred in the first place. This excluded government reactiahilibst
events that likely would not have occurred without the terrorism. To be clear, hkept t
countries in the analysis, but | coded them as if they were not experiemeimgtability
events. The events excluded by this rule are provided below.
In Syria, the government responded to a revolutionary war that involved the userof terro
(discussed earlier) by conducting a genocide in 1981 and 1982. The following genocide
was excluded because it occurred in direct response to the terror cadipaigsed

above.

Following a coup attempt in January 1982, government forces move to crush the
militants’ stronghold in Hama in February 1982.

In Peru in 1992, the government response to the revolutionary war excluded above
consisted of a regime change which was then excluded.

Facing internal warfare and recession, President Fujimori, backed barynili
dissolves Congress and suspends Constitution.

In the Sudan from 2003 to the present, an ethnic war and a genocide were each excluded.

| exclude the ethnic war, because it was backed by the government. | ekelude t
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genocide, because it was a direct governmental response. [I classfpthiess
responses because the local Arab militias took on a government role of usinggerror
they took over the anti-insurgency role from the government.]

Rebellion breaks out in Darfur region in western Sudan in February 2003

followed by army offensive in March; violence quickly escalates as loedd Ar

militias take over anti-insurgency role [ethnic war]. Government backs local,

Arab janjaweed militias and encourages them to terrorize suspected supporters of

separatist rebels; victims groups include Fur, Zaghawa, Masaleit, farchon-

Arab peoples of the Darfur region [genocide].

In Iran from 1981 to 1992, a revolutionary war was excluded based on the use of terror so
the corresponding government response of a genocide by the government u@edexcl
based on:

To consolidate Islamic revolution, Khomeini government violently suppresses

dissident Muslims (Mujahedin) and rebel Kurds, selectively executes prominent

Baha'is.

Excluding the government response-instability events to the preceding itgtabili
events that included terror is premised on the notion that the government response-
instability event would likely not have occurred without the instability eventnchtded
terror tactics. It is a conservative data strategy to avoid confounding theddepand
independent variable. It is not without weaknesses, which are discussed later in the
appendix.

Step 3

For the third prong of my data strategy, | dropped all terrorism incidemtstfre
Global Terrorism Database in which any of the targets of the incident iM@synThe
reasoning for doing so is as follows. Two of the instability types in the PlBRrdalve

war: ethnic war and revolutionary war. Unfortunately, there are few clgédroundaries

between terrorist incidents that target the military and insurgent actsttja military
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that are part of a larger campaign in an ethnic war or a revolutionary e@auge of this
lack of conceptual clarity, it is conceivable that terrorist incidents includdéwiGTD
may have been used as evidence in support of the determination of an ethnic war or a
revolutionary war instability event. For this reason, | exclude all incgdanthich any
of the targets of the incident are a nation’s military to avoid confounding pgndent
and independent variables.

| have also removed high casualty incidents (25 or more fatalities) pegpdtrat
Rwanda from April 1, 1994 until July 31, 1994 from the GTD as these incidents may
have been part of the Rwandan genocide. The Rwandan genocide is part of a complex
instability in the PITF data; the specific classification of this evengsnacide from
4/1994 to 7/1994. These criteria resulted in the deletion of 4 incidents from the GTD,
including the massacre of more than 1000 individuals in a Catholic Church. There were a
total of 21 incidents in Rwanda between April 1, 1994 and July 31, 1994. Thus, the
contamination of the GTD with individual genocide events is quite low, given that at
least 500,000 individuals perished within the 100 days of the Rwandan genocide.

Step 4

A second possible area of concern are when genocides were perpetrated against
civilian populations by armed rebel groups as evidenced by the inclusion of evéents tha
made up the Rwandan genocide in the GTD as terrorism events. It is possible ¢hat thes
instability events could have been picked up in the GTD and counted as terrorism
incidents. For this reason, | exclude all of the genocides that were pegdtysgroups
other than the government from the PITF data. This includes genocides perpstrated b

armed rebel groups as well as those in which the groups helped the government to carr
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them out. The following genocides were excluded so as to not run the risk of confounding
the independent and dependent variables.
In Angola, two separate genocides were excluded because the rebahgreup
participated in it.
Both Union for the Total Independence of Angola (UNITA) rebels and
government forces perpetrate destructive campaigns and atrocities against
civilians throughout conflict (Genocide: 11/75-11/94).
Targeting of civilian populations resumes with the break down to civil war
(Genocide: 12/98-3/02).
In Bosnia and Herzegovina, a genocide was excluded based on the following.
Muslim residents of Bosnia are subject to “ethnic cleansing” measuredingl
destruction of property, forced resettlement, and execution mainly by Serb and
some Croat forces (Genocide: 5/92-11/95).
In Burundi, a genocide was excluded based on the following narrative.
Subsequent armed clashes and massacres occur in three waves: Tutsi soldiers
against Hutu civilians, Hutus against Tutsis, and Tutsi against Hutus (Genocide:
10/93-12/93).
In Sudan, genocide was perpetrated by rebel militia groups, among others, a®d so w
excluded.
Non-Muslim supporters of secession are targeted for destruction by indmstem
military attacks, massacres by government-supported tribal syilérad
government-induced privation and population displacement; targeting of civilian
population ends in October 2002 as part of peace talks and opening of conflict
areas to relief agencies (Genocide: 9/83-10/02).
Excluding these instability events is an important, but conservative step to guard
against confounding the independent and dependent variable. Since | do not actually
know that there was any overlap between, this strategy is not technicakbgagcdut it

is important to ensure that there is little to no chance of confounding instabdity a

terrorism. The weaknesses of this approach will be discussed later in the appendix
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Possibility of False Negatives
Searching for terrorism campaigns in the PITF narratives by segrcmitterror”
may undercount the amount of terrorism uncovered in the PITF narrative, thus leading to
the possibility of false negatives. The false negatives would be insta&vénts that did
involve terrorism and should have been excluded. After very careful review of ladl of t
narratives, | determined that the danger of these false negatives waloexer, for
the sake of transparency, | have included examples of the instability events that
reviewed and included.
In Laos, a series of instabilities occurred from 1960 to 1979. | start including the
instabilities once my observation period begins, 1970. These instabilities weigethcl
in my data.
Kong Le seizes power in an attempt to form a neutralist government; government
remains locked in bitter struggle between neutralist, rightists, and comsunist
until the ending of the war in neighboring Vietnam provides opportunity for the
Lao People’s Revolutionary Party (LPRP; Pathet Lao) to establish onerlarty
(Regime Change: 1/60-12/75). Military coup sparks sustained conflict as rebels
fight unsuccessfully to overthrow rightist Somsanith regime (Revolutionary w
9/60-5/62). Hmong (Meo) rebels encouraged to fight Pathet Lao; rebellion is
suppressed after Pathet Lao takeover in 1975, no significant guerrilla aatigity
1979 (Ethnic war: 7/61-6/79). Neutralists and Conservatives join forces to oppose
Communist Pathet Lao forces; resistance by rightist forces contintie$979
(Revolutionary war: 3/63-3/79).
In Comoros, two separate outbreaks of instability occurred. The first outbreak avas
regime change in 1976 and the second involved two regime changes from 1995 to 1999.
Twenty-eight days after the declaration of independence a coalition of six
political parties known as the United National Front ousts the Abdallah
government. Democratic governance ends with the designation of Ali Soilih as
head of state.
Foreign-led mercenaries and disaffected Comorian troops overthrow elected

government of President Djohar. French troops sent to the island one week later
arrest mercenaries, reinstall elected prime minister, and arasDArmy Chief

209



of Staff, Col. Assoumani Azzali, leads April 30, 1999 coup that dissolves
constitution and government; promised transition to new elections based on
Antananarivo agreement do not materialize.
In the Central African Republic, from 2003 to the present, there were a series of
instabilities.
Following his dismissal as commander, troops loyal to Gen. Bozize mount
challenge to elected government of President Patasse. Gen. Bozize sutceed
seizing power in March 2003 while Patasse is out of the country (Regime change:
3/03). Supporters of ousted President Patasse in the north face retribution from the
Bozize regime which draws its support from southerners. Open rebellion breaks
out in the northwest in June 2005 and, then, in October 2006 in the northeast
(Ethnic war: from 6/05).
| turn now to the weaknesses of excluding data as | have done here.
Weaknesses of the Data Exclusions
Carving out all instability events that were coded based on the use of tepror or
government reactions to terrorism is a necessary decision so that | do not thelude
same types of events in my dependent and independent variable such that any
relationship between instability and terrorism could be due to predicting ternerib
terrorism (by another name).
Carving out military targets from the GTD and genocides perpetrated by or i
collusion with non-state actors from the PITF data are conservative dec¢csgued
against counting the same types of events in the independent variable and the dependent
variable. To count the same types of events in the independent and dependent variable
could mean that any relationship | find between instability and terrorispuigous due
to predicting terrorism with terrorism. To be clear, | do not actually knotv eattainty

that | would be predicting terrorism with terrorism in the military taegel armed rebel

group genocides, but to minimize the risk of this happening, | have taken this data
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cleaning step and excluded them from their respective data sets. Howevelgetr he ¢

is not without downsides. In a very real way, it does decrease the genditlinathis
dissertation. Simply put, my dissertation cannot answer questions about thedffect
political instability on terrorism that includes actions against the myilitar of the

effects of instability with genocides perpetrated by armed rebel gooufesrorism. This

is a weakness of this strategy. However, the downside of hampering thdigabiitg

of the study is outweighed by the risks of including events in the independent variable
that could conceivably be included in the dependent variable. Finally, it should be noted
that | have done more to ensure that my results are not hampered by possible overlap
between the independent and dependent variables than others who have studied the

instability and terrorism relationship using the PITF data.
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Table 12. List of countries and years in sample 1

Sample 1 Years in Sample Sample 2 Years in Sample Sample 3 Years in Sample
Albania 1970-2005 Algeria 1981-2005 Bosnia and Herzegovin  1997-2005
Algeria 1970-2005 Argentina 1981-2005 Eritrea 1996-2005
Angola 1975-2005 Armenia 1993-2005 Georgia 1996-2005

Argentina 1970-2005 Australia 1981-2005 Belarus 1995-2005
Armenia 1992-2005 Austria 1981-2005 Moldova 1995-2005
Australia 1970-2005 Azerbaijan 1992-2005 Czech Republic 1994-2005
Austria 1970-2005 Bahrain 1981-2005 Kazakhstan 1994-2005

Azerbaijan 1992-2005 Bangladesh 1981-2005 Kyrgyzstan 1994-2005
Bahrain 1971-2005 Belarus 1995-2005 Macedonia 1994-2005
Bangladesh 1972-2005 Benin 1981-2005 Slovakia 1994-2005
Belarus 1992-2005 Bolivia 1981-2005 Estonia 1993-2005
Benin 1970-2005  Bosnia and Herzegovin.  1997-2005 Russia 1993-2005
Bolivia 1970-2005 Botswana 1981-2005 Ukraine 1993-2005
Bosnia and Herzegovin.  1992-2005 Brazil 1981-2005 Azerbaijan 1992-2005
Botswana 1970-2005 Burkina Faso 1981-2005 Croatia 1992-2005
Brazil 1970-2005 Burundi 1981-2005 Latvia 1992-2005
Bulgaria 1970-2005 Cameroon 1981-2005 Lithuania 1992-2005
Burkina Faso 1970-2005 Central African Republic  1981-2005 UK 1992-2005
Burma 1970-2005 Chad 1981-2005 Zambia 1992-2005
Burundi 1970-2005 Chile 1981-2005 Algeria 1990-2005

Cambodia 1970-2005 China 1981-2005 Argentina 1990-2005

Cameroon 1970-2005 Colombia 1981-2005 Australia 1990-2005
Canada 1970-2005 Congo-Brazzaville 1981-2005 Bahrain 1990-2005
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Sample 1 Years in Sample Sample 2 Years in Samplt Sample 3 Years in Sample
Central African Republic  1970-2005 Congo-Kinshasa 1981-2005 Bangladesh 1990-2005
Chad 1970-2005 Costa Rica 1981-2005 Bolivia 1990-2005
Chile 1970-2005 Croatia 1992-2005 Botswana 1990-2005
China 1970-2005 Cyprus 1981-2005 Brazil 1990-2005
Colombia 1970-2005 Czech Republic 1993-2005 Burundi 1990-2005
Congo-Brazzaville 1970-2005 Denmark 1981-2005 Cameroon 1990-2005
Congo-Kinshasa 1970-2005 Dominican Republic 1981-2005 Chad 1990-2005
Costa Rica 1970-2005 Egypt 1981-2005 Chile 1990-2005
Croatia 1992-2005 El Salvador 1981-2005 China 1990-2005
Cuba 1970-2005 Eritrea 1993-2005 Colombia 1990-2005
Cyprus 1970-2005 Estonia 1993-2005 Congo-Kinshasa 1990-2005
Czech Republic 1993-2005 Fiji 1981-2005 Costa Rica 1990-2005
Denmark 1970-2005 Finland 1981-2005 Cyprus 1990-2005
Djibouti 1977-2005 France 1981-2005 Dominican Republic 1990-2005
Dominican Republic 1970-2005 Gabon 1981-2005 Egypt 1990-2005
East Timor 2002-2005 Georgia 1996-2005 El Salvador 1990-2005
Ecuador 1970-2005 Germany 1990-2005 Fiji 1990-2005
Egypt 1970-2005 Ghana 1981-2005 France 1990-2005
El Salvador 1970-2005 Greece 1981-2005 Germany 1990-2005
Equatorial Guinea 1970-2005 Guatemala 1981-2005 Ghana 1990-2005
Eritrea 1993-2005 Guinea 1981-2005 Greece 1990-2005
Estonia 1992-2005 Guinea-Bissau 1981-2005 Guatemala 1990-2005
Fiji 1970-2005 Guyana 1981-2005 Guinea 1990-2005
Finland 1970-2005 Haiti 1981-2005 Guyana 1990-2005
France 1970-2005 Honduras 1981-2005 Honduras 1990-2005
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Sample 1 Years in Sample Sample 2 Years in Samplt Sample 3 Years in Sample
Gabon 1970-2005 Hungary 1981-2005 Hungary 1990-2005
Georgia 1992-2005 India 1981-2005 India 1990-2005

Germany 1990-2005 Indonesia 1981-2005 Indonesia 1990-2005
Ghana 1970-2005 Ireland 1981-2005 Israel 1990-2005
Greece 1970-2005 Israel 1981-2005 Italy 1990-2005

Guatemala 1970-2005 Italy 1981-2005 Japan 1990-2005
Guinea 1970-2005 Ivory Coast 1981-2005 Jordan 1990-2005

Guinea-Bissau 1974-2005 Jamaica 1981-2005 Kenya 1990-2005
Guyana 1970-2005 Japan 1981-2005 Korea, South 1990-2005
Haiti 1970-2005 Jordan 1981-2005 Madagascar 1990-2005

Honduras 1970-2005 Kazakhstan 1994-2005 Malaysia 1990-2005

Hungary 1970-2005 Kenya 1981-2005 Mali 1990-2005

India 1970-2005 Korea, South 1981-2005 Mauritania 1990-2005
Indonesia 1970-2005 Kyrgyzstan 1994-2005 Morocco 1990-2005
Iran 1970-2005 Latvia 1992-2005 Namibia 1990-2005
Ireland 1970-2005 Lithuania 1992-2005 Nicaragua 1990-2005
Israel 1970-2005 Macedonia 1994-2005 Niger 1990-2005
Italy 1970-2005 Madagascar 1981-2005 Pakistan 1990-2005
Ivory Coast 1970-2005 Malawi 1981-2005 Panama 1990-2005

Jamaica 1970-2005 Malaysia 1981-2005 Peru 1990-2005
Japan 1970-2005 Mali 1981-2005 Philippines 1990-2005
Jordan 1970-2005 Mauritania 1981-2005 Rwanda 1990-2005

Kazakhstan 1992-2005 Mauritius 1981-2005 Saudia Arabia 1990-2005
Kenya 1970-2005 Mexico 1981-2005 Senegal 1990-2005
Korea, South 1970-2005 Moldova 1995-2005 South Africa 1990-2005
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Sample 1 Years in Sample Sample 2 Years in Samplt Sample 3 Years in Sample
Kyrgyzstan 1992-2005 Morocco 1981-2005 Spain 1990-2005
Laos 1970-2005 Mozambique 1981-2005 Sri Lanka 1990-2005
Latvia 1992-2005 Namibia 1990-2005 Sudan 1990-2005
Lebanon 1970-2005 Nepal 1981-2005 Switzerland 1990-2005
Lesotho 1970-2005 Netherlands 1981-2005 Syria 1990-2005
Liberia 1970-2005 Nicaragua 1981-2005 Thailand 1990-2005
Libya 1970-2005 Niger 1981-2005 United States 1990-2005
Lithuania 1992-2005 Nigeria 1981-2005 Venezuela 1990-2005
Macedonia 1993-2005 Pakistan 1981-2005 Zimbabwe 1990-2005
Madagascar 1970-2005 Panama 1981-2005
Malawi 1970-2005 Papua New Guinea 1981-2005
Malaysia 1970-2005 Peru 1981-2005
Mali 1970-2005 Philippines 1981-2005
Mauritania 1970-2005 Portugal 1981-2005
Mauritius 1970-2005 Russia 1993-2005
Mexico 1970-2005 Rwanda 1981-2005
Moldova 1992-2005 Saudia Arabia 1981-2005
Morocco 1970-2005 Senegal 1981-2005
Mozambique 1975-2005 Slovakia 1993-2005
Namibia 1990-2005 Slovenia 1992-2005
Nepal 1970-2005 South Africa 1981-2005
Netherlands 1970-2005 Spain 1981-2005
Nicaragua 1970-2005 Sri Lanka 1981-2005
Niger 1970-2005 Sudan 1981-2005
Nigeria 1970-2005 Swaziland 1981-2005
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Sample 1 Years in Sample Sample 2 Years in Samplt Sample 3 Years in Sample

North Korea 1970-2005 Sweden 1981-2005
Norway 1970-2005 Switzerland 1981-2005
Pakistan 1972-2005 Syria 1981-2005
Panama 1970-2005 Tajikistan 1992-2005

Papua New Guinea 1975-2005 Thailand 1981-2005
Paraguay 1970-2005 The Gambia 1981-2005
Peru 1970-2005 Togo 1981-2005

Philippines 1970-2005 Trinidad and Tobago 1981-2005
Poland 1970-2005 Tunisia 1981-2005
Portugal 1970-2005 Turkey 1981-2005

Qatar 1971-2005 UK 1981-2005
Romania 1970-2005 Ukraine 1993-2005
Russia 1992-2005 United Arab Emirates 1981-2005
Rwanda 1970-2005 United States 1981-2005
Saudia Arabia 1970-2005 Venezuela 1981-2005
Senegal 1970-2005 Yemen 1991-2005

Sierra Leone 1970-2005 Zambia 1981-2005
Slovakia 1993-2005 Zimbabwe 1981-2005
Slovenia 1992-2005

Solomon Islands 1978-2005
Somalia 1970-2005
South Africa 1970-2005
Spain 1970-2005

Sri Lanka 1970-2005
Sudan 1970-2005
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Sample 1

Years in Sample

Sample 2

Years in Samplt

Sample 3

Years in Sample

Swaziland
Sweden
Switzerland
Syria
Tajikistan
Tanzania
Thailand
The Gambia
Togo
Trinidad and Tobago
Tunisia
Turkey
Uganda

UK
Ukraine
United Arab Emirates
United States
Uruguay
Uzbekistan
Venezuela
Vietnam
Yemen
Zambia
Zimbabwe

1970-2005
1970-2005
1970-2005
1970-2005
1992-2005
1970-2005
1970-2005
1970-2005
1970-2005
1970-2005
1970-2005
1970-2005
1970-2005
1970-2005
1992-2005
1971-2005
1970-2005
1970-2005
1992-2005
1970-2005
1976-2005
1990-2005
1970-2005
1970-2005
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Table 13. Full distribution of terrorism incidents for all samples

Incidents Sample 1 Cumulative Incidents Sample 2 Cumulative Incidents Sample 3 Cumulative

Percentage Percentage Percentage

0 2,358 50.31 0 1,105 4211 0 434 34.94
1 514 61.28 1 299 53.51 1 136 45.89
2 286 67.38 2 168 59.91 2 98 53.78
3 190 71.43 3 105 63.91 3 51 57.89
4 136 74.33 4 86 67.19 4 38 60.95
5 102 76.51 5 69 69.82 5 39 64.09
6 83 78.28 6 51 71.76 6 29 66.43
7 56 79.48 7 37 73.17 7 18 67.87
8 42 80.37 8 25 74.12 8 11 68.76
9 41 81.25 9 26 75.11 9 10 69.57
10 44 82.18 10 32 76.33 10 17 70.93
11 39 83.02 11 25 77.29 11 17 72.3

12 28 83.61 12 18 77.97 12 10 73.11
13 25 84.15 13 18 78.66 13 7 73.67
14 24 84.66 14 17 79.31 14 8 74.32
15 24 85.17 15 17 79.95 15 10 75.12
16 28 85.77 16 18 80.64 16 7 75.68
17 22 86.24 17 19 81.36 17 13 76.73
18 23 86.73 18 16 81.97 18 9 77.46
19 17 87.09 19 11 82.39 19 7 78.02
20 15 87.41 20 8 82.7 20 78.34
21 14 87.71 21 13 83.19 21 8 78.99
22 19 88.12 22 13 83.69 22 10 79.79
23 24 88.63 23 16 84.3 23 8 80.43
24 9 88.82 24 6 84.53 24 1 80.52
25 11 89.05 25 8 84.83 25 7 81.08
26 9 89.25 26 8 85.14 26 5 81.48
27 11 89.48 27 10 85.52 27 6 81.96
28 11 89.72 28 9 85.86 28 4 82.29
29 12 89.97 29 9 86.2 29 7 82.85
30 12 90.23 30 9 86.55 30 8 83.49
31 8 90.4 31 3 86.66 31 1 83.57
32 6 90.53 32 3 86.78 32 1 83.66
33 9 90.72 33 7 87.04 33 5 84.06
34 5 90.83 34 3 87.16 34 2 84.22
35 7 90.98 35 6 87.39 35 4 84.54
36 6 91.1 36 6 87.61 36 4 84.86
37 8 91.27 37 5 87.8 37 3 85.1
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Incidents Sample 1 Cumulative Incidents Sample 2 Cumulative Incidents Sample 3 Cumulative

Percentage Percentage Percentage

38 18 91.66 38 14 88.34 38 12 86.07
39 4 91.74 39 3 88.45 39 2 86.23
40 6 91.87 40 6 88.68 40 1 86.31
41 8 92.04 41 6 88.91 41 4 86.63
42 3 92.11 42 2 88.99 42 1 86.71
43 6 92.23 43 5 89.18 43 3 86.96
44 5 92.34 44 5 89.37 44 4 87.28
45 6 92.47 45 5 89.56 45 2 87.44
46 6 92.6 46 5 89.75 46 4 87.76
47 7 92.75 47 4 89.9 47 1 87.84
48 3 92.81 48 1 89.94 49 2 88

49 4 92.9 49 2 90.02 50 1 88.08
50 2 92.94 50 1 90.05 51 2 88.24
51 3 93 51 3 90.17 52 1 88.33
52 3 93.07 52 1 90.21 53 1 88.41
53 3 93.13 53 1 90.24 54 1 88.49
54 3 93.19 54 3 90.36 56 2 88.65
55 2 93.24 55 1 90.4 57 2 88.81
56 5 93.34 56 3 90.51 58 2 88.97
57 3 93.41 57 2 90.59 59 1 89.05
58 4 93.49 58 3 90.7 60 1 89.13
59 2 93.54 59 2 90.78 61 2 89.29
60 2 93.58 60 2 90.85 62 5 89.69
61 4 93.66 61 4 91.01 63 3 89.94
62 8 93.83 62 8 91.31 64 2 90.1
63 4 93.92 63 3 91.43 65 2 90.26
64 3 93.98 64 2 91.5 66 2 90.42
65 5 94.09 65 4 91.65 68 1 90.5
66 3 94.15 66 3 91.77 70 2 90.66
68 5 94.26 68 3 91.88 72 2 90.82
69 1 94.28 70 2 91.96 73 2 90.98
70 4 94.37 71 1 92 74 3 91.22
71 3 94.43 72 2 92.07 75 1 91.3
72 3 94.5 73 2 92.15 76 2 91.47
73 2 94.54 74 4 92.3 78 4 91.79
74 5 94.64 75 1 92.34 79 4 92.11
75 1 94.67 76 2 92.42 80 2 92.27
76 2 94.71 77 1 92.45 81 3 92.51
77 2 94.75 78 4 92.61 82 3 92.75
78 4 94.84 79 4 92.76 84 1 92.83
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Incidents Sample 1 Cumulative Incidents Sample 2 Cumulative Incidents Sample 3 Cumulative

Percentage Percentage Percentage

79 4 94.92 80 3 92.87 85 2 93
80 5 95.03 81 4 93.03 86 1 93.08
81 7 95.18 82 3 93.14 89 1 93.16
82 3 95.24 84 2 93.22 94 2 93.32
84 3 95.31 85 2 93.29 96 1 93.4
85 4 95.39 86 2 93.37 99 2 93.56
86 2 95.43 87 1 93.41 100 2 93.72
87 2 95.48 89 1 93.45 101 1 93.8
89 1 95.5 92 1 93.48 102 2 93.96
92 1 95.52 93 1 93.52 104 1 94.04
93 1 95.54 94 3 93.64 105 2 94.2
94 4 95.63 95 1 93.67 107 1 94.28
95 1 95.65 96 4 93.83 109 1 94.36
96 4 95.73 98 3 93.94 111 2 94.52
97 1 95.75 99 3 94.05 116 1 94.61
98 3 95.82 100 3 94.17 117 1 94.69
99 3 95.88 101 1 94.21 123 2 94.85
100 3 95.95 102 3 94.32 124 2 95.01
101 2 95.99 104 2 94.4 126 1 95.09
102 3 96.05 105 3 94.51 127 1 95.17
104 2 96.1 106 2 94.59 129 1 95.25
105 3 96.16 107 1 94.63 130 2 95.41
106 2 96.2 108 1 94.66 132 1 95.49
107 5 96.31 109 1 94.7 133 1 95.57
108 2 96.35 111 2 94.78 134 3 95.81
109 1 96.37 113 2 94.86 135 1 95.89
111 2 96.42 114 1 94.89 136 1 95.97
113 2 96.46 116 2 94.97 143 1 96.05
114 1 96.48 117 1 95.01 145 1 96.14
115 1 96.5 119 1 95.05 148 2 96.3
116 2 96.54 120 2 95.12 149 1 96.38
117 1 96.56 123 3 95.24 152 1 96.46
118 1 96.59 124 2 95.31 153 1 96.54
119 2 96.63 125 2 95.39 154 2 96.7
120 2 96.67 126 2 95.46 155 1 96.78
122 2 96.71 127 1 95.5 160 2 96.94
123 3 96.78 129 2 95.58 163 1 97.02
124 2 96.82 130 2 95.66 164 1 97.1
125 2 96.86 132 1 95.69 169 2 97.26
126 2 96.91 133 1 95.73 174 1 97.34
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Incidents Sample 1 Cumulative Incidents Sample 2 Cumulative Incidents Sample 3 Cumulative

Percentage Percentage Percentage
127 1 96.93 134 5 95.92 177 2 97.5
129 2 96.97 135 1 95.96 180 1 97.58
130 2 97.01 136 2 96.04 187 1 97.67
131 1 97.03 138 2 96.11 191 1 97.75
132 1 97.06 139 1 96.15 192 1 97.83
133 1 97.08 141 1 96.19 205 1 97.91
134 5 97.18 143 2 96.27 209 1 97.99
135 2 97.23 144 1 96.3 211 1 98.07
136 2 97.27 145 1 96.34 214 1 98.15
137 1 97.29 146 1 96.38 227 1 98.23
138 2 97.33 147 1 96.42 231 1 98.31
139 2 97.38 148 3 96.53 234 1 98.39
141 2 97.42 149 1 96.57 249 1 98.47
143 2 97.46 151 1 96.61 261 1 98.55
144 1 97.48 152 1 96.65 262 1 98.63
145 1 97.5 153 1 96.68 263 1 98.71
146 1 97.53 154 2 96.76 269 1 98.79
147 1 97.55 155 1 96.8 278 1 98.87
148 3 97.61 156 1 96.84 284 1 98.95
149 2 97.65 157 1 96.87 328 1 99.03
151 1 97.67 160 3 96.99 330 1 99.11
152 1 97.7 163 1 97.03 334 1 99.19
153 2 97.74 164 1 97.07 337 1 99.28
154 3 97.8 165 1 97.1 341 1 99.36
155 1 97.82 167 1 97.14 348 1 99.44
156 1 97.85 169 2 97.22 363 1 99.52
157 2 97.89 174 1 97.26 390 1 99.6
159 1 97.91 177 3 97.37 463 1 99.68
160 3 97.97 180 1 97.41 477 1 99.76
163 2 98.02 182 1 97.45 571 1 99.84
164 1 98.04 186 2 97.52 609 1 99.92
165 1 98.06 187 1 97.56 645 1 100
167 1 98.08 191 1 97.6
169 3 98.14 192 1 97.64 Total 1,242
174 2 98.19 195 1 97.68
177 3 98.25 197 1 97.71
180 1 98.27 204 1 97.75
182 2 98.31 205 1 97.79
184 1 98.34 207 1 97.83
186 2 98.38 209 1 97.87
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Incidents Sample 1 Cumulative Incidents Sample 2 Cumulative Incidents Sample 3 Cumulative

Percentage Percentage Percentage

187 1 98.4 211 1 97.9

191 1 98.42 214 1 97.94
192 1 98.44 225 1 97.98
195 1 98.46 227 1 98.02
197 2 98.51 231 1 98.06
200 1 98.53 233 1 98.09
202 1 98.55 234 1 98.13
204 1 98.57 237 1 98.17
205 1 98.59 242 1 98.21
207 1 98.61 243 1 98.25
209 2 98.66 249 1 98.29
210 1 98.68 259 1 98.32
211 1 98.7 261 2 98.4

214 1 98.72 262 1 98.44
225 1 98.74 263 1 98.48
227 1 98.76 269 1 98.51
231 1 98.78 272 1 98.55
233 1 98.81 278 1 98.59
234 1 98.83 283 1 98.63
237 1 98.85 284 1 98.67
242 1 98.87 292 3 98.78
243 1 98.89 302 1 98.82
244 1 98.91 313 1 98.86
249 1 98.93 315 1 98.89
259 1 98.95 317 1 98.93
261 2 99 319 1 98.97
262 1 99.02 328 1 99.01
263 1 99.04 330 1 99.05
269 1 99.06 334 1 99.09
272 2 99.1 337 1 99.12
278 1 99.13 340 1 99.16
283 1 99.15 341 1 99.2

284 1 99.17 348 1 99.24
292 3 99.23 349 1 99.28
295 1 99.25 351 1 99.31
296 1 99.27 363 1 99.35
302 1 99.3 376 1 99.39
304 1 99.32 390 1 99.43
313 1 99.34 417 1 99.47
315 1 99.36 432 1 99.5
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Incidents Sample 1 Cumulative Incidents Sample 2 Cumulative Incidents Sample 3 Cumulative

Percentage Percentage Percentage
317 1 99.38 442 1 99.54
319 1 99.4 459 1 99.58
328 1 99.42 463 1 99.62
330 1 99.45 477 1 99.66
334 1 99.47 481 1 99.7
337 1 99.49 523 1 99.73
340 1 99.51 540 1 99.77
341 1 99.53 556 1 99.81
348 1 99.55 571 2 99.89
349 1 99.57 593 1 99.92
351 1 99.59 609 1 99.96
363 1 99.62 645 1 100
376 1 99.64
390 1 99.66 Total 2,624
417 1 99.68
432 1 99.7
442 1 99.72
459 1 99.74
463 1 99.77
477 1 99.79
481 1 99.81
523 1 99.83
540 1 99.85
556 1 99.87
571 2 99.91
593 1 99.94
602 1 99.96
609 1 99.98
645 1 100

Total 4,687
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