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Abstract—The problem of malicious inclusions in hardware is an emerging threat, and detecting them is a difficult challenge. In this research, we enhance an existing method for creating assertion-based dynamic checkers, and demonstrate how behavioral security requirements can be derived from a processor’s architectural specification, then converted into security checkers that are part of the processor’s design.

The novel contributions of this research are:
- We demonstrate the method using a set of assertions, derived from the architectural specification, on a full-scale open-source general-purpose processor design, called OpenRISC. Previous work used only a single assertion on a toy processor design.
- We demonstrate the use of our checker-generator tool, called psl2hdl, which was created for this research.
- We illustrate how the method can be used in concert with code coverage techniques, to either detect malicious inclusions or greatly narrow the search for malicious inclusions that use rare-event triggers.

I. MALICIOUS INCLUSIONS

The threat of subversions in processors has gained attention over the last few years, as noted in government reports [1], academic research [2] and the media [3].

A malicious inclusion (MI) is a mechanism implanted in a processor by which an attacker circumvents a processor’s normal functionality. MIs can get into a hardware design in a number of ways, and at different stages of design: an attacker can try to compromise a processor’s high-level design, low-level design, or even make physical modifications after it is manufactured. Wang, Tehranipoor, and Plusquellic give a taxonomy of malicious inclusions and examine the challenge of detecting them [4].

Hardware security, in particular the detection of MIs in processors, is a difficult challenge. Most detection efforts to date have focused on equivalence-checking methods, in which one processor or processor design is compared with another [5], [6]. Design analysis methods to date have focused on identifying unused or rarely-used circuits [7].

The method we use for detecting MIs, originally presented by Bilzor et al. [8], takes a different approach; it is based on the following observations:
- A security policy describes behaviors that are either permitted or prohibited [9].
- The design of a general-purpose processor is usually based on some governing document, called an architectural specification, containing descriptions of permitted and prohibited behaviors, which can be modeled using assertions.
- In the published examples of MIs to date, the MIs often appear to cause a processor to express behaviors that are prohibited by the architectural specification. Therefore, the action of some MIs might be detectable at runtime as violations of synthesized assertion-checkers, evaluating those behavioral restrictions.
- Hardware engineers already use assertions to establish the functional correctness of designs [10]; it seems natural to also use assertions, which describe behaviors, to more generally identify permitted and prohibited behaviors.
- Assertions, which derive from temporal logic, can be converted into synthesizable checkers – hardware design units which model the evaluation of the assertion formula over time against a set of input values, and can be made part of the design units being checked [11].

II. MODELING BEHAVIORAL RESTRICTIONS

A. Methodology and Workflow

Bilzor et al. introduced a workflow for generating PSL-based runtime security checkers [8], but that demonstration included only a single checker, used a very simple processor model, and did not include coverage analysis, or employ a fully developed checker generator tool. The steps of the workflow are:
- In the processor architecture, identify statements which specify behaviors that are permitted or prohibited.
- Translate the text statements into PSL assertions, using the appropriate logic signals from the implementation.
- Using the available automated tools, translate the assertions into synthesizable HDL modules, called checkers.
- Attach the checkers to the design, and evaluate them under simulation or FPGA emulation, using a testbench.
- If desired, leave the checkers in the design, and fabricate them along with the processor, to facilitate detection of MIs in real time.

We follow this basic workflow in our demonstration, using our new checker-generator, and also show how it can be used in conjunction with code coverage to narrow the search for obscure MIs and triggers.
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The Property Specification Language (PSL) is a temporal logic language, designed to describe the behavior of electronic circuits over time [12]. PSL is primarily used in functional verification of processor designs in hardware design language (HDL) format, such as VHDL or Verilog. For a detailed look at PSL, the reader is referred to the excellent summary by Eisner and Fisman [13].

A “Checker Generator” - psl2hdl

For this research, we created our own tool for synthesizing PSL-based assertion checkers. Written in Python, our tool follows the example of Boule and Zilic, who developed a checker-generator method for PSL; their checker generator is called MBAC [11], [14]. We started with a PSL lexer and parser, based on the Python parsing add-on P-L-Y [15], constructed by Findenig for the SynPSL checker-generator [16], and then built our own full checker-generator, called psl2hdl. We added several new features, such as the construction and display of PSL abstract syntax trees in Graphviz format [17], addition of complex boolean functions and boolean simplifications, and support for both VHDL and Verilog output. Because the method uses automata as an intermediate representation, we also implemented a full state-minimization algorithm.

The principal advantage of synthesizable checkers is that they can be used across essentially the entire processor development cycle: simulation, FPGA emulation, and silicon fabrication. Some commercial tools support PSL assertions in simulation, but using synthesizable checkers instead makes them supportable by any HDL simulator. The minor enhancements added to psl2hdl are compared with other checker-generators in Table I.

III. DETECTING PROCESSOR MALICIOUS INCLUSIONS

The idea of the experiment is to illustrate how processor MIs can be detected at runtime. Because we designed both the checkers and the MIs, the demonstration is academic in that regard. We are not aware of any adversarial experiments in MI detection using general-purpose processors, where one group designs the MIs, and another group attempts to detect them, but we believe this is important future work.

This experimental demonstration is a proof of concept, showing how the behavior of some MIs, representative of those observed to date, can be detected using assertion checkers that are based on behavioral requirements from an architectural specification. Because the experiment is a proof of concept for a novel method, rather than a quantitative comparison between methods, the total number of MIs and checkers is not of central importance, and adding more of either would not add value to this demonstration.

First, we implemented an open-source general-purpose processor model, whose design code and supporting tools are freely available, and created several “typical” MIs targeting it, based on examples in the literature. Next, we used the text of the processor’s architectural specification to generate a set of representative security assertions, describing various prohibited behaviors, in PSL, knowing a priori that some of the prohibited behaviors would be expressed by the MIs. We converted the assertions into assertion checkers, using our tool, and installed the checkers in the design. Finally, we modified the processor testbench and firmware to run, both with and without the MI triggers, and observed the checkers, verifying that they do detect the occurrence of the prohibited behaviors in question, when those behaviors occur.

We verified the behavior of the synthesizable checkers against commercial software-based assertion-checkers, using the same PSL formulas, by observing that the synthesizable checkers (installed in the design) and the simulation-only “soft assertions” agree (hold or fail together), at all clock cycles. Although we already knew that some of the MIs we created would violate corresponding behavioral restrictions from the architecture, we used the experiment to determine the following:

- Can the behavioral restrictions be correctly translated into PSL assertions?
- Can the assertions be correctly converted into checkers? Can the conversion be done efficiently, in terms of time and space required?
- Do the checkers correctly identify the offending behaviors, with no false positives and no false negatives?

We were able to answer all these questions affirmatively in our demonstration.

A. OpenRISC Design

Because the HDL for commercial processors is protected intellectual property, we chose an open-source processor design for our demonstration. OpenRISC is an advanced open-source processor architecture, supported by many contributors, and hosted by the OpenCores organization [18]. The current CPU design is called the or1200. It has its own full MIPS-style basic 32-bit instruction set. OpenRISC processor designs have a pipelined execution unit, exception-handling units, data and instruction caches, memory-management units, a Wishbone bus, a debug unit, and support for peripherals via the bus. There are several OpenRISC implementations; the one we used for these experiments is called MINSOC, for “minimal system on chip,” designed by Fajardo [19]. MINSOC has an or1200 CPU plus on-chip memory, and includes Ethernet and UART units for input and output.

<table>
<thead>
<tr>
<th>Feature</th>
<th>SynPSL</th>
<th>MBAC</th>
<th>psl2hdl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parse All of PSL Simple Subset</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Implement All Simple Subset Assertions</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Create Synthesizable Checkers</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Implement Ranged SEREs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Generate Abstract Syntax Tree Output</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Parse All of Underlying Flavor (Verilog)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Support Built-in Function Calls</td>
<td>same</td>
<td>same</td>
<td>same</td>
</tr>
<tr>
<td>DFA Minimization</td>
<td>partial</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Full Boolean-Layer Optimization</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>VHDL and Verilog Output</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
B. Malicious Inclusions

We designed two MIs for these experiments.

MI #1 allows a software process running in the processor’s User Mode to escalate its privilege level to Supervisor Mode, and is similar to other demonstrated MIs [2]. Once a process is running in Supervisor Mode, any number of software attacks are possible, as shown in the combined hardware-software attacks of King, et al. [2]. The MI on-trigger and off-trigger are unique opcode/data combinations that are extremely unlikely to occur unintentionally.

MI #2 is designed to be able to leak data from memory out the UART port. Upon receipt of the input trigger (“Get Data”) plus a memory location, the MI copies a sequence of bytes from the memory location, bypassing the normal memory access mechanism, and sends the data back out the port. No software is involved in this attack.

C. Requirements, Assertions, and Checkers

In order to infer the processor’s security requirements, or behavioral restrictions, we reviewed the OpenRISC and MINSOC manuals for statements that dictated security-relevant behaviors. Though the manuals, like the processor design itself, are evolving, we identified around a dozen requirements that could be implemented as assertions. In some cases, the behavior of a certain signal or component may be only partially specified, i.e., it is required to behave in a certain way under certain conditions, but its behavior is otherwise not dictated. From a security standpoint, it is desirable that behaviors be fully specified - that is, a given behavior should be either permitted or prohibited, but not neither, both, or unspecified.

We implemented the ten requirements listed below, derived from the OpenRISC architectural manuals, using PSL assertions. Note there can be a one-to-many relationship between a requirement and the assertions needed to implement it, because often many signals and units, across varying components in a design, may collectively carry out a given function. For these examples, we use one or two assertions per requirement. A hardware behavior in the processor is permitted if it meets the conditions listed below, and prohibited otherwise.

1) Group 0 special registers may only be modified if the CPU is already in supervisor mode.
2) Supervisor mode is only entered from User Mode on reset startup, or exception entry.
3) Exception handling is only entered if one of the identified exception mechanisms is activated.
4) Custom instruction opcodes are permitted, but must be declared in the implementation; unspecified custom instructions are not allowed.
5) Instructions in the interrupt servicing area of memory must only be accessed during exception processing, unless the processor is in supervisor mode, or in a reset.
6) A page fault must be generated if the MMU detects an access control violation for reads and writes.
7) The UART output signals may only change if a write has been commanded from the CPU.

8) A data change to the Ethernet output at the pad should only occur if a transmit has been commanded, or during Ethernet or CPU initialization.
9) The Debug Unit’s Value and Control registers are only accessible from Supervisor Mode.

The behavioral requirements derive from the architectural specification, not the implementation, so the assertion-checkers operate independently of the design units they monitor.

D. Simulation

To create our simulation and testbench, we implemented the MINSOC system-on-chip on Mentor Graphics’ QuestaSim simulator. We used the OpenRISC toolchain to cross-compile “firmware” to run on MINSOC, including test programs that did and did not include triggers for the MIs. We modified the MINSOC simulator testbench to send Ethernet and UART input data to MINSOC from the “outside world.” The firmware includes a bootloader that sets up the memory space, execution stack, and interrupts, then hands control to the main program.

We used ps2hdl to synthesize the ten assertions above into Verilog assertion-checkers, then added the Verilog modules to the design. We ran the simulation testbench with and without the MI triggers. Without the MI triggers, the testbench operates normally, and no assertions report failures. With the MI triggers, both MIs are activated. MI #1 elevates the processor from User Mode to Supervisor Mode directly, then returns it to User Mode. MI #2 reads the trigger’s memory location, surreptitiously copies eight bytes from memory starting at that location, and sends the data out the UART.

Results summary: As expected, the assertion-checker for Requirement #2 reports a failure when MI #1 operates, and the assertion-checker for Requirement #7 reports a failure when MI #2 operates. Otherwise, all assertions hold at all times; see Tables II for full results.

<table>
<thead>
<tr>
<th>Rqmnt.</th>
<th>MI Triggers Inactive</th>
<th>MI Triggers Active</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hold</td>
<td>Hold</td>
</tr>
<tr>
<td>2</td>
<td>Hold</td>
<td><em>Fail</em></td>
</tr>
<tr>
<td>3</td>
<td>Hold</td>
<td>Hold</td>
</tr>
<tr>
<td>4</td>
<td>Hold</td>
<td>Hold</td>
</tr>
<tr>
<td>5</td>
<td>Hold</td>
<td>Hold</td>
</tr>
<tr>
<td>6</td>
<td>Hold</td>
<td>Hold</td>
</tr>
<tr>
<td>7</td>
<td>Hold</td>
<td><em>Fail</em></td>
</tr>
<tr>
<td>8</td>
<td>Hold</td>
<td>Hold</td>
</tr>
<tr>
<td>9</td>
<td>Hold</td>
<td>Hold</td>
</tr>
</tbody>
</table>

E. Adding Coverage

One important limitation of trying to detect MIs using security checkers is the difficulty in triggering the MIs, if they employ rare-event triggers. Because of this challenge, security checkers may be best employed in conjunction with other techniques. For example, in normal verification, engineers run validation tests and collect “coverage” data, which might include what percentage of the HDL assignment statements was
executed. Engineers strive for 100% coverage, and compliance with all assertions, as reasonable assurance of a design’s proper implementation [10].

A circuit testbench is a software entity that is used to drive the inputs of a hardware design in simulation, so that the proper function of the circuit under test can be evaluated. Circuits that are not exercised by the testbench are flagged as suspicious. The rationale behind this approach is that a well-designed testbench should exercise all, or nearly all, portions of a design; sections not exercised could be the result of 1) an incomplete testbench, 2) an extraneous piece of the design, or 3) rare-event-triggered malicious circuitry. Our strategy is as follows:

- Design a thorough testbench, with the goal of achieving 100% coverage.
- Implement the assertion checkers.
- If we can reach 100% coverage (all forms - statement coverage, branch coverage, FSM coverage, etc.) in all design units and all of the assertion checkers hold, then the design does not violate the security policy, as expressed by the checkers (though the design could still violate a policy requirement that’s omitted from the checkers).
- If we cannot achieve 100% coverage but the checkers hold, at least the “covered” portion of our design does not violate the security policy, as expressed by the checkers, and we can focus on the “uncovered” portions for further (manual) analysis.

By using this combination of techniques, we can detect some MIs when they do activate, and constrain our search for MIs on smaller portions of the design when they do not. To illustrate this point, Table III shows the decrease in statement coverage, in some of the “infected” design units, when the MI triggers are turned off. The larger the fraction of the design unit taken up by the MI, the larger the decrease when the MI is inactive.

Table III
TESTBENCH STATEMENT COVERAGE IN SELECTED UNITS, WITH AND WITHOUT AN ACTIVE MI TRIGGER

<table>
<thead>
<tr>
<th>Unit</th>
<th>MI Trigger Active</th>
<th>MI Trigger Inactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>uart_top.v</td>
<td>100%</td>
<td>50%</td>
</tr>
<tr>
<td>eth_rxethmac.v</td>
<td>95%</td>
<td>73%</td>
</tr>
<tr>
<td>or1200_if.v</td>
<td>100%</td>
<td>95%</td>
</tr>
</tbody>
</table>

Consider the following example. Suppose a Verilog design has a few lines of malicious code in it (which would be obfuscated in a real instance). Whenever the MI trigger is active, the circuits represented by this section of Verilog code will perform their function. Fortunately, these particular malicious behaviors are covered by some assertion-checkers. During a simulation run, executing these Verilog instructions corresponds to being “covered” during the run, such as by statement coverage (though we could also employ branch coverage and other forms). QuestaSim uses a checkmark (✓) to indicate that a statement has been covered, and an X to indicate that it has not.

In the first case, the simulation testbench has been run, but the testbench did not manage to trigger the malicious circuitry. The designer has not seen a security-checker violation, but notices that 100% statement coverage has not been achieved, since some (X) marks remain:

✓ always @(posedge clk)
✓ begin
✓ if (secret_trigger)
× begin
×   do_evil_signal <= 1’b1;
×   open_backdoor <= 1’b1;
× end
✓ end

evil_checker: (holds)
backdoor_checker: (fails)

In the second case, the simulation testbench has been run (perhaps for longer, or with a better mix of random input vectors), and this time the testbench did trigger the malicious circuitry. The designer has improved the statement coverage, possibly nearer to 100% on this module, but now the security checkers fail:

✓ always @(posedge clk)
✓ begin
✓ if (secret_trigger)
✓ begin
✓   do_evil_signal <= 1’b1;
✓   open_backdoor <= 1’b1;
✓ end
✓ end

evil_checker: (fails)
backdoor_checker: (fails)

By combining security checkers and statement coverage in this manner, we can increase our assurance that the design obeys the specified security requirements, and at the same time focus our search for MIs on smaller portions of the design, rather than analyze every line of code.

IV. ANALYSIS AND CONCLUSIONS

A. Overhead

To get a rough idea of the performance impact of adding the checkers in this instance, we synthesized the MINSOC design using the Xilinx ISE for a Virtex-5 target FPGA. With just these ten assertion checkers added, the maximum speed was not affected (79 MHz either way), and the number of logic gates used increased .03%. Checkers derived from automata generally use little space in synthesis because each state of an automaton can be modeled using a single flip-flop, and the edges use a small number of AND-gates and OR-gates. Some of the automata in our other test cases have grown as large as 20-30 states, but all the automata used to instrument the MINSOC security assertions needed five states or fewer. During the phase in which the automata are composed with one another, our algorithm continually performs boolean simplification and automata trimming, eliminating states and transitions that are extraneous.
Separate from this investigation, we synthesized a set of 65 benchmark PSL assertions, pulled from various checker-generator publications, and determined the average number of flip-flops and logic gates a checker requires. We also analyzed the MIPS architecture [20], as a commercial example, to get an idea of roughly how many behavioral requirements would need to be modeled in a processor. Combining data from these two studies leads us to conclude (see [8] for details) that the necessary power and area overhead added by a complete set of checkers will normally range from approximately 1%-5% of a processor’s total, depending on the number of requirements.

B. Soundness and Completeness

It is important to be sure the synthesized assertion-checkers behave correctly, i.e., that they properly hold or fail on a given sequence, according to the formal semantics of the PSL formula [12]. Checker generation is a three-step process: the PSL formulas are rewritten into simplified form, automata are generated from the simplified formulas, and the automata are converted to synthesizable HDL checkers.

Morin-Allory, Boulé, Borrione, and Zilic used the PVS theorem prover to prove the consistency of the rewrite rules, with respect to the formal PSL semantics [21]. We have separately performed a structured verification of the soundness and completeness of both the automata construction and the generation of HDL modules from the automata, to establish end to end correctness of the method [22]; the analysis is omitted here due to space limitations.

As a cross-check, for this research we also implemented all the PSL assertions natively in QuestaSim; on each simulation run, we confirmed that the “soft” assertions in QuestaSim behave the same as our synthesized assertions (Table II).

C. Strengths and Limitations

We assess the following as strengths of the method:

- **Persistence.** One advantage of evaluating security dynamically, rather than statically, is that static analysis of a high-level design does not account for malicious changes made afterward, to the low-level design or the physical system. Dynamic security evaluation, can detect MIs inserted after the high-level design phase (though a sophisticated attacker could emulate an MI and bypass the monitoring system at the same time; but the monitors make his task more difficult).

- **Early Frame of Reference.** Assertion-based security checkers do not rely on a trusted “golden sample” for reference; they appeal instead to requirements stated in design documents like the architectural specification. This mitigates the main problem of equivalence-checking: the trusted reference may itself be compromised.

- **Detection of Small MIs.** Physical analysis methods are limited in their ability to detect changes in a processor whose size is a small fraction (around .01%) of the overall processor size [23]. Design analysis methods, like the use of security checkers, can detect even very small changes to a design.

- **Compatibility.** Runtime security checkers can be used in concert with a variety of other techniques. For example, after designing security checkers for a processor, the processor design netlists can be obfuscated, to deter subsequent tampering, without affecting operation of the monitor units. As described above, design analysis methods that identify rarely-used or unused circuits can be applied together with security checkers in a complementary fashion.

And the following as limitations:

- **Level of Effort.** Creating security checkers for an entire design is a great deal of work to require of a processor designer, and adds to the normally significant effort of ordinary functional verification, which is closely related. The methodology also requires architectural designers to be far more complete in terms of describing permitted and prohibited behaviors, compared to the level of detail normally observed today.

- **Completeness.** Although most behavioral requirements will be dynamically enforceable, some may not be. Also, the implementation requires that every behavioral restriction in the specification be checked against every hardware module in the design related to that function; a complete implementation will often require multiple checker modules per behavioral restriction.

- **Modeling Memory.** Although the method works well for logic circuits, it does not appear well suited for storage circuits, such as cache or banks of RAM, since each memory unit would need its own checker. For these types of circuits, we believe it would be more appropriate to verify fidelity using other techniques, such as error-correcting circuits, encryption, hashing, etc.

D. Related Work

Abramovici and Bradley proposed the use of “Security Monitors” within a fabricated design, but left open the details of how to construct the monitors [24], whereas we propose a specific methodology.

Love, Jin, and Makris recently proposed a design analysis method employing theorem-proving of security properties for hardware designs. They translate an HDL specification into an equivalent form in the “Coq” language and use automated tools to assist in the proofs. Their approach differs from ours in that it is static, rather than dynamic, not synthesizable, not in a native HDL, and has been tested on a small design unit rather than a general-purpose processor [25].

Zhang and Tehranipoor proposed a design analysis method that also uses a combination of code coverage techniques and assertions, but their assertions are not synthesizable and therefore only checked in software, and their method has been tested against smaller hardware design units, rather than general-purpose processors [26].

There are several proposed methods for inferring the presence of an MI in a processor, given a trusted reference sample, by detecting physical artifacts, for example small deviations in power or timing, by Jin and Makris [6], Chakraborty et al.
E. Future Work

For our proposed technique, and others, it would be worthwhile to perform an adversarial (i.e., double blind) experiment, in which MI designers compete against processor designers, so that the defenders have no knowledge of what circuits the attackers will target. The annual Embedded Systems Challenge has had a format like this, but for smaller designs [31].

As noted by Tehranipoor, a set of standardized metrics for MI detection methods would be useful [32]. Similarly, a public corpus of sample MIs targeting general-purpose processors would be a valuable resource.
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