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Professor Allen D. Hunter

Director of the STaRBURSTT Consortia @ YSU

Director of the STEM Analytical Materials Instrumentation Facility
Department of Chemistry, Youngstown State University

One University Plaza, Youngstown, Ohio, 44555-3663
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Phone: (330) 941-7176, Cell: (330) 503-3033, Fax:, (330) 941-1579

Eugene Zakar October 18", 2012
US Army Research Laboratory, SEDD

2800 Powder Mill Road
RDRL-SER-L
Adelphi, MD 20783-1197

Re:  Final Report - ARL Grant W911NF-08-2-0057 - “National Defense Center of
Excellence for Industrial Metrology and 3D Imaging”

Dear Eugene:

Report Overview: We would like you to consider this document and its appendices as
our Final Report to you for ARL Grant 911NF-08-2-0057. In this report, are summarized the
results from our “National Defense Center of Excellence for Industrial Metrology and 3D
Imaging” project, are discussed our on-going work related to this project, and are outlined some
ideas for future activities.

Project Structure: In our Annual Project Plan, APP, and Statement of Work, SOW, for
this grant, we defined 8 inter-related Subcomponents, each with associated Activities and
Deliverables. All of these Activities have been completed and, below, are listed several
measurable outcomes that illustrate this progress.

% Subcomponent 1 - Project Administration, Management, & Sustainment - YSU Lead
Partner:

» The Center of Excellence in Industrial Metrology & 3D Imaging has been fully
established and expanded to several related areas of Metrology, 3D Imaging, and
3D Manufacturing:

* It has approximately a dozen core faculty from multiple departments in YSU’s
College of Science, Technology, Engineering, & Mathematics, STEM, (e.g.,
Chemistry, Computer Science & Information Systems, Physics, Industrial
Technology, Industrial & Systems Engineering, Mechanical Engineering, &
the new Materials Science & Engineering PhD program).

* It has close collaborators in the private sector (M*7 Technologies, Zethus
Software, and AST2 at the Youngstown Business Incubator) and public
institutions (NIST and the Ohio Supercomputer Center) who were sub-
contractors on this ARL grant.

= ]t also has non-ARL funded participants who have contributed significant
human resources to this project to date (e.g., the Youngstown Business
Incubator, YBI; Bruker-AXS; Fireline-TCON Inc.; and Materials Research
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Labs, MRL, as well as many of the leading providers of Laser Metrology
hardware & software).

> Partially because of the organizational structures developed during, and as results
of, this ARL project, YSU has recently enrolled its first class of students in its
first PhD program (hupJ/stem.ysuedwstem/phd). This program is a Doctor of
Philosophy in Materials Science & Engineering with its core strength and focus
being in Materials Characterization (composition, dimensionality, properties,
etc.). A distinguishing feature of this new PhD is that it is fundamentally
interdisciplinary in nature with all student projects having an industrial
component in their thesis. This PhD program emphasizes R&D in areas that are
tightly coupled to regional industry and economic development
needs/opportunities. This builds upon/reflects YSU’s designation of Materials
Science & Engineering as its first internal Center of Excellence. Indeed, both of
these designations mean that Materials Science & Engineering and, especially its
Analysis/Measurement/Modeling components will have first call on new external
resources, including a half dozen new faculty/staff hired in the last three years to
the program.

» Youngstown/YSU was designated as the Ohio Hub of Advanced Materials and
Software Development  (http://www.ysu.edu/marketingComm/files/articles/2407/PDF/2407 pdf,
http://www.development.ohio.gov/Urban/OhioHubs.htm). This carried $250,000 in state funds
with priority access to many of the state’s educational, training, and economic
development funding opportunities. The current Metrology project is the clearest
example of the types of collaborative projects this Hub Center is built around.

» YSU led teams have been awarded new NSF and state funding (from the Ohio
Third Frontier Program) totaling over $5,000,000 (plus internal and commercial
match) to establish new collaborative access facilities here at YSU, including:

= An Advanced Materials Characterization Lab at YSU
(http:/govemnor.ohio.gov/Default.aspx2tabid=1627)  with a  new  high-resolution
Transmission Electron Microscope, TEM, a new Focused Ion Beam, FIB,
Electron Microscope, and advanced sample preparation facilities with two
more SEM systems funded and due to be ordered this Fall. Pending and
approved grant requests to ODoD, NSF, and DOE will fund
expansion/extension of this facility which is operated in close collaboration
with Materials Research Lab (hup:/wwwmrllabeom/) and with  YSU’s
Chemical/Materials Instrumentation & Diffraction lab
(http://web.ysu.edu/gen/stem/YSU_Structure__Instrumentation_Facility_m1362.html) that closely
collaborates with vendors such as Bruker-AXS in new product development.

* This lab now has several full-time PhD level scientists, including specialists in
each of the areas of X-Ray Diffraction Methods, Electron Microscopy, and
AFM/STM that provide our users with continuing full time expertise.

* The current NSF and OBoR funds to Solomon and collaborators for the two
additional electron microscopes will include a range of new nanoscale
characterization capabilities, including Electron Backscatter Structure
Determination, EBSD, and provision and partial or full funding (depending on
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bargained discounts) of a SEM based sub-micron resolution X-Ray CT
capability.

* New OBoR funds to Simeonsson and collaborators have/are funding tools for
materials surface characterization such as FT-IR microscopy and AFM/STM.

» A Sensor Systems project (http://www.business-journal.com/ysu-ybi-m-get-million-
grant-partners-to-develop-sensor-technolog-p17374-1.htm) funded by the Ohio Board
of Regents WCSSE program to deploy and develop new Laser Imaging and
related tools is a direct follow-on to this current ARL grant — especially for the
more applied/shorter term components - and leads into the NAMII program,
see below. The WCSSE grant includes funding for both new Laser, Eddy
Current, & Ultrasound Imaging systems and Coordinate Measurement
Machines, in Youngstown that are now being applied to commercial
applications by a team led by M*7 Technologies and YSU.

* From this Metrology center grew the major new Additive Manufacturing
Initiative with funding of $69,000,000 to build the National Additive
Manufacturing Innovation Institute (NAMII), a national collaborative center
of excellence in 3D printing technologies applied to commercial

manufacturing (i.e., see: http:/namii.org/, http://www.nedmm.org,
http://www.manufacturing.gov/amp/pilot-institute html, http://www.commerce.gov/news/press-

releases/2012/08/16/obama-administration-announces-new-public-private-partnership-support,
http://www.whitehouse.gov/the-press-office/2012/08/16/we-can-t-wait-obama-administration-

announces-new-public-private-partners, http://ybi.org/news-events/69-million-federally-funded-lab-

» Currently, Youngstown State University has substantive research partnerships
with a range of industry partners, including:

e Delphi Automotive Systems, for the development of Aluminum Battery
Cables for Electric Vehicles, funded by the Ohio Third Frontier program
($1 Million).

o Polyflow (http://www.respolyflow.com/), for the Development of a Novel
Polymer Waste-to-Fuel Reactor, funded by the Ohio Third Frontier
program ($1.6 Million).

e Third Millennium Metals, for the Development of Innovative Copper
Composite materials with lower resistance and higher conductivity,
funded by the Ohio Third Frontier program ($1 million).

e M*7 Technologies, (see above).

o Fireline Inc., and Fireline-TCON Inc, for the development of Advanced
Nanocomposite Materials for Lightweight Integrated Armor Systems and
other applications, funded by the Army Research Lab, the Ohio Third
Frontier Program, and others (1.5 million).

e National Additive Manufacturing Innovation Institute, with headquarters
in Youngstown and with a YSU faculty member currently serving as
Acting Deputy Director for Workforce Development. This Institute,
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announced August 17, 2012, is rapidly advancing a technology roadmap
and sub-proposal process, in which YSU expects to play a significant role.

e The estimated total value of all current sponsored research projects with
YSU participation is approximately $8 million annually, exclusive of the
potential funding yet to be requested from the National Additive
Manufacturing Innovation Institute.

% Subcomponent 2 - Research & Economic Development - YSU Lead Partner:

» YSU’s STEM College now has a fully operational Office of STEM Research and
Technology Based Economic Development with a full time Director (with 30+
years of industrial experience) and one support staff person. The position was
nitiated from this ARL grant but is now being funded by a combination of
internal and other external sources, including both STEM College Indirect budget
and Project Management budget within State and Federal Research proposals. In
particular, the Ohio designation of Youngstown as the Ohio Hub of Innovation in
Materials Science and Software Development in 2010 has provided most of the
ongoing external funding for this position.

= This position has created databases of internal physical and human resources
skills and faculty expertise and linked them to new or enriched collaborative
projects with dozens of local/regional manufacturing companies. Each of
these collaborations is operating with funding from YSU and company
partners and most have already applied for external funding, or are currently
doing so, to deepen their collaborations. Most of these collaborations have
Materials Analysis/Metrology as one of their core foci. Related activities
include:

e The STEM College Research and Technology-based Economic
Development Director has actively promoted laser metrology technology
to several of the National Additive Manufacturing Innovation Institute
partners, including many current military suppliers. It has also supported a
successful proposal for establishing the National Additive Manufacturing
Innovation Institute, NAMII, in Youngstown, Ohio.

¢ On an ongoing basis, the STEM College seeks to leverage laser metrology
technology advancements with other industry clients, both in support of
further commercialization and in identifying additional research
collaborations.

o As an indirect result of this project, YSU has since institutionalized the
Y SU Research Foundation (http://www.ysuresearchfoundation.org), Y SURF, which
is designed to expand upon economic development opportunities which
arise from industry/university collaboration.

e Many of these activities are carried out in collaboration with the
Youngstown Business Incubator, YBI, and the regional Advanced
Manufacturing Initiative, AMI, which the availability of the new YSURF
should facilitate.
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» It was this office that coordinated YSU’s application for the Ohio Hub
designation, the newer State funded grants (above), student internships, and
for other external funding opportunities (six of which have been funded). It
provides a “one-stop” place for companies looking to build collaborations on
campus and within our region and currently involves several dozen STEM
faculty in collaborative activities it helped initiate and/or facilitate (i.e., by
coordinating the flow of internal paperwork required to initiate university-
industry collaborations). Indeed, it has played a key role in helping increase
YSU’s external funding over the last five years to levels averaging about
seven million dollars annually.

» It is noteworthy that the CRADA that was signed between YSU and NIST as part

of this project was the first between NIST and any state institution. In so doing, it
had to overcome disagreements between federal and state law and contracting
practices but now can be used as a template for similar collaborations between
Ohio and federal agencies.

% Subcomponent 3 - Metrology Education and Training - YSU Lead Partner:

» We have completed an analysis of how Metrology concepts are related to the

current National Science Standards and find that they are deeply interwoven as
one of the central themes (although referred to as measurement & analysis (for
example) rather than Metrology). They also appear to be central to the recently
released updated Standards.

Metrology concepts are interwoven throughout the K-12 curriculum and because
some aspects are part of federal/state proficiency standards they are extensively
taught in schools. As with other educational goals, actual student achievements in
this area are less certain and are highly divergent from student-to-student and
district-to-district. However, the measurement and analysis of data is so central to
the standards that they appear to be amongst the topics most likely to be
emphasized. A point-by-point comparison of these standards to the metrology
education needs is completed.

With a few exceptions outside of their medical schools and related life science
programs (where 3D imaging is an active area), colleges and universities don’t
have programs (or often even courses) explicitly called Metrology. Indeed, only
one Associate Degree program directly focused on metrology has been identified
and only a handful of STEM based course offerings are taught at the
undergraduate level. However, they are embedded deeply in the STEM
curriculum. With the recent acquisition of many of the relatively small companies
that used to dominate the metrology instrumentation area by major international
technology companies, a new wave of student friendly instrument systems (in
areas such as X-Ray CT) are being launched which should facilitate wider

implementation of these tools in the STEM curriculum (i.e., see examples from
YSU, below).

With the formation of the integrated STEM College at YSU and with the new
PhD in Materials Science & Engineering, Metrology is being explicitly integrated

W911NF-08-2-0057 Metrology. FinalReport-0-Body.2012.10.18m.doc Page 5 of 9 in Total 10/18/2012

Page 5 of 225 Pages in Total (Body of Report + Appendices)




W911NF-08-2-0057 - Metrology - FinalReport
Final Report: ARL Grant W911NF-08-2-0057 “National Defense Center of Excellence for Industrial Metrology and 3D Imaging™

into both the formal curriculum, into student research projects, and into the
consensus understanding of best practices. For example:

* Hunter has developed and twice offered a new senior undergraduate/graduate
course in 3D Imaging emphasizing X-ray Tomographic Methods (one of the
few outside of medical colleges in the US).

» Solomon and Wang have introduced and offered two new lecture/lab courses
at the senior undergraduate/graduate levels on different aspects of Electron
Microscopy.

* Linkous has introduced and offered a new integrated PhD level lecture/lab
course on Instrumental Methods in Materials Science & Engineering.

» An unexpected observation that was made during the course of this project by the
team was that the underlying mathematics, scientific principles, and best practices
for data collection, processing, & validation in metrology applications are
remarkably similar to those used for chemical/materials analysis techniques such
as Single Crystal X-ray Diffraction, SCD, and Nuclear Magnetic Resonance,
NMR, spectroscopy. It thus appears that an untapped reservoir exists of people
from these communities to “cross over” to metrology R&D and practice. Further,
various aspects of the science, mathematics, data management, and practice of
diffraction and NMR appear to be substantially more mature than those in
common use in 3D imaging. It thus seems likely that these individuals will be
able to rapidly add value to the imaging community which is experiencing a
shortage of people with high level expertise in the underlying theory,
mathematics, and its applications.

% Subcomponent 4 - Road Map Development - NIST Lead Partner:

» The team has completed the survey work and has produced a formal NIST report
(Appendix I) on the status, opportunities, & challenges of Laser Imaging
Hardware and Data Processing Software. These are based on broad surveys of
individuals and companies that are leaders in these fields.

» The team led by M*7 has completed its survey of Perceived Commercial Needs,
Opportunities, & Barriers to broader adoption of these technologies in the
Defense Industrial Base, particularly by small to medium sized companies.

% Subcomponent 5 - Meta-Data Tagging R&D - YSU Lead Partner:

> The team has carried out a broad survey of opportunities for simultaneously
collecting multi-sensor data while doing metrology studies and then fusing that
data into an integrated analysis of the test objects.

» Several particularly promising avenues for synergy were identified that are
candidates for near term commercial integration, including:

» Simultaneous collection/analysis of laser, multi-frequency, thermal, and
atmospheric correction (e.g., temperature, humidity, and pressure profiles)
information to reduce inherent uncertainties and systematic errors in
“conventional” laser-imaging studies.

W91 INF-08-2.0057 Metrology. FinalReport-0-Bady.2012.10.18m.doc Page 6 of 9 in Total 10/18/2012

Page 6 of 225 Pages in Total (Body of Report + Appendices)




W911NF-08-2-0057 - Metrology - FinalReport
Final Report: ARL Grant W911NF-08-2-0057 “National Defense Center of Excellence for Industrial Metrology and 3D Imaging”

* Exploitation of, and improvements in, routine industrial X-Ray CT Scanning
to provide simultaneous surface and interior 3D images (e.g., of surface maps
and interior volume maps) of solid objects up to several feet in diameter. This
should be routinely coupled to laser imaging to cross-constrain systematic
dimensional uncertainties.

» Integration of laser and X-Ray CT imaging systems with complementary
techniques for simultaneous measurement of surface composition (e.g., by
Raman Spectroscopy & Mass Spectroscopy) and bulk composition (e.g., by
X-Ray Fluorescence & Diffraction and Frequency Specific X-Ray
Absorption). Viable concepts for modification of commercial systems
designed for both large object imaging and high-precision sample imaging are
apparent, for example:

e The integration of laser scanners, fiber-optic Raman spectrometers, and
energy dispersive X-ray (point or area) detectors within the sample cabinet
of a CT scanner so that while it is collecting the volumetric composition
and dimensional data, complementary surface shape and compositional
data are collected.

o For conventional single crystal diffractometer hardware, it appears
feasible to add an energy sensitive X-ray area detector between the
goniostat and beam stop and/or a perpendicular energy sensitive X-ray
detector (i.e., to measure element specific X-ray absorption/fluorescence
data) and/or a Raman or other spectrometer focused on the sample to
measure chemical structure data.

» Several major instruments companies, including Bruker Instruments, have
major initiatives in this area which were, at least in part, initiated by results
from, and interaction with, the personnel involved in this Center of
Excellence.

» Using one of the several meta-data tagging approaches to fuse the raw and/or
processed data from the multi-analyzer methods together facilitates both the
simultaneous processing and displaying of these data in an intuitive fashion.
Increasingly powerful computational platforms and software tools for
multidimensional data analysis commercialized for other purposes are driving
down the costs and are increasing the ease of use of these tools.

% Subcomponent 6 - Data Handling R&D - Zethus Lead Partner:

» Zethus in collaboration with the YSU/OSC team has completed an analysis of the
data management/distribution challenges for current generation and near-term
metrology systems. Recent and ongoing improvements in both the data collection
and processing tools for metrology projects have been rapid. However, the
distribution of these data from field sites to processing sites and, often, between
different computers & operating sites within an organization is still often/typically
handled by “sneaker-net” transfer of hard drives due to bandwidth cost and
availability constraints. Current trends are predicted to result in data generation
growth rates from such applications approaching or exceeding an order of
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magnitude each year. Thus, advanced methods for pre-processing, routing, and
storing data will be required if these “pipeline/IT” issues are not to be the primary
barrier to wider & more efficient utilization of these methods. Indeed, the rate at
which data can be, and are being, collected by new and emerging systems
continues to accelerate which has a profoundly adverse impact on the data
generation to data transfer rates that are available and projected.

» One feature of high-performance CT imaging that is not widely known is that at
least some of the vendors have seamlessly integrated very advanced
computational systems/tools (e.g., 1024 node Graphics Processing Units, GPUs,
and highly efficiently parallelized code) into their systems. With relatively simple
modifications to these systems, it seems probable that they can be cross applied
more broadly to other metrology applications which should dramatically improve
their speed and user friendliness. This will allow domain experts to focus on data
interpretation & validation rather than mundane data-reduction/analysis tasks.
Indeed, the new financial and technical resources being brought to bear by
integrating CT specialist companies with larger instrumentation companies are
illustrated by the rapidly increasing rate of CT product launches and the much
lower level of user expertise many of these new systems require (e.g., see
http://www.bruker-axs.com/x-ray-micro-computed-tomography.html ).

» Perera at YSU is continuing to investigate data distribution processes in such
systems, especially via wireless networks.

% Subcomponent 7 — Error Propagation R&D - M*7 Lead Partner:

» The team has focused on surveys to establish best practices (current & future),
including topics such as ISO certification of the data collection, reduction,
processing, & analysis process.

» The team has carried out a study of how errors propagate through metrology
projects (both systematic and random) and what procedures can best be used to
reduce embedded errors and to make sure that the users are aware of the
limitations of the methods used.

% Subcomponent 8 — Data Collection, Reduction, & Processing R&D - M*7 Lead
Partner:

» Because of the rapid current and projected growth of the use of these advanced
metrology techniques, workforce availability and training issues will be a primary
limiting variable in their spread. Studies of both required skills and how these can
be trained have been carried out for metrology team members at each skill
level/job function.

» Working with internal and external team members, pathways to improved data
collection and processing strategies have been studied and specific suggestions for
how these can be commercially implemented will be presented in a technical
review.
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Future Extensions:

% Dissemination: Information about the commercial applications of these new
technologies will be primarily distributed within the framework of the NAMII
program as well as through the YSU/YBI/Commercial collaborative teams. Academic
dissemination related to these topics have been presented at national meetings, in
print, and discussed with individual organizations and companies. Additional
publications, especially related to educational applications and simultaneous multi-
method (hyphenated) instrumentation systems, see below, are expected in the near
term.

% Hyphenated Metrology Techniques: Our research has indicated both the potential
utility and challenges in simultaneous multi-method characterization of items by
hyphenated techniques such as Laser Metrology, X-ray CT Scanning, X-Ray
Diffraction, X-Ray Fluorescence, and Raman Spectroscopy as a function of variables
such as item temperature and surrounding atmosphere composition. We plan on
taking the current qualitative ideas based on physical principles and our survey of
current commercial systems to the point of Functional and partial Technical
Specifications. This will be done for proof of concept exemplars at a level that is
sufficiently detailed that the technical & vendor communities can evaluate the likely
cost of construction & operation and their likely advantages & disadvantages over
current commercial systems. This is being done in collaboration with major
instrument companies, such as Bruker-AXS, who have the resources to bring such
products to market in a timely fashion.

J

% Applications of 3D CT Imaging to the Undergraduate STEM Curriculum: In
collaboration with Bruker-AXS, we intend to support the introduction of Bench-Top
X-Ray CT systems optimized for educational/novice researcher applications as we
have done in the past for Bench-Top X-Ray Diffractometers.

Summary: Please consider this document our Final Technical Report. Our grants
accounting office has submitted a formal financial report to our contractual oversight officer at
ONR in Chicago. If you would like any other information related to this project, please let me
know. In particular, we are most excited by the opportunity to come to ARL and present a
Project Report on this Metrology grant.

Sincerely,

g ~ ;»V, ~ P

£ L

.

Dr. Allen D. Hunter, Professor of Chemistry

Appendix I: NIST - “3D Imaging Systems for Manufacturing, Construction, and Mobility”.
Appendix I1: OSC - “Remote Desktop Control and Large-Scale Data Transfer and Management:
Survey and Experiments”.

Appendix III: M*7 Technologies - “Report on the State of Industrial Metrology and 3-D
Imaging”.

Appendix IV: Zethus Software - “Data Handling Functional Specification”.
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DISCLAIMER

Certain trade names and company products are mentioned in the text or identified in an
illustration in order to adequately specify the experimental procedure and equipment used. In no
case does such an identification imply recommendation or endorsement by the National Institute
of Standards and Technology, nor does it imply that the products are necessarily the best
available for the purpose.
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Abstract

The National Defense Center of Excellence for Industrial Metrology and 3D Imaging (COE-
IM3DI) is conducting research to enable the next generation of manufacturing-centric
human/instrument/machine interactions. The generalized goal of the COE-IM3DI research is to
facilitate the transition of 3D imaging technology from one requiring highly skilled/specialized
technicians to a ubiquitous measurement capability available in real-time on the shop floor. This
long-term effort requires a detailed examination of the current state-of-the-art in 3D imaging and
projected technology development trends over the next ten years.

In 2004, NIST produced a report [1] on the then state-of-the-art of the 3D Imaging field with a
particular focus on hardware requirements for applications in manufacturing, autonomous
vehicle mobility, and construction. This report will extend that initial work (principally with
respect to software) and provide an update that will support the needs of the COE-IM3DT
research program. The specific 3D imaging areas examined include:

e Current state-of-the-art software and future software trends for 3D image data

e Current state-of-the-art hardware and future hardware trends for active 3D imaging
systems

¢ Assessing operational requirements of 3D imaging for national defense with a focus
on manufacturing, construction, and autonomous mobility

Keywords: 3D imaging; hardware survey; focal plane arrays (FPAs); LADAR; laser scanners;
LIDAR,; software survey.
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1 Introduction

The National Defense Center of Excellence for Industrial Metrology and 3D Imaging (COE-
IM3DI) is conducting research to enable the next generation of manufacturing-centric
human/instrument/machine interactions. The generalized goal of the COE-IM3DI research is to
facilitate the transition of 3D imaging technology from one requiring highly skilled/specialized
technicians to a ubiquitous measurement capability available in real-time on the shop floor. This
long-term effort requires a detailed examination of the current state-of-the-art in 3D imaging and
projected technology development trends over the next ten years. This proposed research by the
National Institute of Standards and Technology (NIST) would directly address this need.

The Construction Metrology and Automation Group (CMAG) at NIST collaborated with
Youngstown State University in support of the COE-IM3DI to produce a detailed review of the
3D imaging research and development field, provide an in-depth understanding of the current
state-of-the-art in active-sensor 3D imaging, and project development trends over the next
decade. In 2004, NIST produced a then state-of-the-art report [ 1] of the 3D Imaging field with a
particular focus on hardware requirements for applications in manufacturing, autonomous
vehicle mobility, and construction. This report will extend that initial work (principally with
respect to software) and provide an update that will support the needs of the COE-IM3DT
research program. The specific 3D imaging areas examined include:

e Current state-of-the-art software and future software trends for 3D image data

e Current state-of-the-art hardware and future hardware trends for active 3D imaging
systems

e Assessing operational requirements of 3D imaging for national defense with a focus
on manufacturing, construction, and autonomous mobility.

3D imaging (3DI) systems are used to collect large amounts of 3D data of an object or scene in a
short period of time. A definition of a 3D imaging system as taken from ASTM E2544 [2] is:

A 3D imaging system is a non-contact measurement instrument used to produce a 3D
representation (for example, a point cloud) of an object or a site.

DISCUSSION—

(1) Some examples of a 3D imaging system are laser scanners (also known as LADARs
[Laser Detection and Ranging] or LIDARs or laser radars), optical range cameras (also
known as flash LIDARs or 3D range cameras), triangulation-based systems such as those
using pattern projectors or lasers, and other systems based on interferometry.

(2) In general, the information gathered by a 3D imaging system is a collection of n-
tuples, where each n-tuple can include but is not limited to spherical or Cartesian
coordinates, return signal strength, color, time stamp, identifier, polarization, and
multiple range returns.

(3) 3D imaging systems are used to measure from relatively small scale objects (for
example, coin, statue, manufactured part, human body) to larger scale objects or sites
(for example, terrain features, buildings, bridges, dams, towns, archeological sites).

1
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The work in this report was conducted under the CRADA (Cooperative Research &
Development Agreement) ID number CN-09-5118 between NIST and Youngstown State
University and a contract between Mr. Maris Juberts, an engineering consultant and a former
NIST employee, and Youngstown State University.
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2.1 Manufacturing

Table 1. Typical Applications in Manufacturing

2 Current Applications for 3D Imaging Systems

Applications in manufacturing for active 3D imaging systems include: tooling and product/part
inspection, capturing physical geometry of parts, reverse engineering of parts and assemblies,
CAD part modeling, capturing production line equipment and manufacturing sites in 3D for
documentation and production line planning, large volume metrology, navigation and collision
avoidance for Automated Guided Vehicles (AGV), safety and security systems for automated
equipment in assembly line operations. Table 1 contains a list of the main features and salient
characteristics of active 3D imaging methods used in manufacturing applications.

Some shadowing

Type of 3D imagin Main features & salient Typical range for . L
methods ¢ characteristics un)g;rtainty %alues (DS SODICALICES
Triangulation (active) 1D, 2D, & 3D illumination 0.02 mmto 2.00 mm  Reverse engineering,
Depth of field (DOF) <4 m’ quality assurance,
High measurement rate (10 to CAD part modeling,
1000) kHz' part/assembly
Most require scanning inspection

. Low cost
Pulsed Time-of- light beam illumination 5 mm to 50 mm* Machine, production
Flight (TOF) DOF>10m" line,
(scanning) Requires scanning building, infrastructure
Good measurement rate (1 to modeling and
250) kHz' documentation
Good in bright ambient (outdoors)
Multiple pulse return detection-
possible
AM (Amplitude light beam illumination 0.05 mm to Tooling, reverse
Modulated) TOF- DOF: (1 to 100) m’ 5.00 mm* engineering, inspection,
(scanning) Requires scanning metrology of larger
High measurement rate (50 to parts and assemblies.
1000) kHz' CAD part modeling.
May be affected by bright ambient
light Machine, industrial site
Primarily used indoors & infrastructure
modeling and
documentation.
FM (Frequency light beam illumination 0.01 mm to large scale dimensional
Modulated) TOF- DOF<10m’ 0.25 mm* metrology
(scanning) Slow scanning rate (0.01 to
2.0) kHz'

Highest detection sensitivity
Lowest power requirements
High dynamic range

Most expensive

3
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Type of 3D imaging

Main features & salient Typical range for

______methods ______characteristics uncertainty values Typlczll appllcatlmi )
AM TOF Entire FOV Illumination +] cm Navigation & safety
Focal Plane Array Non-scanning systems for AGVs &

Narrow FOV 40° x 40° typical other mobility
Largest array size 200 x 200 platforms.
Real-time operation up to 100 Real-time perception for
frames per second (fps) industrial robots &
Typical DOF: (0.5 to 30) m assembly line
equipment and safety
Limited operation outdoors. systems.
Low cost
Confocal Optical Flying spot scanning in two <10 pm Subsurface 3D imaging
Coherence dimensions — relatively slow of translucent or
Tomography Broadband light source — low opaque materials.
& White Light coherence. Non-destructive
Interferometry Short standoff distances & limited material tests.
to a few millimeters of depth Reverse engineering of
imaging small parts.
Parallel Optical Uses CCD camera or CMOS smart <10 pm Subsurface 3D imaging
Coherence pixel arrays. of translucent or opaque
Tomography (pOCT)  Fast measurement rate: up to 10 3D materials.
fps. Non-destructive testing
Broadband light source — low of parts and materials.
coherence. Reverse engineering of

Short standoff distances & limited
to a few millimeters of depth

imaging

small parts — such as
MEMS devices.

* Beraldin, J.A., “Basic Theory on Surface Measurement Uncertainty of 3D Imaging Systems,” Proceedings of
SPIE-IS&T Electronic Imaging, Vol. 7239, 2008.

2.2 Construction

The majority of the 3DI systems used in construction are time-of-flight instruments. Common
applications include surveying, volume determination, clash detection, creating as-built models,
dimensional checking, tolerance checking, and topographic mapping. The use of 3DI systems
has the added benefit of allowing the work to be performed at a safe distance, e.g., bridge or road

surveying.

Typical characteristics of 3DI systems used for construction applications are:

e horizontal fields-of-view (FOVs) of 360°

o vertical FOVs of 80° or better

¢ measurement uncertainties on the order of millimeters
¢ maximum ranges from about 50 m to over a kilometer.

3DI systems have been used by various state Departments of Transportation (DOTs) for land and
highway surveys. The 3DI systems used for these types of applications have maximum ranges of

4
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100 m to 200 m. For volume determination (e.g., mining, excavations) and topographic
mapping, systems with longer maximum ranges are more efficient. 3DI systems used for clash
detection and for the creation of as-built models typically have maximum ranges of 50 m to
200 m. Systems used for tolerance checking have ranges of 50 m or greater and measurement
uncertainties on the order of millimeters or better.

2.3 Autonomous Mobility

Applications in mobility systems for active 3D imaging systems include: Automated Guided
Vehicle and other industrial vehicle navigation and collision avoidance; military autonomous
Unmanned Ground Vehicle (UGV) navigation, terrain mapping and collision avoidance;
automotive collision avoidance, mapping and surveying. Table 2 contains a list of the main
features and salient characteristics of active 3D imaging methods used in mobility systems
applications.

Table 2. Typical Applications in Mobility Systems.

Type of 3D
imaging

Typical range for

Main features & salient .
uncertainty values

Typical applications

methods

characteristics

Pulsed TOF
(scanning)

Light beam illumination 5 mm to 50 mm
Multiple scanning planes & laser/

detector pairs

Wide FOV available DOF >100 m

Measurement rate > 1 million pixels

per second

Good in bright ambient light

(outdoors)

Capable of multiple pulse return

detection

Military UGV autonomous
navigation, terrain mapping
and collision avoidance.
Automotive collision
avoidance

Mapping and surveying.

Pulsed TOF
(non-scanning)

Focal Plane
Array

3D illumination-high power 2cmto 5cm
Non-scanning

Variable narrow FOV

DOF > 10 m up to kilometers

Up to 256 x 256 array size

Measurement rate typically > 30 Hz

Good in bright ambient light

(outdoors)

Capable of multiple pulse return

detection

Robotic vehicle navigation,
mapping, security and
targeting.

AM TOF
(non-scanning)
Focal Plane
Array

Entire FOV 1llumination
Non-scanning

Narrow FOV 40°x40° typical
Largest array size 200 x 200
Real-time operation up to 100 fps
Typical DOF: (0.5 to 30) m
Limited operation outdoors

Low cost

Navigation & safety systems
for AGVs & other mobility
platforms.

Real-time perception for
industrial robots & assembly
line equipment and safety
systems.

Automotive safety systems.

5
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3 Current State-of-the-Art (2010)

3.1 Introduction

A 3D imaging project involves the following basic steps:

1. Selecting a location that minimizes occlusions.

2. Setting the instrument on a stand or tripod. Depending on the instrument, the instrument
can be attached to a tribrach and centered over a point below the tripod.

3. Collecting data from several locations — see Figure 1. This is necessary since a 3DI
system is a line-of-sight instrument and thus, data from several different locations are
needed to obtain a full 3D model. The data is stored in the laptop/PC that controls the
instrument or on memory cards in the instrument.

4. Exporting the data.

5. Registering the data. Registration is defined as the process of determining and applying
to two or more datasets the transformations that locate each dataset in a common
coordinate system so that the datasets are aligned relative to each other [2]. Sometimes
registration to a global reference frame (e.g., state plane) is required in a project.

6. Processing data. “Final data processing can represent a significant effort on some
projects--a structure that is scanned in 4 hours may take as much as 40 hours or longer
to process the data to a CADD compatible format. The software used for processing
scanned datasets is a critical component in the overall efficiency and economy of the
process. [3]"”

13

Figure 1. Multiple scan locations (indicated by the small square boxes) are needed to fully model a building
and cover obscured areas. In practice, additional scan locations may be needed due to occlusions from
vegetation or other objects between the building and the scanning instrument. Figure taken from [3].

6
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A general workflow for a 3D imaging project is shown in Figure 2. The hardware primarily
affects the planning and data collection stages and the software primarily affects the data
processing, data analysis, and modeling stages. The hardware and software are described in
more detail in the remaining sections of this chapter.

Input: Project Planning
specifications, (e.g., site visit, type of 3DI system, instrument
required locations, constraints (e.g., site, access), permits/
deliverables clearances, QA/QC procedures)

Data collection

(e.g., system calibration, instrument settings, data registration, data
QA/QC, data export)

l

Data processing
(e.g., data registration, data filtering, data segmentation, data export).

!

Data Analysis and Modeling
(e.g., fitting primitives, creating 2D plans and 3D models, error
analysis, visualization, data export, archiving data).

Application

(e.g., interference/collision detection, inspection, planning
monitoring, documentation)

Figure 2. Simplified workflow for a 3D imaging project.

7
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3.2 Active 3D Imaging Hardware

This portion of Chapter 3 covers the hardware portion of the current state-of-the-art and ongoing
research in active 3D imaging technology as it currently exists for a variety of industrial,
automotive and military applications. It supports the needs of the National Defense Center of
Excellence in Industrial Metrology and 3D Imaging (COE-IM3DI) research program at
Youngstown State University and updates the 2004 NIST report [1] on next generation 3D
imaging systems for applications in manufacturing, construction and mobility. Section 3.2.1
provides an overview of the hardware approaches.

3.2.1 Commercial Technology Overview

As stated earlier, active optical 3D imaging technology is widely used in many diverse
applications such as: reverse engineering (3D modeling), heritage and architectural preservation,
ground surveying (terrestrial, mobile terrestrial, aerial), automated manufacturing (assembly,
inspection), AGV (automated guided vehicle) guidance and safety systems, automotive collision
avoidance, obstacle and target detection and tracking, UGV (unmanned ground vehicle)
autonomous driving, and medical diagnostics. New improvements and new product
developments could increase the use of this technology in many other market areas. Active 3D
imaging systems use lasers or broadband spectrum light sources to illuminate surfaces in a scene
of interest and to generate a 3D digital representation (range map or point cloud) of the surface.
Each range measurement is represented in a spatial coordinate system (a matrix) where the row
and column indices are a function of the orthogonal scan angle or some regular interpolated grid
in the x and y directions. Each cell in the matrix can contain the corresponding depth
measurement (z values), calibrated (x, y, z), or any other attributes such as color or uncertainty
[4]. The processing and display of the range data can directly provide the geometry of the
surface of an object or the scene in an environment which is relatively insensitive to background
illumination and surface texture.

The following sections will provide a breakdown of the most commonly used measurement
principles/approaches that are currently being used in commercial systems. Because of the
limited scope of the hardware study, the main focus will be on laser based optical triangulation
approaches and optical time delay (TOF measurement) approaches. For the same reasons,
scanning techniques and devices will not be covered. Overviews of this topic can be found in [1,
5]. Some coverage will also be provided on the emerging, wider use of Optical Coherence
Tomography, which uses a low coherence (broadband light) interferometric approach for very
high resolution range imaging. A survey of some currently available hardware products and
research prototypes is included in Appendices A and B.

3.2.1.1 Breakdown of Optical 3D Imaging Hardware by Range Measurement
Technigues

The most common optical active 3D range imagers utilize the basic measurement principles of
(1) triangulation, (2) time-of-flight, and (3) coherent time-of-flight or interferometry. Figure 3

8
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shows the family of optical 3D range/shape measurement techniques. These techniques mostly
use light wave illumination sources in the wavelength range of 400 nm to 1600 nm (visible and
near infrared (NIR) spectrum). This section will summarize the basic measurement principles of
each approach. Microwave and ultrasonic wave techniques will not be included in the

description.

Contactless 3D shape measurements

v I
Microwave Light wave Uitrasonic weve
L=3-30mm L=05-1pm r=01-1mm
(10 - 100 GHz) (300 - 800 THz) (0.3 -3 MHz)

i 1
Triangulation Interferometry Time-of-flight (TOF)
depth detection by depth detection by depth detection by
means of geomelrical means of optical coherent means of opticel modulation
angle measuremernt time-of-flight measurement time-of-flight measuwement

Figure 3. Family tree of non-contact 3D shape measurement techniques {6}.

3.2.1.1.1 Triangulation

Laser-based, triangulation scanning represents the most commonly used approach in industrial
applications. Figure 4 illustrates the principle of active triangulation range measurement.

- object
& r\
:—a\\\ object triangle
— | ~
2= : \\
N
! N, |
| |

light source X

Figure 4. Principle of active triangulation range measurement [7].
9
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Laser-based, triangulation 3DI systems project a laser spot or stripe onto the object being
measured and then use a linear or 2D array detector to locate the illuminated area on the object
being inspected or measured. The light source, the illuminated area on the object, and the
detector form a triangle as illustrated in Figure 4. Lange provides a basic overview of the laser-
based triangulation measurement technique in his 2000 doctoral dissertation [7]. Much of the
following text comes from that dissertation.

With a laser spot projection, 3D information can only be gained by scanning the laser spot over
the scene and sequentially acquiring a point cloud of range measurements. A much faster
approach is to project a light stripe onto the scene. By replacing the position sensitive linear
detector with an imaging array, a 2D distance profile can be measured with a single
measurement. The scan has to be done in only one direction to obtain a 3D point cloud of the
scene. The laser stripe 1s the most common approach used in applications where fast
measurement rate is important. Further advanced techniques even use 2D structured light
illumination and 2D imaging to perform 3D triangulation measurements without scanning. The
most important members of this structured light group are phase shifting projected fringe,
greycode approach [8], phase shifting moiré [9], coded binary patterns, random texture [10] or
color-coded light. They typically use LCD (Liquid Crystal Display) projectors for the projection
of the structured patterns. This category of imaging sensors is not covered in this report.

3.2.1.1.2 Time-of-Flight Techniques

Light waves travel at a velocity (c) of approximately 3*10° m/s through the earth’s atmosphere.
There is a class of measurement methods which take advantage of this knowledge by measuring
the time delay created by light traveling from an illumination source to a reflective target and
back to a detector located in close proximity to the position of the illumination source. The light
beam travels a distance which is twice that of the distance to the reflective target. Figure 5
illustrates the most basic principle of a time-of- flight (TOF) ranging system (a pure “pulsed”
time-of-flight range measurement principle). A very short laser pulse (0.5 ns to 5 ns) is used to
start a timing circuit. Once the detector picks up the reflected signal, it immediately stops the
timer. An extremely accurate clock is required to achieve measurements with small errors. The
distance, d, to an object is equal to (¢ * TOF delay divided by 2).

10
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) [ : d
N YD) Nlumination
A\ Source | 4=c*TOF delay/2
STOP

START

(—

Detector

Figure 5. Fundamental principle of a “pulsed” time-of-flight range measurement technique (adapted from
Lange [7]).

Time-of-flight range measurement systems use either pulsed modulation or continuous wave
(CW) modulation of the illumination source. Figure 6 shows a “family tree” of the different
types of modulation signals used in time-of-flight range measurement systems. The three main
categories are: pulsed modulation; CW modulation and pseudo-noise modulation. Pseudo-noise
modulation will not be covered here.

11
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Time-of-Flight Measurement

f q 1
I Pulsed 1 cw Pseudo-nolse
Modulation ]_ Modulation Modulation
- S _— 1
AM AM FM AM
Homodyne Heterodyne Chirp Sequential
Phase-shift ZF-phase Modulation Phase Coding
Lightbeam Lightstripe Lightvolume
{1D-lllumination) (2D-lllumination) (2D-lllumination)
0D-detector 1D-detector l 2D-detector
0D-mixer 41D-mixer | 2D-mixer
2D-scanner 1D-scanner No-scanner

Figure 6. “Family tree” of the different types of modulation signals used in Time-of-Flight range
measurement systems. (adapted from Lange [7}).

Continuous wave modulation techniques can be further broken down into the following sub-
categories: Homodyne Amplitude Modulation (AM) (single modulation frequency) phase shift
techniques; Heterodyne AM (multiple modulation frequencies); Frequency modulation chirp
(linear frequency sweep of the coherent wavelength source) modulation; and AM sequential
phase coding [11]. The technical details for these techniques will be described in the following
section.

3.2.1.1.3 Interferometry time-of-flight range measurement techniques

Single or multiple wavelength interferometry and Optical Coherence Tomography (OCT) can be
classified separately as a third active range measurement technique. The most basic
interferometer setup (the Michelson interferometer) is illustrated in Figure 7.

12
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Reference
Cooperative Mirror

Surface [
{.: Beam Spliter
j Directional
;‘1 light source

=
L Light
AZ =K (W/2) detector

Figure 7. Working principle of Michelson interferometer (adapted from Beraldin [4]).

The following basic overview of the interferometric technique comes from the Lange dissertation
[7]. In the figure, a monochromatic and coherent laser beam is split into two rays by a beam
splitter. One ray is projected to a reference mirror (constant reference path) while the other is
projected on the object/target (variable measurement path). Both rays are reflected back to the
beam splitter, which projects the rays onto the detector electronics where the interference is
measured and counted. A movement of the object away or towards the sensor results in a
constructive interference peak being observed each time the object moves by a multiple of the
laser’s half wavelength. By counting the min-max transitions in the interference pattern, the
relative distance of object motion can be determined at an uncertainty on the order of the laser
light’s wavelength (X) or better. The technique can be interpreted as a time-of-flight principle,
since the runtime (time delay) difference between the reference and measurement path is
evaluated. Lange also provides the following overview of other interferometric approaches and
associated references in his dissertation [7]:

“Several other interferometer setups can be found, for example in [12] or [13]. The
principal drawback of classical interferometers is that absolute distance measurements
are not possible and the unambiguous distance range is as low as half the wavelength.
Enhanced approaches overcome this restriction. One nice example is Multiple-
wavelength interferometry, where two very closely spaced wavelengths are used at the
same time. [This allows] beat frequencies down to GHz or even MHz range [to be]
synthetically generated, enabling absolute measurements over several tens of centimeters
at /100 resolution [6, 14). Especially important for high sensitivity 3D deformation
measurements Is the electronic speckle pattern interferometry (ESPI), where a reference
wave front interferes with the speckle pattern reflected by the investigated object. With a
conventional CCD camera the speckle interferogram, carrying information of the object
deformation, can then be acquired. Like conventional interferometers, ESPI can also be

improved in sensitivity and measurement range by the multiple-wavelength technique
[14].

Another way to enlarge the measurement range is to use light sources of low coherence
length. Such interferometers (white-light interferometry or low-coherence interferometry
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[15]) make use of the fact that only coherent light shows interference effects. If the optical
path difference between the measurement and reference paths is higher than the
coherence length of the light, no interference effects appear. For a path difference of the
order of magnitude of the coherence length, however, interference takes place. The
strength of interference, depends on the path difference between the reference and object
beams, and thus absolute distances can be measured. Interferometry finds its
applications predominantly for highly accurate measurements (2/100 to 2/1000) over
small distances ranging from micrometers to several centimeters.”

Because of the limited scope of the hardware study, further detailed technical description of the
traditional/classical interferometry approaches is not be provided here. An overview on these
techniques can be found in the 1999 Handbook of Computer Vision and Applications [16]. On
the other hand, since low-coherence or Optical Coherence Tomography (OCT) has generated a
lot of interest in the medical diagnostics community (especially in ophthalmology applications)
and now in manufacturing applications, further information and references will be provided. The
following material is a summary of information on OCT available at:
http://en.wikipedia.org/wiki/Optical_coherence tomography.

This coherent approach uses either a white (broadband) light source (such as super bright LEDs)
or femtosecond laser pulses and uses short/low coherence interferometry to generate interference
distances of only a few micrometers. The light source is used to penetrate through opaque or
translucent material or tissue samples to generate reflectance range data to resolutions better that
10 pm. Light interaction is broken into two paths — a sample path and a reference path. The
reflected light from the sample and the reference signal are optically mixed to produce an
interference pattern. The interferometer strips off any scattered light outside the short coherence
interference length. Because of the exceptionally high range resolution, this approach has gained
acceptance in the manufacturing community — especially where it is necessary to obtain precise
3D imaging inside translucent or opaque materials. To generate 2D data sets (cross section
image of the object) a scanning of the object can be accomplished by using a translation stage to
move the object. This is also called single (confocal) OCT. To generate a 3D data set
(volumetric image) an area scan must be done. This can be accomplished by using a CCD
camera as the detector (does not need an electro-mechanical scan). By stepping the reference
mirror and taking successive scan images, a 3D volumetric image can be constructed. The only
limitation of this approach is the short standoff distances and imaging of less than 3 mm below
the surface of opaque materials. Additional information on OCT technology can be found in [17,
18].

3.2.1.2 Technical review of most common range measurement approaches used
commercially

3.2.1.2.1 Laser scanning techniques for active triangulation range imaging

The National Research Council (NRC) of Canada was one of the first organizations to invent and
develop the triangulation based laser scanning approach [19]. Since then they have published
many papers on the topic, which are available as NRC documents. A summary of the basic
principles of triangulation systems is in this report. Technical details can be found in the
following NRC and other publications [4 , 20-24]. Beraldin, et al. [23] provides an explanation
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of the basic principles in the triangulation range measurement concept. The following is a
summary of the principles, applications and limitations of the approach presented in [23].

The triangulation approach for 3D imaging is primarily used in applications where the range to
the object being scanned is less than 10 m. There are three categories: (1) short range imagers
for standoff distances of less than 0.5 m, (2) medium sensors for distances of 0.5 m to 2 m, and
(3) larger sensors for distances between 2 m to 10 m.

In basic triangulation, the angles of the similar triangles which are formed by the object triangle
and image triangle are measured indirectly by using the ratio of two distances (based on law of
cosines). This ratio is shown in Figure 4 to be

z _x
h™ x
since the angle a is the same in both triangles,
z=hxZ Eq. 1

The basic measurement principles of active triangulation imaging is shown in Figure 8 and
Figure 9 where Figure 8 shows a single laser spot range measurement and Figure 9 depicts the
approach used for object scanning.
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Figure 8. Active triangulation based single spot laser range measurement. [23].
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Figure 9. Active triangulation based scanning type laser ranging. From NRC publication [23].

For a single spot laser range measurement , as shown in Figure 8, the shape of the similar
triangles are determined from angles o and Ap relative to the baseline distance d. In Eq. 1,
substituting d for x, f; for 4, and p for the measured position x’ on the detector results in the Z
equal to

d

If the laser is scanned over the object using a deflection mirror, as shown in Figure 9, the
coordinates of the z and x measurement can be calculated using simple trigonometry. The value
of z for this configuration is now

2= 1o X ¥ Fotand)

The additional term fp tan 8 in the denominator is due to the displacement on the detector from
the scanning angle 6 in the object triangle.

The NRC paper continues by describing some of the limitations of the scanning triangulation
method. The standard deviation of error in the z value, o, is given by

2

_ VA
) 4

where o}, is the standard deviation of the error in measuring p. It appears that the uncertainty in z
can be lowered by increasing the detector focal length f; and the baseline distance d.
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Unfortunately, this is misleading because shadow effects increase and overall stability of the
sensor structure decreases with increasing values of d. Also, since the field of view ¢y of a
conventional triangulation sensor is given by

P
@ =2tan! (—)
x 2f0

where P is the length of the position detector, a compromise has to be made when selecting the
parameters for a desired application and performance. The paper points out that triangulation
sensing performance can be improved by using a scanning scheme that was developed by Rioux
[20] that allows a large FOV to be achieved even with small triangulation angles. This scheme is
illustrated in Figure 10. With this approach, the instantaneous FOV of the position detector
follows the deflection angle of the laser beam. A sensor using this scheme can achieve a wide
FOV with small optics and a small baseline.
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Figure 10. Auto synchronized scanner: a) single scan axis scanner and b) dual axis scanning. [23].

When using laser triangulation scanners, full 3D image data sets can be achieved by moving the
scanner or by using galvanometers to drive the laser beam displacement mirrors along the x- and
y-axes in order to produce a raster range image. For metrology applications, laser line scanners
are typically mounted on Coordinate Measuring Machines (CMMs); however, if lesser
performance is acceptable, they can be mounted on a rotation stage or a translation stage to
achieve full 3D imaging.

In another more recent NRC publication [4], Beraldin describes the intrinsic uncertainty of
active optical 3D imaging measurement techniques. He states that range measurement
uncertainties for each class of active 3D imagers can be represented by a single equation that
depends on the signal-to-noise (SNR) ratio. If SNR is assumed to be greater than 10, then the
range uncertainty, &,, can be shown to be

K

O, =~
" VSN

-
~
:I
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K is a constant which depends on the range measurement methodology used. For laser based
triangulation scanners

72 1
(f d) BW

~
~

where Z is the distance to the surface being scanned, f'is the focal length of the detector collector
lens, d is the sensor baseline distance, and BW is root-mean-square signal bandwidth. Although
speckle noise does affect active triangulation based measurement performance when SNR is very
large, in most cases, performance (range of operation) is primarily limited by the geometry of the
sensor. Typical values of range uncertainty for active triangulation-based 3D imaging sensors is
between 0.02 mm to 2 mm. In addition, the paper states that the depth-of-field (DOF) and
measurement rates for these sensors are typically less than 4 m and between (10 to 1000) kHz,
respectively. More in depth description of other contributions to the measurement uncertainty
can be found in publications [25-27].

3.2.1.2.2 Time of Flight Measurement Techniques

The 2004 NIST report [1] describes in detail the fundamental time-of-flight measurement
techniques used in 3DI systems that were available at that time. This report will not attempt to
duplicate this effort but will summarize the fundamental science of each approach, list the
advantages and limitations, and cover some of the most common applications. Expanded
discussion will be provided on advances being made in focal plane array technology and
particularly for real-time applications where either the sensor or the scene is in motion.

(1) Pulsed Modulation (Pure pulse TOF)

A typical setup for direct TOF laser-based 3DI system is illustrated in Figure 11.
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Figure 11. Typical setup for a direct-time-of-flight laser-based 3D imaging system.

One very obvious improvement over the triangulation scheme is that the laser illumination
source and the detector operate synchronously, producing full range data sets without any
shadowing. Essentially, the illumination beam and detector beam can be made collinear. By
keeping the laser pulses very short (a few nanoseconds or even a few hundred picoseconds), a
large amount of light energy can be transmitted, thus reducing the effects of background
illumination and producing a high signal to noise ratio. The large signal to background
illumination ratio reduces the need for the detector to have a high sensitivity and high signal to
noise performance. This high signal to background illumination ratio allows for long distance
measurements even under bright ambient conditions. Also, the low mean value of the optical
power that is used, is extremely important in preventing eye damage, especially if the laser
wavelength is in the IR (infrared) range [7].

One drawback of the pulsed TOF measurement approach is the need for the receiver electronics

to have a large bandwidth. Currently, the maximum attainable bandwidth that is commercially
attainable is limited to about 15 GHz'. This means that the achievable range resolution (AR) is

AR =

N o
w| -

where B is the bandwidth of the receiver electronics. AR is typically no better than 1 cm.

Range uncertainty for the various range measurement methods can be expressed as:

! From a Bridger Photonics presentation.
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6, = K
" JSNR
The value of K for pure pulse TOF ranging is:
c
K = E Tr

where T; is the rise time of the laser leading edge. Typical values of range uncertainty are
between 5 mm and 50 mm for pulsed modulation approaches [4].

If low range uncertainty and high range resolution are important, the pulse duration should be
kept as short as possible. Some 3DI systems have been operated with laser pulses as short as
250 ps [28-30]. Femtosecond pulse operation has also been demonstrated, but this topic will be
described under the coherent laser radar part of the discussion. “Super resolution” algorithms are
another way of improving range uncertainty. This is a process of combining information from
multiple images to form a single high resolution image. Information on these algorithms can be
found in [31] and [32].

There are other limitations that factor into performance of pure TOF 3DI systems:

(a) Laser sources used in generating short duration high optical peak power pulses generally
have low repetition rates [typically (1000 to 250 000) pulses/s)]. This tends to limit the
acquisition rates of single emitter/single detector scanning devices. The highest
repetition rates have been achieved using microchip laser sources in combination with
single photon Geiger-mode APDs (avalanche photodiodes) [28-30]. This limitation can
be overcome by using large area flash focal plane array (FPA) detectors or by using
multiple laser/detector pairs on the scanning mechanism. These will be covered in
Section 3.2.2.4 under the topic of real-time active 3DI systems.

(b} Because of imperfect optics and atmospheric dispersion, the illumination beam expands
with range. Figure 12 shows the divergence characteristics for an uncompensated
microchip laser beam and another for a diffraction-limited optics laser beam. If the
unambiguous range of the distance measurement is very large (> 50 m), the reflected
return signal will contain multiple target reflections that are within the cone of the
dispersion beam. A possible time domain range profile is shown in Figure 13. Most
commercial grade pulse imagers average the values of the reflected returns and present
only a single measured value. This results in phantom points being generated along
vertical and horizontal edges of objects [1]. Some producers, however, offer multiple
return features such as: reporting first and last return, more than two returns, or even
multiple time slicing and range measurements following an initial detected return [33,
34].
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Figure 12. Laser beam divergence and beam diameter at 100 m for an uncompensated MicroChip Laser
Beam and for a Diffraction-Limited Optics beam.
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Figure 13. Full time-domain profile return response for a 1ns pulse imager (courtesy Night Vision Lab).

(2) Amplitude Modulated Continuous Wave (AM-CW) (phase-based measurements)

Another way of measuring TOF is by modulating the laser beam with a continuous wave signal
and then measuring the phase difference between the emitted signal and the reflected/return
signal. This measurement approach is represented in Figure 14. The distance d to the object is
given by:

AD c
4 Tt fam

where A¢ is the phase difference and fay is the modulation frequency.
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The unambiguous interval, L,, for the range measurement approach is given by:

L = G
“ 2 fAM
modulation
frequency: >
-
outbound / f =20 MHz N L,=M2=75m
sugnal\ \ a=cff=15m \
return '
signal /
Ay
Thus.... ‘
50 ns
< Z e

Apof2n=Adof 7.5 m

Figure 14, Phase-based measurement of TOF. The unambiguous range Lu is set by the wavelength of the
modulation frequency.

For a modulation frequency of 20 MHz, the value for the ambiguity interval is calculated to be
7.5 m. If we assume a phase measurement resolution of 0.01° then range resolution is about
0.25 mm [23].

Higher modulation frequencies will improve the range resolution, but, will also reduce the
unambiguous range of the measurement system. One way of maintaining good resolution over
large ranges is by using several modulation frequencies (known as heterodyne operation). The
lower frequency signal is used to establish the unambiguous interval for the longest measurement
distance within which the higher frequency measurement is located. The latter technique has
been implemented in imaging products provided by Z+F, Basis Software and others [1].

The general form for calculating the measurement uncertainty for the phase-based approach is

[1]:
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2
A2 1+K7
~ 47N K (SNR)

where N is the number of equally spaced places the signal is sampled along a given wavelength,
A is the modulation frequency wavelength and K is the modulation contrast which is given by:

_ 014z
K==

where a; is the amplitude of the transmitted modulation signal and a; the amplitude of the
received signal.

An example of the calculated range uncertainty for a phase based Homodyne 3D imaging system
is illustrated in Figure 15 for a variety of modulation contrasts and possible SNR figures. If the
available modulation contrast is selected to be 0.1 and the SNR of the detection process is
assumed to be 70 dB, then the range uncertainty is about 1.1 mm [1].
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Figure 15, Range uncertainty of an AM-CW Homeodyne 3D imaging system based on CMOC photonic mixer
technology as a function of modulation contrast (K) and SNR for a single modulation frequency of 20 MHz
and a sampling constant, N, of 8 [35].
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There are many ways of improving the signal to noise value for a sensor, such as: averaging a
large number of samples (often thousands of samples for each measurement); using higher power
illumination sources and more efficient optics; higher efficiency photoelectron production in the
detector material; and having a digitizing system with enough bits to resolve the higher
resolution count. Implementing some of the methods can result in much improved range
measurement uncertainty values [1]. Typical range uncertainty values for AM-CW approaches
are reported in [4] to be between 0.05 mm to 5 mm for ranges from 1 m to about 100 m.

There are several variations of this approach which should also be discussed. These are:

(a) AM Homodyne 3D imaging
One way of measuring the phase shift between the transmitted and received signals is
by synchronously demodulating the signal in the detector through a process known as
“photonic mixing”. This is a cross correlation process (sampling at specified phase
locations of the modulation signal) which allows for the direct derivation of the phase
angle. This sampling approach of the mixed transmitted and received signals is
illustrated in Figure 16.

P oot =20 MHz, T=50 ns

1 A,

Figure 16. Illustrated “photon mixing” solution where the signal is sampled at an interval of 7/2 along the
resulting waveform [7].

Sampling the mixed signal at the detector at intervals of /2, or four equally spaced
temporal points, and using the discrete Fourier transform, allows for the calculation of
the phase delay, signal amplitude, and signal bias. Further in-depth discussion of this
approach can be found in [1, 7, 35,36 ].

The physical implementation of this measurement approach can take the form of a
focal plane array detector. Miniature 3D imagers have been built by CSEM,
PMDTec, Canesta and possibly others which take advantage of custom built
CMOS/CCD(complementary metal-oxide semiconductor/charged couple device)
technology: [www.CSEM.com, www.PMDTec.com, www.canesta.com ]. The scene

24

Page 43 of 225 Pages in Total (Body of Report + Appendices)




W911NF-08-2-0057 - Metrology - FinalReport

is illuminated using an LED array which matches the FOV of the detector optics. The
optical signal is typically modulated at 20 MHz which has an ambiguity range of

7.5 m. The phase delay is measured by each pixel in the detector array. Array sizes
of 200 x 200 have been achieved in commercial products. The results achieved with
this approach are full frame (array size) range images generated at video frame rates
or higher. Claimed values for range resolution and range uncertainty by developers
are in the 1 mm range.

The main drawback of this approach has been the inability of the CMOS detector
electronics to limit the effects of bright sunlight. This results in a very large value for
signal bias value (B), which significantly reduces the signal to noise ratio for the
sensor. That is the reason why they have been primarily used in indoor environments.
Recently, however, the use of ambient light suppression techniques and laser based
illumination are being considered as approaches for overcoming this limitation
[www.PMDTec.com].

(b) AM-CW Heterodyne 3D imaging
As explained earlier, one way of maintaining good resolution over large ranges is by
using several modulation frequencies (known as heterodyne operation). The lower
frequency signal is used to establish the unambiguous interval for the longest
measurement distance within which the higher frequency measurement is located.
The technique has been implemented in imaging products provided by Z+F, Basis
Software and others [1]. An in-depth discussion of this approach can be found in a
paper by Schwarte [37]. Although a 0.001 mm range resolution has been reported by
one company (under best conditions), typical values are at about 0.1 mm. Typical
values of range uncertainty are between 0.5 mm to 5 mm (depending on the range).

(¢) Combination of CW and Pulsed Modulation (taken from Lange [7])

“A combination of both CW modulation and pulsed modulation would be ideal,
combining their specific advantages of (1) better optical signal-to-background ratio
than available from pure CW-modulation, (2) increased eye safety due to a low

mean value of optical power and (3) larger freedom in choosing modulation signals
and components. Combination in this content means, for example, a (pulsed sine)
operation, i.e. a sequence of 1ms high power sine modulation followed by 9 ms of
optical dead time. This dead time can be used for example for post processing

tasks”. This technique has been implemented by Trimble in their CX model scanner
[product survey at www.gim-international.com ]. Range uncertainty is about 2 mm at
50 m distance.

(d) AM-CW Chirp Modulation

In this variation of the traditional AM-CW approach, a linear chirp amplitude
modulation signal is used instead of a single frequency. This approach, developed at
the Army Research Lab (ARL) by Stann et al. [38], is based on an approach
developed for radar [39]. The modulation signal, which looks like the one in Figure
17, is fed into a wideband power amplifier that generates the current drive signal to a
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semiconductor laser diode. The result is a laser light i1llumination beam whose
intensity is frequency modulated linearly over the chirp bandwidth.

e e

AMPLITUDE

Time
Figure 17. Linear Chirp. Frequency sweep of AM modulation signal (courtesy of ARL).

A custom built self-mixing electronic detector generates a photo-current which is the
product of the local oscillator waveform with that of the reflected return signal. This
is similar in effect to the photonic mixing technique described under the Homodyne
approach. The electronic mixing process results in an intermediate frequency fir being
generated which represents the difference between the emitter signal and the reflected
signal. The frequency of this signal is proportional to the target range and is
equivalent to the measurement of the phase delay in the traditional AM-CW
approach. Figure 18 shows the waveforms in the chirped AM-CW modulation
approach. The intermediate frequency signal is then processed with a fast Fourier
transform (FFT) to obtain the time domain calculation of A¢. Barry Stann describes
the details of the approach in [38] and determines that the equation for range
resolution is given by:

c

AR = >3F

where AF is the difference between the start and stop frequencies of the chirped AM
modulation signal. An experimental breadboard was built by ARL where AF was
equal to 600 MHz. Therefore, the achievable range resolution is equal to about

250 mm.
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Figure 18. Chirped AM/CW ranging concept. A self-mixing detector is used to measure the
product of the local oscillator optical waveform and the reflected return signal — producing the
intermediate frequency f;; (courtesy of ARL).

Although the initially attained value does not appear to be very high, there are ways
to improve range resolution [40]. The main advantage of this approach is that it can
be used to recover the time history of multiple target reflections during the time
duration of the modulation sweep signal. The AM-CW Chirp approach has generated
interest in the commercial sector, however, there are no such products available at
this time. The main limitations of implementation include: complicated chirp-
generation electronics; limited frequency response of the tunable laser source; and
more difficult post processing electronics, especially if a large array implementation
is planned.

(3) Coherent Laser Radar or FM-CW Chirp Modulation

In coherent laser radar detection, a part of the illumination laser source and the reflected return
signal from an object are optically mixed in a heterodyne detector where the optical interference
signal 1s measured. However, it is more common to have a separate Local Oscillator (LO) and to
use mode locking to synchronize the LO to the illumination source. A simplified diagram of the
coherent laser radar approach is shown in Figure 19.
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Figure 19. A simplified diagram of the coherent laser radar approach.

In this approach, the LO power being applied to the optical mixer can be adjusted independently
to any desirable level (up to the point where it saturates the detector). This feature greatly
amplifies the interference portion being detected at the detector. The advantage of this approach
is that the signal amplification takes place in the optical domain before any thermal noise is
detected in the electronics. This can result in a very high SNR in the detector. A description of
the fundamentals of the measurement concept is provided in Chapter 2.4 of the NISTIR 7117 [1].
More detailed information is available from Kammerman [41] and Gatt [42].

A common hardware implementation of this approach is called the FM-CW Chirp laser radar
where the wavelength of the laser source is swept linearly using an FM approach. Figure 20
shows the FM chirp approach and the time delay separation between the transmitted signal and
the return signal. One way of changing the wavelength of the laser source is through thermal
excitation of the laser cavity. Another way involves the use of mechanical piezoelectric
actuators to control the length of the laser cavity. This approach requires a very repeatable linear
wavelength sweep control system in order to achieve high range resolution and very low range
uncertainty values. This requirement is the hardest thing to achieve with this design, however,
solutions have been implemented at Nikon Metrology (formerly Metric Vision), Boeing and
Bridger. Typical bandwidth of the FM chirp is 100 GHz over a sweep duration of 1 ms. The
mathematical validation of the measurement approach is provided in Chapter 2.4 of the NISTIR
report [1] along with an implementation scheme provided by Nikon Metrology Inc./Metric
Vision. Figure 21 shows a typical implementation of an FM-CW chirp laser radar (courtesy of
Nikon Metrology Inc./Metric Vision) Chapter 2.4 of the NISTIR report [1] also provides a
technical description of the achievable theoretical range accuracy for this kind of a sensor. Much
more detail is provided in [41, 42 ].
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Figure 20. Example of FM-CW chirp concept in measuring time delay between the transmitted and reflected
laser signals.
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Figure 21. Typical implementation of a FM-CW chirp laser radar (courtesy of Nikon Metrology Inc./Metric
Vision).

The equations for calculating range uncertainty values for the FM-CW chirp approach are
provided in [4]. As described earlier, the range uncertainty &, for laser based range imaging
techniques can be expressed by

6, =

=)

For the FM-CW chirp modulation approach, K is given as

29

Page 48 of 225 Pages in Total (Body of Report + Appendices)




W911NF-08-2-0057 - Metrology - FinalReport

Vi

© 21 AF

Typical values for range uncertainty are given as 0.010 mm to 0.250 mm for depth of field
measurements of less than 10 m. Because of the large time duration for each FM sweep interval
(1 ms), range measurements are obtained at rather slow rates (typically between 0.01 kHz to

1 kHz). However, if extreme high resolution and low range uncertainty values are necessary for
metrology 3D imaging applications, this approach is hard to beat.

3.2.1.2.3 Interferometric-based Optical Coherence Tomography

As mentioned earlier in the introduction to the active 3D imaging concepts, optical coherence
tomography (OCT) has gained considerable interest in the manufacturing applications area. This
is because of the sub-micrometer depth resolution which has been achieved by this technique.
OCT is basically a low-coherence interferometric (white-light interferometry) technique which
uses white (broadband) or near-infrared light sources to generate interference distances in the
sub-micrometer range. In addition, the use of near-infrared wavelength light allows the light to
penetrate into opaque and transparent materials thus generating high resolution tomograms of the
internal structure of a material.

Much of the following technical description is taken directly from the 2006 dissertation by
Stephen Beer at the University of Neuchatel in Switzerland[18]. Because of the length and
complexity of the thesis, only a portion of the introduction is used to describe the fundamental
measurement concept. Although the main goal of the thesis was to realize a very fast and robust
3D OCT imaging system with the use of parallel OCT techniques, it provides a technical
overview of the traditional OCT approaches and lists many of the references on this topic.

“OCT and the related technique white-light interferometry for surface detection is based on
low-coherence interferometry. A typical interferometric set-up is the Michelson
interferometer shown in Figure 7. The beam splitter divides the optical wave from the
source into two paths and recombines them after they have been reflected by mirrors. The
recombined wave is detected by an optoelectronic device. If the light from the two beams is
at least partially coherent, i.e. the phase fluctuations of the two waves are related instead
of being completely random, the two waves interfere. This means that the detected optical
power depends on the difference of the lengths of the two paths. Typically, the power is
sinusoidally modulated as function of the optical path difference with a period
corresponding to the wavelength. The interferogram is the measured optical power at the
detector as a function of the position of one of the two mirrors called reference mirror. If
the illumination source of the interferometer is coherent, e.g. a laser, the signal modulation
stretches over a large interferometer arm length difference of up to many meters. If the
source is so-called low temporal coherence, such as an light emitting diode (LED) or a
thermal lamp, the width of the modulated packet, called coherence length, becomes very
small and may even be of the order of a micrometer. If now the reference mirror is moved
in a controlled manner and the optical signal is analyzed to detect the signal modulation,
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the position of the static mirror can be detected unambiguously with a precision
corresponding to half of the coherence length. In OCT, the static mirror is replaced by a
sample, and since every reflecting interface of the sample generates a signal modulation at
the corresponding reference mirror position, cross-sectional images can be acquired even
through scattering material [43, 44].

Most systems exploiting the above explained time-domain (TD-) OCT principle, acquire a
depth scan for one lateral position of the sample at a time, a so-called A-scan, then move to
a laterally neighboring position to acquire the next scan, and so on. Cross-sectional or
volumetric images are then composed of a multitude of A-scans. Real-time volumetric
imaging, which is a requirement for many applications, is with this principle only
achievable by the use of extremely fast axial scanners. By replacing the single-spot
detector by a detector array, a three-dimensional image is acquired by one depth scan[45-
47). This so-called parallel OCT (pOCT) or full-field OCT also reduces the complexity and
cost of the systems.”[18].

“Recently frequency domain (FD-) OCT principles, alternatively referred to as spectral
domain (SD-) OCT, have gained a lot of attention due to their high sensitivity even at low
illumination powers. Instead of mechanically scanning the optical delay between the sample
and the reference path as in the presented TD-OCT, the optical spectrum of the detected
signal is analyzed. The depth profile is then generated by means of Fourier transformation.

Spectrum analysis can be either be done sequentially, e.g. by changing the center wavelength
of a monochromatic tunable laser, which is referred to as swept source (SS-) OCT, or
simultaneously for example by means of a broadband illumination source, a grating, and a
CCD or CMOS line sensor, usually called Fourier-domain OCT.

FD-OCT offers and advantage in sensitivity compared to TD-OCT, especially for low light
level applications [48,49]”[18]. This is discussed in more detail in Chapter 4 of Beer’s
thesis.

Beer concluded that

“the performance of an OCT system is characterized by the following properties: the number
of acquired voxels per complete two-dimensional or three-dimensional image, the axial and
lateral resolution, the depth range, the acquisition time, the dynamic range, and the
sensitivity, which represents the smallest detectable reflection. These properties are all
related and physically limited by the choice of the illumination source” [18].

3.2.2 Research Overview

At the start of the active optical 3D imaging study in 2009, representatives of commercial
product developers and research organizations were contacted to determine their interest in
contributing information and material on advanced research for the 3D hardware portion of the
study. Appendix A contains the names of the organizations contacted. Because of company
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policies and new government restrictions on releasing information on critical technology to the
public, only a limited number of respondents contributed research material for this publication.
Therefore, the topics selected represent only a small fraction of the ongoing research. Interested
participants contributed information and expert opinions on the needs and solutions for various
applications in manufacturing, industrial metrology, automotive safety, the military, dynamic
perception, and mobility. These cover many of the needed 3D imaging solutions described in
Chapter 4. Some of the presented material is in the form of technical synopses provided by the
contributors, while others are technical summaries or text material taken from published
documents.

3.2.2.1 Experimental femtosecond coherent LIDAR

The NIST Laboratory in Boulder, Colorado has developed an experimental femtosecond
coherent 3D imaging system that has the ability to achieve better than 1 pm range measurement
uncertainty even at large-range ambiguity. They also claim the following very desirable
features: high precision, speed, low light level operation, multiplexing capability, flexibility and
spurious reflection immunity.

It uses two Mode-Locked coherent broadband fiber laser frequency comb sources. One is used
for the target signal pulses and the other for the time delayed LO pulses (slightly different
repetition rate). The following is a short description of the approach provided by Nathan
Newbery at the NIST Boulder office:

“The dual comb LIDAR system can be viewed in two different ways — either as a very fine
resolution “time-of-flight” system or as a very dense multi-wavelength interferometer.

In terms of the “time-of-flight” picture, the pulses from the signal source are transmitted
out and reflected off the target. The second “LO” source then samples the returning
LIDAR pulses with very high time resolution. This operational picture is very similar to
a down-sampling oscilloscope where the LO pulse provides the sampling time gate that is
slowly “walked through” the returning signal. The result is that we map out the electric
field of the returning signal pulses. (While standard time-of-flight measurements would
Just measure the intensity of the returning signal pulse, we measure the full electric field.)
By measuring the time of arrival of the pulse envelope, we can obtain a coarse range
measurement, with a range ambiguity of 1.5 m set by the laser repetition rate. Since the
measurement is coherent, we also measure the phase of the optical carrier wave. From
this carrier phase, we obtain a fine range measurement with a range ambiguity given by
the optical wavelength, just as with a CW laser interferometer. If the course range
measurement is sufficiently precise, we can determine the absolute range to within an
optical wavelength (=1.5 um). At that point, we can use the interferometric range
measurement for finer precision. Figure 22 shows this basic concept and is directly taken
from our Nature photonics article” [50].
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Figure 22. Time-of-flight picture. (a) Ranging concept. A high repetition rate “signal” source transmits
pulses that are reflected from two partially reflecting planes (glass plates): the reference (r) and the target (t).
The reference is a flat plate and yields two reflections, the first of which is ignored. Distance is measured as
the time delay between the reflections from the back surface of the reference flat and the front of the target.
(b) The signal pulses are detected though linear optical sampling against a local oscillator (LO). The LO
generates pulses at a slightly different repetition rate. Thus, every repetition period (7), the LO pulse “slips”
by AT, relative to the signal pulses and samples a slightly different portion of the signal. Consecutive samples
of the overlap between the signal and LO yield a high-resolution measurement of the returning target and
reference pulses. Actual data are shown on the right side where each discrete point corresponds to a single
digitized sample and only the immediate overlap region is shown. (c) The measured voltage out of the
detector in both real time (lower scale) and effective time (upper scale) for a target and reference plane
separated by 0.76 m. A full “scan” of the LO pulse across the signal pulse is accomplished every =100 us in
real time and every = 10 ns in effective time. Two such scans are shown to illustrate the fast, repetitive nature
of the measurement. Also seen are two peaks in grey which are spurious reflections of the launch optics.

“As stated above, the system can also be viewed as a very dense multi-wavelength
interferometer. The coherent pulsed sources are really frequency combs — they output an
entire comb of different wavelengths of light at once. Through the use of the second comb, we
essentially configure the system so that each one of these wavelengths of light is used in its
own individual CW laser interferometer and provides its own range measurement. This
system then is similar to a conventional multi-wavelength interferometer (MWI) except that
we have many, many (thousands) of different wavelengths involved. Through the standard
MWI approach of combining the range measurements from all these individual CW
interferometers, we acquire an absolute range measurement with high precision. The use of
the combs, as opposed to conventional swept CW lasers, allows us to do this quickly, with
only two laser sources, and with very low systematic errors.” [50].
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Performance advantages of the femtosecond 3D imaging system are provided in comparison to
the FM modulation (chirp approach) coherent laser radar approach:

“The resolution of any laser system is set by the system bandwidth divided by the signal-
to-noise ratio. The dual comb system can have significantly more bandwidth than
conventional FM modulated laser radar and therefore can provide significantly higher
range resolution. There are three advantages to the dual comb system vs. FM modulated
coherent laser radar:

1) Resolution: Much higher effective modulation bandwidth is possible (THz vs. GHz)
with a corresponding improved range resolution (or, equivalently, reduced signal-to-
noise ratio requirements for the same range resolution).

2) Speed: Multiple modulation frequencies are transmitted at once for this system as
opposed to sequentially in a typical fm modulated approach. As a result, we can
determine an absolute range more quickly in a given range ambiguity window. Sampling
rates of at least 5000 measurements per second can be achieved.

3) Accuracy (low systematics): Significantly lower systematics are possible since there
are no cyclic errors. The reason for this is that the simultaneous transmission of multiple

modulation frequencies allows us to observe and “gate out” spurious reflections that
would otherwise lead to cyclic errors, a major systematic in other ranging systems. We
note that this control of systematics is hard to quantify but is potentially one of the most
beneficial features of the system.” [50].

This system is still a lab research instrument and has not been implemented with a scanner.
However, if implemented, the features offered by this system would make it a high performance
laser-based 3D imaging system that could be used for large-scale metrology applications. Issues
of sensor complexity and cost would have to be resolved in order for this approach to be
developed into a useful and cost competitive 3D imaging product for industrial and other
applications.

3.2.2.2 Active laser stabilization during linear sweeps for FMCW chirped LADAR

This technical synopsis was provided by Brant Kaylor of Bridger Photonics and is reproduced
with his permission.

Bridger Photonics (Bridger) has developed a new design for a frequency-modulated continuous-
wave (FMCW) LADAR system that utilizes an actively stabilized swept laser source and a
heterodyne receiver architecture similar to that of microwave radar systems. The system offers
tremendous optical bandwidth and extremely linear chirps, thus producing extremely high range
resolution and very low measurement noise.

“A detailed diagram of the FMCW technique is shown in Figure 23. Bridger’s
innovation enables extremely linear chirps over enormous optical bandwidths to produce
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unprecedented resolution and precision. The frequency chirped laser light passes
through a splitter, with the transmit portion passing first through an optical circulator
and then towards a distant target object. Light that returns from the target is time
delayed by tp= 2R/c, where R is the distance to the object and c is the speed of light.
This time-delayed light is collected, passes out of the circulator to be recombined with
the portion of the original chirped light that is not time delayed called the reference or
local oscillator. When the recombined light is detected, a constant frequency offset exists
between the two chirps as a result of the time delay. This appears as a heterodyne or
“beat note” which has a frequency fyeas = k1p = 2kR/c, where K is the chirp rate in Hz/s.
The distance to the object, R, can therefore be determined by measuring the beat note
Jfrequency. As before, the range resolution AR of this LADAR technique is given by AR =
¢/2B, where B is the bandwidth of the optical chirp. Typically, FMCW chirped LADARs
have much better range resolution because the optical bandwidths that they can cover
are much larger. The maximum range window or beat note that can be measured is often
limited by the bandwidth of the digitizer used and can reach large distances ( > 1 km).
Note that by delaying the reference path, the range window can be shifted, so that an
object could be examined tens of kilometers away.”

Combiner
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Figure 23. (Top) The setup for an FMCW chirped heterodyne LADAR system. (Bottom) The optical
frequency versus the sweep time for the local oscillator and delayed return signal.

“To date, Bridger has achieved range resolutions of 47 um and precisions of 86 nm.
These results utilized an optical sweep linearized over 5 THz with frequency residuals
below 200 kHz (4 parts in 10°) [51). These results are shown in Figure 24. In the
interest of clarity, Bridger measures resolution as the full-width half-maximum of the
range peak for a single-point return and precision as the standard deviation of the least-
squares peak fit.”
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Figure 24. (Top) A frequency sweep from the SLM-H laser system shown covering more than 4 THz of
optical bandwidth. (Middle) The residual sweep errors from linearity showing a 170 kHz standard deviation.
(Bottom) Two range profiles for (grey) an unstabilized sweep with 400 mm FWHM and (black) a stabilized
sweep with 47 pm FWHM.

The following is a list of some of the main advantages offered by the new FMCW laser radar
system design:

1. Extremely high range resolution and precision.

2. Sensitivity to very low light levels. Bridger’s system relies on heterodyne detection and
thus is sensitive to very low light return levels. Bridger has demonstrated a unity SNR
point of less than 100 aW (or 1 x 107 W).

3. Low bandwidth receiver electronics. FMCW systems rely on heterodyne detection to
measure the frequency offset between the return light and local oscillator. This
Sfrequency offset is typically on the order of (1 to 10) MHz, significantly less than the
bandwidth of the optical sweep.

4. Flexible resolution and measurement speed. Bridger Photonics has developed a variety
of systems to offer resolution from 50 um to 5 mm at update rates of 1 Hz to 30 kHz. At
present, the Bridger system can achieve precisions < 100 nm at 10 Hz and < 1 um at
100 Hz.

5. Large range windows and stand-off distances. Through active stabilization, Bridger has
produced very linear chirps with long coherence lengths. In practice, the analog-to-
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digital converter is often the limiting factor. To date, Bridger has demonstrated 100 m
range windows and up to 14 km stand-off distances.

6. Robust, compact, low cost, commercial off-the-shelf components. Bridger leverages the
extensive development of components in the telecom band (1.5 um) to enable robust,
compact, low cost systems. Existing systems are housed in standard 483 mm (19 in.)
rack-mounted enclosures.

3.2.2.3 Non-scanning parallel optical coherence tomography (pOCT)

CSEM in Switzerland has developed a non-scanning parallel OCT — white light interferometer
sensor which is being marketed by Heliotis ( http://www.heliotis.ch ). This is part of the EU
project SMARTIEHS (http://www.ict-smartiehs.eu:8080/SMARTIEHS/publications ) [52] to
develop a massively parallelized interferometry based OCT system for testing and characterizing
of MOEMS (Micro- Opto-Electro Mechanical Systems) structures. CSEM is in charge of
developing a pOCT 3D imaging system which has a spatial array size of 150 x 150 pixels. This
action was taken because the current state-of-the-art inspections systems perform serial
inspection of each MOEMS structure individually. This procedure is too time consuming and is
not suited for mass production needs. SMARTIEHS is expected to decrease inspection time of
wafers by a factor of 100 which will cut production costs and shorten the time-to-market.

The following material on the new massively parallel inspection approach comes from the
chapter on Photonics from the CSEM 2008 Scientific and Technical Report
(http://www.CSEM.ch ).

“A new inspection approach has been developed in the EU project SMARTHIES [52].
With the introduction of a wafer-to-wafer inspection concept, parallel testing and
characterization of tens of MOEMS structures within one measurement cycle has been
made possible. Exchangeable micro-optical probing wafers are developed and aligned
with the MOEMS-wafer-under-test. Two different probing configurations, a 5 x 5 array of
low-coherence interferometers (LCI) and a 5 x 5 array of laser interferometers (L), use
an array of 5 x 5 smart-pixel cameras featuring optical lock-in detection at the pixel level

[53].

This smart-pixel image sensor dedicated to optical characterization of MOEMS, called
SMOC, offers processing of the detected intensity signal at each pixel. In an
interferometer, this functionality enables to pre-process the interference signal in order
to increase measurement speed and accuracy. The SMOC imager, with its 150X150
pixels, features background suppression and direct I-Q (smart pixel) demodulation [18].
Global shutter allows integrate-while-read operation. The sensor has column-parallel
10-bit ADCs and 5 output pads operating at 41.5 MHz each. Maximum frame rate of
more than 400 fps (frames per second) at full resolution is supported. Higher frame rates
can be achieved by region-of-interest (ROI) sub-frame viewing. On the digital side, a
Sfully programmable sequencer has been implemented. The camera composed of the 5 x 5
synchronously operating smart-pixel imagers has a CameraLink-interface running at
3 Gbps.
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The principle of the camera module allowing individual mechanical adjustment of each
imager module is shown in Figure 25.

A prototype of the smart-pixel imager is under development and will be taped out at the
beginning of 2009. Further versions will have quadrupled number of pixels (300 x 300)
and a significantly increased frame rate (more than 9 kfps).”
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Figure 25. Schematic representation of the SMARTHIES camera module - from the pixel to the high-speed
interface to the PC. (from SMARTIEHS website link [S2] — Newsletter N.2).

In a report issued in April of 2010, SMARTIEHS reported that the design of the massively
parallel inspection system has been completed and that two single channel demodulation
detectors have been tested. The multi channel system is expected to be completed in 2010.
Further information can be obtained directly from the SMARTIEHS web site:
http://www.ict-smartiehs.eu:8080/SMARTIEHS/publications

As mentioned earlier, Heliotis has developed several fast 3D microscopy products based on the
pOCT concept developed at CSEM. In addition to inspection of micro-optical components (such
as MOEMS), pOCT products are also being used in biological tissue and other medical imaging,
for inspection of surface mounted devices and die and wire bonds, and inspection of injection
molded parts. This represents just a sampling of potential applications for this fast growing
technology.
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3.2.2.4 Real-time active 3D imaging for dynamic perception applications

An area of active optical 3D sensor research and product development that has demonstrated
rapid growth in the last 10 years is in real-time 3D imaging for mobility or dynamic perception
applications. Focal point arrays, multi-laser/multi-planar scanning sensors and now Micro-
Electro-Mechanical Systems (MEMS) based laser scanning sensors are being built by
developers to demonstrate their use for improving perception in autonomous and semi-
autonomous vehicles for navigation/collision avoidance, non-contact safety systems, automated
material handling, and other industrial, commercial, transportation and military applications.
The interest in non-scanning FPA technology has grown quickly and will be covered first.

The FPA designs use either pulsed laser or AM modulated homodyne techniques for range
measurement. There are no moving parts used for laser scanning and only a single laser pulse or
AM modulated sampling period is used to measure the range image of the FOV at each pixel of
the APD array. Although 256 x 256 APD arrays have been built for pulsed laser mode
operation, the most common size currently available as a product is 128 x 128. Since the APD
approach seems to be best suited for narrow field-of-view applications, some developers are
placing these sensors on precision pointing stages (for stitching scenes together) or scanning the
detector FOV to generate larger FOV data sets.

A. Custom CMOS/CCD FPA Technology

Several developers have produced compact, low cost, real-time 3D imaging systems that take
advantage of custom CMOS/CCD technology and employ the AMCW Homodyne range imaging
approach. They are stand-alone camera systems which typically have used LED light emitting
array (in the IR signal range) continuous wave signal illuminators which are modulated in
amplitude. The reflected signal from the scene travels back to the camera, where the TOF is
measured by recording the phase delay between the signals. The signal phase is detected by
using a synchronous demodulating scheme. The largest array that is available is a 200 x 200
FPA and frame rates of 100 Hz have been achieved. Performance outdoors was poor in some
earlier versions, but developers are designing laser-based illuminators or are developing ambient
compensation circuitry at the pixel level to overcome these limitations. Because of their low
cost, these types of systems are being increasingly used in automotive, robotic (both military and
industrial) applications.

Two of the leading developers of custom CMOS/CCD 3D imaging cameras, PMDTec and
CSEM, contributed material for the research part of the active 3D imaging technology study.

(1) PMD Technologies (in Siegen, Germany) and their partners/shareholders Audi and ifm
have mass produced and sold over 100 000 sensor units and have generated over 25
patents. They were first to introduce a 204 x 204 pixel array camera and are now
exploring the production and qualification of a non-scanning imager for automotive
safety applications. The automotive sensor is expected to provide real-time object and
pedestrian detection and tracking to a measurement range of about 60 m. The
unambiguous range of the sensor is set to 120 m by lowering the AM modulation
frequency. This is the maximum possible measurement range if sufficient illumination

39

Page 58 of 225 Pages in Total (Body of Report + Appendices)



2

W911NF-08-2-0057 - Metrology - FinalReport

power is used. The B-Muster PMD camera has sufficient optical power to obtain range
measurements out to 60 m from vertical surfaces. The sensor also uses patented
suppression of background illumination (SBI) circuitry in each pixel in order to allow the
sensor to operate in bright sunlight conditions. The FOV of the sensor is expected to be
about 50° horizontally, however, if a larger FOV is desired, multi-camera operation can
be achieved using different frequency channels. Figure 26 shows how the sensor and
illumination sources can be mounted on a vehicle.

() i (d)

Figure 26. Hlustration of a PMD camera mounted on a vehicle: (a) PMD Muster camera, (b) IR LED
illumination lamps, (¢) Internal car setup, (d) Schematic of car setup.

In 2010, PMD introduced the PMD (vision) CamCube 3.0 camera. With a 200 x 200
pixel array, the sensor is the highest spatial resolution all-solid-state TOF 3D camera that
is currently commercially available.

Research activities at PMDtec include: building progressively larger and larger pixel
array sizes with smaller and smaller CMOS technologies, increasing frame rates to over
100 fps, providing onboard camera CPU/DSP (digital signal processing) capabilities to
increasingly enhance onboard intelligent 3D image processing for advanced data
visualization and intelligent control systems.

CSEM and their marketing partner MESA in Zurich, Switzerland also develop and
produce AM-CW Homodyne FPA 3D imaging cameras. They use CMOS technology to
miniaturize and to reduce cost and power usage in their product. The MESA 3D FPA
imager, the SR4000, has an array size of 176 x 144 pixels and can be operated at a frame
rate of as high as 54 fps. Although the application areas are similar to those being
addressed by PMD, their main focus is on industrial applications, and they have made a
tremendous effort to provide stable and repeatable range imaging measurements in very
demanding shop floor environments. Even though they have implemented in-pixel
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background light suppression capability, this is not the main emphasis of the product
design. Therefore, the SR4000 is not intended for use in bright sunlight.

CSEM has been in the research and development business of active optical 3D imagers
for close to ten years and was first to successfully demonstrate the capabilities of the
lock-in based concept in 3D imagers at the pixel level. They were also one of the first
companies to develop and demonstrate the parallel optical low coherence tomography
(pOCT) concept. In recent years, they have concentrated their research effort to further
miniaturizing the TOF cameras while improving range measurement performance and
lowering power usage. The SR4000, marketed by MESA is only (4 x 4 x 4) cm® in size,
requires less than 6 W of power, and has a range measurement uncertainty of less that
+ 1 cm. Figure 27 shows a picture of the camera and Figure 28 shows 3D range images
taken with the camera. Higher modulation frequencies (up to 80 MHz) can be used to
further improve the range resolution. The research base at CSEM is very broad and
includes:

o Ultra low power — single chip digital cameras (2 mW)

e High speed — 2D imaging (1000 fps to 2000 fps)

e Ultra high speed — line sensors (80 000 fps)

e Very high dynamic range miniature video cameras (> 140 db)
e High resolution optical encoders ( 100 nm)

e X-ray imaging systems

e Phase contrast X-ray imagers

Additional information covering research to extend capabilities of optical TOF 3D imaging can
be found in [54].

Figure 27. Picture of the MESA SR4000 3D imaging camera.
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Figure 28. Single frame range images taken with the MESA SR4000 3D camera.

(3) Canesta, in Sunnyvale, California, is also developing CMOS-based FPA 3D cameras that
perform like the cameras available from PMDTec and CSEM. Similarly, they also use
the continuous wave AM phase-based approach for measuring the TOF at each pixel in
the detector array. Custom 3D imaging detectors are provided to existing customers for
specific applications and embedded systems, but are also provided to academic
organizations for research purposes. The detectors are 64 x 64 pixel arrays than can be
implemented with background illumination suppression circuitry and with two different
AM modulation frequencies in order to increase the unambiguous range of operation
(http://www.canesta.com ).

B. Avalanche Photodiode Array (APD) FPA 3D Imagers

(1) Another FPA imaging concept which has matured in the last five years and is being
introduced to the sensors market by Spectrolab/Boeing ( http://www.spectrolab.com ) is
the Geiger-mode APD array. This imaging technology was originally developed and
demonstrated by MIT Lincoln Labs. Under a technology development agreement,
Spectrolab has taken over the research work and is making improvements to the design to
make it suitable for volume production, reduced cost, and improved stable and reliable
performance. The following description of Geiger-mode operation comes from Section
4.1 of Chapter 7 in the NIST book publication on Intelligent Vehicle Systems [55]:

“In order to achieve enhanced ionization which is responsive to the arrival of a
single photon, Lincoln Labs have developed a “Geiger-mode” (GM) avalanche
photodiode (APD) array that is integrated with fast CMOS time-to-digital
converter circuits at each pixel [56). When a photon is detected there is an
explosive growth of current over a period of tens of picoseconds. Essentially, the
APD saturates while providing a gain of typically > 10°. This effect is achieved by
reverse-biasing the APD above the breakdown voltage using a power supply that
can source unlimited current.”
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Some of the early work by Lincoln Labs, using a GM APD 32 x 32 FPA LADAR can be
found in SPIE conference publications [28, 57].

“MIT also reports [29] that they have extended their earlier work with silicon
based APDs by developing arrays of InGaAsP/InP APDs, which are efficient
detectors for near-IR radiation at 1.06 um. These detectors are 32 x 32 pixel
arrays, with 100 um pitches. Figure 29 shows the key elements that are integrated
into a package for Geiger-mode operation. In the figure, light enters the array
from the top and is focused by the microlens array onto the detector array. About
70 % to 80 % of the light is captured and focused onto the detector pixel
elements. The overall detector efficiency with the microlenses is in the order of
30 % to 35 % thus considerably increasing detector efficiency. The thermoelectric
cooler is necessary to reduce the dark current rates in order to keep the LADAR
time-of-flight gates open for times in excess of 1 us. This is adequate for many
LADAR applications.”
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/ APD chip
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Figure 29. Cross section showing key elements integrated into package for Geiger-mode APD arrays
(courtesy of MIT/LL).

Additional details of the Geiger-mode APD approach can be found in Chapter 5.3 of the
NISTIR 7117 report [1]. It describes the differences between p-n photodiode detectors,
linear-mode APD detectors and Geiger-mode APD detectors. The chapter also describes
the active quenching circuitry needed for resetting the GM APD below the breakdown
voltage in order to quickly prepare it for taking the next TOF measurement. Much of the
material for describing the GM APD operating principles came from Aull et al. [58].

Spectrolab has incorporated improvements in the Geiger-mode pixel design to provide
more uniformity in performance across all the pixels in the array, has increased the sensor
frame rate to close to 30 fps, and has improved the Read-Out Integrated Circuit (ROIC)
to operate with a 0.5 ns timing resolution [30]. Table 3 lists the most important FPA
figures of merit that impact the single photon counting sensor system performance. PDE
stands for photon detection efficiency and DCR for dark current count rate in the table.
Figure 30 demonstrates the operation of a GM-APD. Figure 31 shows a color coded 3D
image taken with a Spectrolab Gen I 3D imaging camera. The right image shows the
same scene taken with a 2D vision camera.
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Table 3. Typical single photon counting FPA figures-of-merit for a 32 x 32 GM-APD (courtesy of

Spectrolab)
Parameter Spec Test Condition
Wavelength 1.06 pm
Format 32x32
Pixel Pitch 100 pm
PDE 40 % 240 K, 4 V overbias
Fill Factor 70 %
DCR 20 kHz 240 K, 4 V overbias
Cross talk <1% Optlmlzeg g\éerblas for
Pixel operability 99 %
RMS timing jitter 0.5ns
Geiger-mode operation
Single on input
1E04 — P— I\
1.E-05 4 o
time
APD output
1.E-06 - o~ ‘
<
3 - A
1.E-08 - ti
/,/ Digital comparator output
1.E-09 /« ’_ ”
1.E-10 T T /‘!’ T T T T T / ] \ time

35 40 45 S0 55 60 65 70 7S 80 85 Photon absorbed

Successful Dark count —
Voltage (V) single photon but insufficient from dark
detection gain - missed current
count

Figure 30. Typical operation of a Geiger-mode APD. The left panel shows the voltage and current
characteristics of a 200 um GM-APD under illumination (red line) and in darkness (blue line). The linear
mode region is highlighted in blue, while the Geiger-mode operation region is shaded in red. The right panel
illustrates the three possible cases in Geiger-mode detection. (courtesy of Spectrolab).
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Figure 31. 3D image taken with a Spectrolab Gen-I 3D imaging camera. The picture is color coded with the
range information. The right image is the same scene taken with a 2D vision camera (courtesy of Spectrolab).

The new ROIC in the Spectrolab Gen II LADAR camera is being redesigned in 0.18 um
CMOS technology by Black Forest Engineering. The main effort is in minimizing timing
jitter, improving pixel functionality and in reducing crosstalk between pixel elements.
With support from DARPA, larger format FPAs (128 x 32 and 256 x 256) can be
expected. The main goal of the development work appears to be directed at making the
Geiger-mode FPA sensors more efficient, more robust and convenient to operate, and to
be commercially competitive.

(2) Advanced Scientific Concepts Inc. (ASC)

ASC, based in Santa Barbara, CA, was the first company worldwide to develop and
demonstrate a real-time APD array flash LADAR 3D camera. The latest camera, which
uses a 128 x 128 APD pixel array detector, has been successfully demonstrated in various
military and commercial applications — including use in space by NASA. In 2006, ASC
provided a synopsis of the APD flash LADAR concept for the NIST book publication
“Intelligent Vehicle Systems: A 4D/RCS Approach” [55]. The following is part of that

Synopsis:

“The ASC designs used Commercially Off The Shelf (COTS) parts as much as
possible to reduce cost and a compact laser was used to reduce volume, weight and
power. The designs used no mechanically moving parts for laser scanning and only a
single laser pulse was needed to capture the entire FOV with a hybrid 3D FPA.
Figure 32 shows a typical ASC hybrid 3D FPA configuration. It shows how a
Readout Integrated Circuit (ROIC) is bump bonded to a solid-state detector array
(such as a Silicon, InGaAs or HgCdTe PIN or APD detectors).Each unit cell, or pixel,
contains circuitry which independently counts time from the emission of a laser pulse
from the camera, to the detection of the reflected pulse from a surface. In this
manner, each pixel captures its independent 3D information in a scene (angle, angle,
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range). Additional circuitry is available in each pixel to capture temporal information
from the returning pulses. Twenty sampling circuits are provided in the ASC FPA
design which helps in detecting objects which are obscured by smoke, foliage, etc.
As designed with off-the-shelf optics, all the 3D imaging systems use two aperture
systems whether they are WFOV (wide FOV), NFOV (narrow FOV) or a combination
of the two: an aperture for the laser-transmit optics and an aperture for the 3D
imaging, receive optics. Figure 31 illustrates a possible camera configuration for the
ASC pulse TOF WFOV design [34). The drive and output electronic circuit boards, as
well as the laser transmitter, are inside the camera housing. The same configuration
and the same 3D FPA (with longer focal length optics) can also meet the needs for a
NFOV stand-alone sensor.” [55]
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Figure 32. ASC 3D FPA Hybrid Design. ROIC bump bonded to detector array chip.
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Figure 33. Possible packaged configuration for a standalone WFOYV camera. Estimated weight is 1.8
kg; the COT:s optics are a large fraction of the weight.
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ASC 1s now using a 128 x 128 InGaAs APD detector which operates with an eye safe
1570 nm pulsed laser. The new APD detector has achieved an eight times improvement
in gain over the original InGaAs PIN detector array. This has allowed them to operate
the sensor at longer ranges (over 2000 m) at 20 fps to 30 fps. They have enhanced object
detection, recognition and tracking abilities by adding and registering color and/or IR
detector images with the range image data taken with the camera. The specifications for
the latest APD FPA cameras available from ASC are provided in Appendix B (the
technical survey portion) of this report.

The following updated overview on the 3D APD array Flash Camera operation came
from the ASC Inc. website (http://www.ASC3D.com).

“ASC's 3D cameras are eye-safe Flash laser radar (3D Flash LIDAR) camera
systems that operate much like 2D digital cameras, but measure the range to all
objects in its field of view (the “scene”) with a single “‘flash” laser pulse (per
frame). The technology can be used in full sunlight or the darkness of night. 2D
Video cameras are able to capture video streams that are measured in frames per
second (fps), typically between 1 fps and 30 fps with 1, 5, 15 and 30 being most
common. The dynamic frame capture paradigm holds true for the 3D Flash
LIDAR Camera (3D FLC) as well with 1 fps to 30 fps (or faster if required) being
possible. There are some cooling design constraints when designing the laser
system for the higher fps capture rates to ensure the laser has adequate cooling
operating margins.

As seen in Figure 34, light from the pulsed laser illuminates the scene in front of
the camera lens, focusing the image onto the 3D sensor focal plane array, which
outputs data as a cloud of points (3D pixels). Each pixel in the sensor contains a
counter that measures the elapsed time between the laser light pulse and the
subsequent arrival of the reflected laser light onto each pixel of the focal plane.
Because the speed of light (the laser pulse) is a known constant, accurately
“capturing” the scene in front of a camera is a relatively straight-forward
process. There is an inherent relationship between the pixels themselves in the
scene, representing the entire scene at an instant in time. The point cloud data
accurately represents the scene allowing the user to zoom into the 3D point cloud
scene without distortion.

The 3D Flash LIDAR cameras are single units which include a camera chassis or
body, a receiving lens, a focal plane array and supporting electronics. On the
Portable 3D camera, data processing and camera control is done on a separate
laptop computer. The TigerEye 3D camera is controlled via an Ethernet
connection with the initial processing done on the camera and display done on a
PC. The output of both cameras can be stored and displayed on a PC running
ASC'’s software; TigerView™ for the TigerEye and FLASH3D™ for the Portable

camera.
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Both raw and processed data can be stored or output in various formats for
additional video processing using industry standard 3D computer graphics tools
such as Autodesk’s Maya, 3D Studio Max or Softimage.

Figure 35 illustrates raw data capture (color coded for range and viewing) of a
single-pulse 3D image taken with a Portable 3D FLVC (Flash LADAR Video
Camera). Note the FLVC camera can be used to accurately identify vehicles or
other objects without additional data. It is possible to “see” through the
windshield to identify passengers and objects inside the vehicle as well. In this
example, raw data was processed using the ASC’s range algorithm (essentially a
raw-data image) only, color-coded for depth and intensity.

Note the shape of the rotating helicopter rotor blade, in Figure 36, as it is
captured without motion distortion from above. The lack of motion distortion is a
major feature of ASC’s 3D cameras. The image is color coded for range and
intensity which is determined using the ASC'’s algorithm. The picture on the right
is the same raw data rotated for viewing purposes.”

Transmit b .. Recieve

L
e -
Mlush LADAR 1 Flash LADAR t

Cow ponents
Ot Carrponrents

e

Figure 34. Illustration of ASC Flash LIDAR camera operation. (by permission from Applied
Research Laboratory, Penn State University).

Figure 35. Two raw data image orientations of a single point cloud frame from an ASC 3D FLVC;

128 x 128 pixel resolution, color-encoded for range and intensity.
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Figure 36. Two 3D raw data orientations of a helicopter using the same data; captured 396.24 m
from above; color-encoded for range and intensity.

C. Scanning type real-time 3D imagers

A few developers continue to provide and improve real-time scanning type 3D imaging systems
for mobility applications. They have been extensively tested in field operations and have
demonstrated reliable and robust obstacle detection/avoidance and autonomous on and off road
driving under difficult environmental conditions. Although they are more expensive than real-
time FPA LADAR sensors, they have a much wider horizontal and vertical FOV which improves
peripheral perception capabilities at great distances — especially when operating at higher vehicle
speeds. All the current available sensors use the laser pulse TOF range measurement approach
because of their reliable long range measurements under bright outdoor ambient conditions.
Another feature that makes the pulse laser approach attractive is the ability to extract the range
profile (multiple-returns) for a single beam column. The sensors that utilize this feature can
improve range measurement performance in the presence of obscurants such as rain drops, dust,
fog and foliage. Some of these imaging systems are described below.

(1) Sick Inc.
The simplest sensor system is a single plane wide FOV scanner available from Sick. Sick
has been successful in marketing this type of sensor for industrial AGV and automated
material handling systems for many years. Their LMS 100, LMS 200, and LMS 400
series offer different capabilities for various industrial indoor applications: Measurement
range from short range (3 m) to long range (80 m) operation, a FOV from 70° to 270°
operation, angular resolution from 0.25°, 0.5° and 1.0° per measurement step, scanning
frequency from 25 Hz to as high as 500 Hz, range measurement uncertainty of + 4 mm to
+ 30 mm. Typical range resolution for all of the LMS series sensors is approximately
] mm.

For outdoor applications, Sick has introduced a new multi-planar, long range, laser based
3D imaging system. It is based on the multi-planar scanning sensor concept developed
by the IBEO Co. in Hamburg, Germany for automotive applications. The LD-MRS
features an operating range of 0.5 m to 250 m, an 85° FOV when using four measurement
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planes and an 110° FOV when using only two measurement planes, selectable angular
resolutions of 0.125°, 0.25°, and 0.5° per measurement step, selectable scanning
frequency of 12.5 Hz to as high as 50 Hz, range resolution is 40 mm over the range of
operation, and multiple pulse technology for improved outdoor capabilities including
obscurant penetration.

(2) IBEO Automobile Sensor GmbH

IBEO, in Hamburg, Germany, offers the LUX Laserscanner for automotive safety system
applications. This sensor uses a four or eight layer/planar scanning approach where the
reflected returns are processed in parallel as the mirror scans the scene horizontally.
These sensors perform very well under most weather condition and on hilly roads as long
as the vehicle doesn’t experience large vertical excursions such as can be expected in off
road terrain. Typical range of operation for this sensor is between 50 m to 60 m; however,
objects perpendicular to the road surface have been detected at 200 m in demonstrations.
The unique feature of the sensor is the multi-target capability (detection of 3 return
reflections from one laser pulse. This feature provides for reliable object detection even
in the presence of obscurants (such as rain drops). Figure 37 shows how the multi-target
feature operates.

IB-LUX-005
Figure 37. LUX Laserscanner multi-target return feature.

Return pulse (1) is the return pulse from the window pane. It is characterized by a high
voltage signal, but over a very short period of time. Return pulse (2) is a reflection from
a rain drop. It usually characterized by a low voltage pulse and lasts for a very short
time. Voltage (3) is the threshold voltage setting and return pulse (4) is the last return
from a solid object on the road. It is characterized as a high voltage return signal and
lasts for a much longer time interval.

Figure 38 shows how the four layer/plane scanner is configured to provide a 3.2° vertical

FOV capability. This feature allows the sensor to detect objects better on hilly roads and
if the vehicle is experiencing heavy acceleration or braking.
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Figure 38. LUX Laserscanner four layer scanning configuration.

The LUX Laserscanner can be operated at three different scanning frequencies (12.5 Hz,
25 Hz, or 50 Hz). The horizontal angular resolution is based on the scanning frequency.
The horizontal FOV (working area) for the four layer/plane configuration is 85° and 100°
if only two layers are used. Multiple sensors can be used to expand the working FOV.
Additional information is available at the IBEO website ( http:/www.ibeo-as.com).

(3) High definition laser based 3D imaging systems for autonomous on and off road driving.
A couple of laser based 3D imaging systems have been designed specifically for
autonomous on and off road driving. These sensors provide a very dense (high spatial
resolution) point cloud and can achieve measurement rates of a million samples per
second or better. This is necessary because the sensors need to cover a very large
horizontal FOV (up to 360°) and vertical FOV (20° to 30°). This high density spatial
resolution feature can be accomplished using a large number of laser/emitter pairs, where
each pair establishes a layer/plane having high density (closely spaced) range
measurements.

A commercial version of this type of sensor, manufactured by Velodyne, was utilized by
many of the teams who competed in the 2007 DARPA Urban Challenge
(http://www.DARPA .mil/grandchallenge/index.asp ). The HDL-64E laser scanner was
used on five of the six finishing teams, including the winning and second place team
vehicles. Figure 39 shows the mechanical configuration of the sensor and Table 4 lists
the sensor specifications (http://www.velodynelidar.com ). In addition to autonomous
vehicle navigation, the sensor can be used wherever high definition mobile and dynamic
3D imaging is needed, such as: automotive safety systems, mobile surveying (road
infrastructure, rail systems, mining), mobile mapping, and security applications.
Lockheed Martin has selected the HDL-64E as the main perception sensor for navigation
and collision avoidance on the Squad Mission Support System (SMSS) robotic vehicles
being built for Army future robotic weapon system needs.
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Figure 39. Mechanical configuration of the Velodyne HDL-64E S2 high definition 3D imaging

system.

Table 4. Specifications of the Velodyne HDL-64E 3D imaging system

Sensor:

64 lasers / detectors

360° FOV (azimuth)

0.09° angular resolution (azimuth)

26.8° vertical FOV (elevation) 22° up to -24.8° down with 64 equally spaced
angular subdivisions (approximately 0.4°)

<2 cm distance accuracy

5 Hz to 15 Hz FOV update (user selectable)

50 m range for pavement (=0.10 reflectivity)

120 m range for cars and foliage (=0.8 reflectivity)

> 1.333 x 10° points per second

< 0.05 ms latency

Laser:

Class IM — eye safe

4 x 16 laser block assemblies

905 nm wavelength

5 ns pulse

Adaptive power system for minimizing saturations and blinding

Mechanical:

12 Vinput (16 V max) @ 4 A

<13.2kg (29 Ibs)

254 mm (10 in) tall cylinder of 203 mm (8 in) OD diameter
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300 RPM to 900 RPM spin rate (user selectable)

Output: 100 Mbps UDP Ethernet packets

In August of 2010, Velodyne introduced the HDL-32E LIDAR sensor. It meets the
demand for a smaller, lighter and less expensive high definition laser scanner for
autonomous vehicle navigation and mobile mapping purposes. The following description
of the new sensor was taken from a Velodyne press release:

“The HDL-32F extends the core technology developed for the revolutionary HDL-
64E introduced in 2007. The HDL-32E measures just 5.9 inches [150 mm] high
by 3.4 inches [86 mm] wide, weighs less than three pounds and is designed to
meet stringent military and automotive environmental specifications. It features
up to 32 lasers aligned over a 40 Vertical Field of View (from +10° to -30°), and
generates 800,000 distance points per second. The HDL-32E rotates 360 degrees
and provides measurement and intensity information over a range of five
centimeters to 100 meters, with a typical accuracy of better than +/2 cm. The
result is a rich, high definition 3D point cloud that provides autonomous vehicles
and mobile mapping applications orders of magnitudes more useful
environmental data than conventional LiDAR sensors.”

A military version of a high definition 3D imaging system , built by General Dynamics
Robotic Systems (GDRS), has been used extensively in Future Combat Systems UGV
test scenarios. It has demonstrated reliable and robust performance for autonomous
driving and obstacle detection/avoidance as part of the ARL’s Robotic Collaborative
Technology Alliance program (http://www.arl.army.mil/www/default.cfm?page=392).
Because the sensor technology is considered to be critical technology by the military,
GDRS was not able to provide updated information on the specifications and
performance of their latest generation models and on current research and development
activities. The latest information available came from the 2003 Army CTA conference.
At that time, a Gen I1Ib LADAR was in development which had the following features
and specifications:

¢ Eye safe laser wavelength of 1550 nm

e Maximum range of 100 m with 20 % target reflectance

e Maximum range of 50 m with 4 % target reflectance

e Large sensor optics 40 mm for improved sensor sensitivity and resolution

e 180 x 64 or 360 x 128 pixels per frame for a 120°x 30° FOV

¢ Range resolution of 2 cm

¢ Digital sampling of multiple pulse returns history

e 30 Hz frame rate for 180 x6 4pixels per frame, 15 Hz for 360 x 128 pixels per
frame

53

Page 72 of 225 Pages in Total (Body of Report + Appendices)




W911NF-08-2-0057 - Metrology - FinalReport

D. MEMS based scanning-laser 3D imagers

An aspiration for a laser based vision system for mobility and machine automation was given in
the 2004 NIST report [1]. The ideal attributes of such a system were:

e [Illumination source Eye safe laser (1500 nm)

e Field of View 90° x 90°% 40° x 90°; 9° x 9°

e Range resolution l mm@ 15 m; 3mm @ 5 mto 100 m
e Angular resolution <0.03°

e Frame rate > 10 Hz

e Size “Coffee Cup”

e Cost < $1000 US dollars

LightTime, LLC has taken on the challenge, by conceptualizing and developing a MEMS-based
3D imaging system (as a next generation LADAR) to achieve the goal of building a high
accuracy 3D imaging system which is smaller, faster, cheaper, and amenable to high volume
production [1, 59]. The initial objective is to build and demonstrate a fast frame rate camera for
machine control, automatic field metrology and military applications having an operating range
of less than 100 m. Working with military and automotive technical personnel, LightTime
generated a set of performance specifications for such a MEMS- based system. The resulting
high-level specifications for the MEMS sensor and mirror are listed in Table 5.

Table 5. High-level Specifications of MEMS Sensor and Mirror

Parameter Spec Value Notes
Scanner
Maximum Frame Rate (fps at or greater with tradeoffs in #
15 fps .
100 m) pixels per frame

FDA Laser Classification (Class) Class 1 (Eye Safe) - Optional

Beam Divergence (diameter at

specified distance) 1 mrad (e.g., 50 mm at 50m)
Maximum Range (m) (@object 100 m (@100%)
reflectivity %) 30m (@10%)
Scan FOV (vertical) Optical 24° to 48° CFER S CRI NS s
characteristics
Scan FOV (horizontal) Optical 32° to 64° fopenaiin ME.M.S mirror
characteristics
MEMS Mirror Spec Value Notes
Mirror mechanical rotation angle >8°x6° AT e i ] M
angle (fast x slow axis)
Raster fast axis operating 2kHz . I
frequency approximate value
Raster slow axis operating 10 Hz avproximate value
frequency (sets frame rate) PP
Mirror scan motion 2D linear raster synchronized
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After investigating the market for the commercial availability of 1D and 2D MEMS scanning
mirrors, LightTime found that none could meet their performance requirements of (1) mirror
size, (2) angular range, (3) operating frequencies, and (4) highly linear activation. LightTime
decided to develop a “second generation” 2D MEMS mirror system for the MEMScan prototype
LADAR that they were developing. Figure 40 illustrates how a 2D MEMS mirror scanner would

operate.

EBSG{ ]

-

Slow axis
a2l Fast axis

scan MEMS hing
Scanning |

Figure 40. Conceptual illustration of a 2D MEMS mirror scanner in operation (courtesy of LightTime).

LightTime provided the following overview of their MEMScan program:

“LightTime recognized that it would first have to develop the appropriate “Second
Generation” MEMS mirror system, and is doing so as an integral part of its MEMS scanning

LADAR program. LightTime is presently developing a prototype of its new LADAR product,
MEMScan™, a scanning-laser real-time 3D image sensor. MEMScan will be a compact,
lightweight image-data capturing front-end component that interfaces with customers’ image
processing and control systems. The latter will post-process MEMScan’s output data for the
purposes of image display, analysis, and/or autonomous system control. LightTime intends to
make MEMScan available as an OEM (original equipment manufacturer) component.”

Figure 41 is system block diagram of the MEMScan top-level design. The dashed line represents
the path of a single (emitted and reflected) laser pulse.
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Figure 41. MEMScan System Block Diagram.

“The initial MEMScan production version is optimized for short ranges (I m to 100 m);
however, its design embodies several innovations making it scalable to longer-range
applications. MEMScan's key design element is the use of a proprietary 2D MEMS scanning
mirror where, due to the mirror’s design in combination with special optics, the mirror’s
native scanning range is increased from several degrees to producing at least a 32°
(horizontal) optical field of view, with potential of up to 64°.

Currently, the mirror is in the final stages of hardware test, targeted for sampling in Q1
2011. A complete LADAR prototype is targeted for sampling in Q4 2011.”

Features of the MEMS scanning approach are:

e Real time 3D image data capture (data generated for each pixel in the field-of-view
includes: range, intensity, slow and fast axes angles)

e Miniature system; without batteries/converter: < 400 cm® and < 0.5 kg

e Raster scan pattern for efficient operation and simple standardized upstream image-data
processing

¢ IR scanner design that is low footprint

¢ Eye safe operation

e Possible cost of less than $100 in large volume production

In a paper published in the 2006 SPIE Defense & Security proceedings, LightTime made the
following statement concerning potential applications for the next generation MEMS LADAR
technology [60]:

“This next-generation of MEMS LADAR devices is not anticipated to replace the relatively
mature current technologies initially but rather be used for new applications where current
LADAR devices are not appropriate because of size, weight, speed, or their inability to
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withstand rugged conditions. Such real-time applications include unmanned aerial vehicles
(UAV), helmet mounted LADAR for the individual soldier[61], and many more as described
in Table 6.”

Table 6. Potential New Applications for MEMS Scanning LADAR

Area of et
Application Description/Advantages

Remote . . . .

. Low power consumption and small size (easier to hide/protect). Could be used to protect a
SUEvSillimse border for significantly less than $1M/mile
(border/perimeter) &n y ’
Reconnaissance They could be dropped behind enemy lines for quick intelligence and monitoring.
Missile guidance Real-time 3D imaging. Short-range or as an adjunct (limited to < 1 km).
3-D Mapping Real-time 3D battlefield imaging, mission planning, virtual reality simulations, etc.
Target X, ¥, z of target for soldier targeting and/or remote fire control/guidance.
Acquisition/1D ro
Automotive Obstacle identification & autonomous navigation under rugged conditions.
UAV Perfect for aerial drones since it is small, lightweight, and has low power consumption.
Terrestrial Though size and weight are not as critical as with an UAV, they are still important as well as
Drones/Robots power consumption.

. Laparoscopic surgery, robotic surgery, face/body 3D collection (for virtual manipulation or
Medical . 5
reconstruction prior to surgery), etc.

Manufacturing Robotic manipulation and depth of field vision, 3D bar code reading, etc.
Civil Engineering Real-time quality control (e.g., aggregate analysis for road beds).
Scene Archiviug Forensic, archeological, etc. (small & lightweight, can go anywhere).
Movie/Canera Concurrent range data incorporated into each pixel of the digital image for computer
Industry processing into a 3D movie (TV, video, etc. as processing becomes more mature).
Simulation/Gaming | Real-time, real-word input of 3D scenes and actions for simulations/game design.
Scientific Application such as particle analysis and distribution, microscopy.
Other Laser printing, etc.

The ARL has also reported on the development of a MEMS-based 3D imaging system for use on
small military UGVs (PackBot size vehicles). This LADAR research program is a near-term
effort to build a LADAR using COTS components and mount it on a small ground robot and thus
support autonomous navigation research [40, 62]. An early prototype has been built and tested,
and shows great promise that the MEMS approach will provide for a low cost, compact, low
power 3D perception solution for small robot applications. The design approach is similar to
LightTime, except, that it is entirely based on using COTS components. ARL uses a fiber laser
which operates at a rate of 200K laser pulses per second and uses a commercially available 1.6
mm diameter MEMS mirror vs. the custom designed (4 x 4) mm MEMS mirror designed by
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LightTime. The following is a description of the system architecture which was provided by
ARL:

“The LADAR uses a pulsed laser to determine range to a pixel and a two-axis MEMS
mirror to establish the angular direction to a pixel. The LADAR architecture is depicted
in the block diagram of Figure 42; detailed descriptions of the LADAR are included in
the attached references [62]. Referring to Figure 42, a trigger signal commands an
erbium fiber laser to emit a short 2 ns to 3 ns pulse of light at a rate of 200 kHz that is
collimated and then directed to the surface of a small MEMS mirror. Analog voltages
from a high-voltage (HV) amplifier set the pointing direction of the mirror. Light
reflected from the mirror then passes through a telescope that “amplifies” the scan angle
of the MEMS mirror. Light backscattered from the target is collected on the large face of
a tapered fiber bundle that effectively increases the diameter of the photo detector,
thereby improving the signal-to-noise (S/N) by a factor of three. Photocurrent from the
detector is fed into a monolithic 50-ohm microwave amplifier. This output is then split
into a low and high gain channel. On the radio frequency (RF) interface board, the low
and high gain channel outputs are each summed with the photocurrent from a detector
illuminated by an undelayed sample (called T-zero) of the original transmitted light
signal. The T-zero pulse of the transmitted signal may then be used as a reference to
determine target range. The outputs of the two channels feed respective inputs on a two-
channel 8-bit analog-to-digital convertor (ADC). The ADC samples at a rate of 1.5 giga-
samples-per-second (GSPS) and a first-in, first-out (FIFO) register is commanded to
start acquiring ADC data upon transmission of the laser pulse by signals from a field
programmable gate array (FPGA). The FPGA stores the amplitude data as a function of
time from the ADC, determines the range to the pixel, and formats the data for
acquisition by a PC for display. The FPGA also controls the pointing direction of the
MEMS mirror and directs the laser to emit a pulse.”

. Mirror
e FPGA
—
Receiver i

=

ransmitter
" o -
1

PackBot
CPU

Figure 42. ARL MEMS LADAR system block diagram.
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The LADAR was built to be mounted on the iRobot Explorer PackBot shown in Figure 43. The
desired requirements specify that the LADAR fit within the PackBot sensor head [229 mm x

210 mm x 51 mm (9 in x 8.25 in x 2 in)]. However, since the sensor is an early demonstration
prototype, only the transmitter and receiver parts are located in the sensor head. The control,
data collection and signal processing hardware are located in the payload area. The initial
desired performance requirements of: 6 Hz frame rate; a 60° x 30° FOV and an image size of 256
(h) x 128 (v) pixels; 20 m operating range; eye safe laser illumination; and at least a 40 cm range
resolution was achieved with the current prototype.

~ Payload bay

g,

Figure 43. Explorer PackBot.

In April of 2010, ARL reported on 2009 achievements at the 2010 SPIE Defense & Security
conference [40].

“This year we started redesign of the transmitter assembly so that the entire structure will
fit within the PackBot sensor head. We replaced the commercial mirror driver board
with a new small in-house design that now allows us to attach the top to the PackBot
sensor head without a modification that increased its depth by 10 mm (0.4 in). We built
and installed a new receiver that is smaller than the original and possesses three-fold
higher signal-to-noise with roughly twice the bandwidth. Also we purchased and tested a
new Erbium fiber laser that requires a fraction of the volume and power of the laser used
in last year’s effort. The most significant work focused on software development that
integrates the LADAR system with the PackBot’s onboard computers. This software
formats the LADAR data for transmission over the PackBot’s Ethernet and manages the
flow of data necessary to drive the PackBot and transmit LADAR and video imagery over
a wireless connection to a laptop computer for display. We conducted tests of the entire
PackBot and LADAR system by driving it over a short course in the lab while displaying
and recording video and LADAR data.”

In the publication, ARL provided a review of the LADAR architecture, briefly described the
design and performance of the various subassemblies and software, summarized the test
activities, and identified future development work.
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A driving test of the sensor mounted on the PackBot was conducted at the ARL lab. Figure 44
is a photo snap-shot of the test bay. Figure 45 shows one LADAR frame from the run in grey
scale, and Figure 46 shows the corresponding LADAR image with false-color range information.
The test results revealed that the alignment between the right and left motion scans of the MEMS
mirror were slightly out of place on vertical edges of objects in the scene. By adjusting the left
and right motion scans relative to one another, they were able to considerably reduce the
misalignment. In the next phase of the development, they expect to increase the S/N by about
six-fold with the installation of a new receiver and a better laser to obtain even better range

image quality.
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Figure 44. Photo snap-shot of lab test scene. Figure 45. Grey scale LADAR image.
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Figure 46. False color range LADAR image.
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3.2.2.5 Advances in electron avalanche photodiode (e-APD) FPA technology

The Infrared Technologies Division of DRS Sensors and Targeting Systems has reported that the
next generation of IR sensor systems will include active imaging capabilities [63]. Early
development work on a new high gain HgCdTe electron avalanche photodiode was reported in
2003 and 2004. This work was funded by the DARPA MEDUSA program. Since then, progress
has been made in implementing a 128 x 128 FPA for a gated — active/passive imaging system
which is primarily designed for targeting and identification purposes at fairly long ranges.

In [63] DRS describes that:

“The Gated FLIR (forward looking IR) is an active imaging system that uses a laser pulse
to illuminate the region of interest in a scene. The reflected radiation is detected by a
camera that is gated to integrate signal only during the time period when the return pulse
is expected. This gating improves signal to noise and removes scene clutter due to
reflections off objects that are either in front of or behind the object of interest. Target
ID is enhanced due to the high resolution and low FOV of the active imager.”

Typically, a WFOV (wide FOV) daylight or thermal imaging system is used as a search engine
for targeting, before imaging is done with the high resolution gated FLIR. This requires precise
alignment for accurate registration of the target information from the two systems.

DRS offers the following solution for a simplified targeting system:

“The solution is a combined sensor wherein the same FPA and optical system is used for
both passive and active operating modes. This eliminates the need for bore-sighting two
different cameras and greatly reduces the overall complexity and size of the system. The
HgCdTe MWIR (Mid Wave Infrared) electron avalanche photodiode (e-APD) provides
an elegant and high performance solution to the sensor in that it can be switched from
active to passive modes by simply changing the bias on the detector. Obviously, the
readout and the optics must also accommodate the two modes of operation. ”

The following is a description of the detector architecture and performance of the HgCdTe APD
provided by DRS:

“The HgCdTe avalanche photodiode (APD) detector design is based on the ... “high
density vertically integrated photodiode” (HDVIP™) architecture developed by DRS.
The HDVIP™ structure forms a front-side illuminated, cylindrical, n-on-p photodiode
around a small via (circular electrical connection) in the HgCdTe, as shown in Figure

47. Details of the structure, operating theory, fabrication processes, and measured
performance of these devices have been previously reported [64-66].

The via provides electrical connection between the n-side of the photodiode and the input
to the readout circuit. The HDVIP™ structure is currently employed at DRS for
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production of SWIR (Short Wave Infrared), MWIR, and LWIR (Long Wave Infrared)
staring arrays. Important features of this design include: (1) interdiffused CdTe
passivation of both surfaces for low l/f noise; (2) thermal cycle reliability that is
detector- and array-size independent; (3) low defects due to near-parallel diode junction
orientation with respect to threading dislocations; and, (4) front side illumination for
high quantum efficiency, high fill factor, and good MTF (modulation transfer function).

The optically active area is the total pixel area (pixel pitch squared) minus the area of the
via and the area of the top side grid substrate corner contact, if used. The area of the via
is typically 95 % to 98 % of the total area. Without a grid, the fill factor for a 40 um
pitch pixel with a 6 um via is 98 %. A half grid corner contact for a 40 um pitch single 6
um via pixel results in an optical fill factor of 84 %.

P+

G ROIC Input

cross-section :

top view

Figure 47. HDVIP™ e-APD architecture.

The excess noise of an APD is important in determining ultimate performance. Because
the gain process in an APD is random, there is an excess noise that is associated with the
variance in the gain. The cylindrical geometry of the HDVIP™ diode strongly favors
electron injection and multiplication over the corresponding vacancy (hole) processes.
This inherent carrier selectivity, coupled with the unique band structure of the HgCdTe
material, and the electron mobility and lifetime characteristics at cryogenic
temperatures, result in extremely low (near unity) excess noise for MWIR devices. More
importantly, the excess noise is independent of gain, remaining low even as gain is
increased to very high levels. Figure 48 shows measured gain and excess noise factors
Jor a representative MWIR device, confirming an excess noise factor of unity to gains as
large as 1000.”

The derivation of excess noise as a function of k¥ was provided by Mclntyre [67] where k is the
theoretical hole-to-electron ionization coefficient constant in electron-photon interactions. A
comparison of the measured excess noise factor to the theoretical coefficient is provided in [68].
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Figure 48. The gain (left) in MWIR HDVIP devices can exceed 1000 with less than 15 V of bias, and the
excess noise factor remains near unity even at high gain.

Details of the FPA design, the ROIC design, the FPA performance, the demonstration system,
and test results are provided in the 2007 SPIE paper on the gated FLIR FPA [63].

An example of the gated FLIR system performance is shown in Figure 49. An SUV was
targeted at a distance of approximately 0.5 km from the sensor. The gated image is quite sharp
with a lot of detail so that it can be easily identified as an SUV. The gate width for the sensor
was set to approximately 200 ns (or about 30.5 m [100 ft] in range).

Figure 49. An SUYV at 0.5 km was used as the primary target for the initial outdoor test. A fan resolution
target was also included to provide a quantitative assessment of image quality.

The demonstration test confirmed the capabilities of the actively gated FPA device to support
both passive MWIR and active SWIR operating modes and demonstrates the potential of
developing advanced sensor systems for future gated imagers and possibly for high resolution
laser based 3D imaging.
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3.2.2.6 Terrestrial and mobile terrestrial 3D imaging

The greatest advances in active 3D imaging products include terrestrial and mobile terrestrial
systems. The most common active range measurement approach utilized in these sensors is time
of flight. Another common approach is to measure the phase shift in the return signals which has
been amplitude modulated with a sinusoidal signal. Systems which combine the features of both
approaches are also being developed.

Terrestrial surveying/scanning is defined as measuring the 3D positions of points and the
distances and angles between them from a stationary ground position
(http://en.wikipedia.org/wiki/surveying ). Mobile terrestrial surveying is similar but the
measurement is from a mobile reference point established with a high-accuracy navigation
position sensor that uses both GPS (Global Positioning System) and INS (Inertial Navigation
System) information. Terrestrial sensors currently are the primary scanning sensors selected for
applications in industrial reverse engineering, product inspection and modeling, industrial
productions facility modeling and mapping, terrain mapping, and in heritage preservation.
Mobile terrestrial sensors are being used in transportation related applications such as: surveying,
highway design, corridor development, highway safety.

The hardware technical survey information, on terrestrial type scanning sensors for this study, is
incomplete. Only four of the main thirteen commercial developers offered to provide
information for this study and survey. Refer to Appendix B: Hardware technical survey for the
provided information. However, as evident in the previous sections of the report, there was a
very positive response from newer companies introducing new active 3D imaging products or
research groups developing new measurement concepts. The reason for this lack of interest by
the more established companies may be because they believe that the GIM International and
Point of Beginning surveys are sufficient for their marketing needs. The reader should go to the
corresponding websites (http://www.gim-international.com, http://www.pobonline.com) to
obtain details of sensor features and specifications available from the following producers:
3rdTech, Basis Software, Callidus, FARO, Leica, Maptek I-Site, Measurement Devices Ltd.,
Optech, Riegl, Spatial Integrated Systems Inc., Topcon, Trimble, and Z+F.

Ongoing research information at these companies was also very difficult to obtain. Three of the
four companies who participated in the study, said that no major changes were expected in the
current products, however, the companies are continuing to enhance sensor performance by
lowering measurement uncertainty, improving dimensional accuracy, increasing scanning rates,
improving sensor functionality and speed of operation, and lowering cost. It appears that making
advances in software processing of range image data is a much more important development
effort for terrestrial 3D imaging developers. This may be driven by the needs of service
companies for better and more automated processing software.

An overview of 3D laser scanners used for high resolution mapping of all types of facilities,
structures, utilities and terrain is presented in Chapter 10 of a manual prepared in 2007 by the US
Army Corps of Engineers titled: “Engineering and Design: Control and Topographic Surveying”
[3]. The following is a summary of the high points presented in the report:

64

Page 83 of 225 Pages in Total (Body of Report + Appendices)



W911NF-08-2-0057 - Metrology - FinalReport

Terrestrial laser scanners can be used to scan objects at high density — over a designated
FOV - at speeds upwards of S00K samples per second — having pixel dimensions smaller
than 5 mm.

Although 3D range accuracies as low as a millimeter are claimed by some developers
(with redundant measurements), 5 mm to 10 mm uncertainties are obtained in practice.

A full FOV scan of a site or structure can be performed in 5 to 15 minutes, but may
require several setups to provide full detail coverage.

The scanners are very useful for mapping electrical generating facilities, dams,
archeological sites, traffic areas, and imaging hard to reach locations.

The report also covers the following important topics:

1.

2.

Product manufacturers: Terrestrial laser scanners came on the market in the late 1990s.
As of 2005, about 12 manufacturers were listed in trade publications.

Cost: The cost of a complete laser scanning system (including modeling software and
training) can run between $150K and $200K. Daily operating costs of $2,000 to $5,000
or more (including processing) are not uncommon.

Accuracy: Relative accuracies are very good (5 mm or better at close ranges). Absolute
accuracies depend on the accuracy of the site reference network and how accurately the
sensor is aligned to the network. Absolute accuracies can be kept within 1 cm to 2 cm
over a small project/structure site.

Density of scanned points: 3D imaging systems can be set to any desired scan density,
e.g., 5 mm to | m at a nominal measurement distance. The higher the density setting, the
longer the data collection, editing, and processing time.

FOV: Typically scanners can be set to scan a full 360° horizontal field or to a smaller
FOV setting. Vertical settings are typically less than 310°.

Range: Some scanners are designed for close range scanning of 200 m or less while other
claim ranges of 1000 m or more. The longer the range, the larger the footprint and less
accurate the resulting measurement. Most detailed scans of facilities and buildings are
obtained at ranges of 150 m or less. Eye safety must also be taken into consideration — A
longer range sensor may require a higher power laser (Class 3). This may not be
acceptable for surveying in populated areas.

Beam footprint size: The footprint size varies with the distance of the object from the
scanner. At 30 m or less, a S mm footprint can be observed.

Transportation agencies in the U.S. and worldwide have increasingly used 3D imaging
technology, often in multi-sensor configurations that include GPS, photography, and video for
various applications. The LIDAR Focus Group of the Wisconsin Department of Transportation
is assessing the most promising uses of 3D imaging for transportation. Their recent report on
“Lidar Applications for Transportation Agencies”, released in February of 2010, represents an
initial scoping of this topic [69]. This report provides selected resource information on:
Principles of 3DI, Types of 3DI, 3DI applications, technical issues, and other resources for
additional information.

The report provides sample citations for each application area that includes information on
practicality of use, sensor performance analysis, and analysis of cost associated with actual case
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studies. The report also states that there is significant on-going research in the areas of: 3DI
data collection and analysis, 3DI error and accuracy, and on integration of 3DI and
photogrammetry.

3.2.2.7 Obscurant penetration and collision avoidance for helicopters

Helicopter brownout conditions can occur from sand, dust or debris being pushed upwards by the
rotor downward thrust during take-offs and landings. It can cause the pilot to lose visibility of
the ground reference terrain. Figure 50 provides an example of such a condition. It was
obtained from an article by Gareth Jennings for IHS Jane’s (www.janes.com) titled “ Down in
the dirt” for the military [70]. The following statements were highlighted in the report:

e The number of brownout-related accidents involving rotary-wing aircraft has more than
doubled since US-led operations began in Afghanistan and Iraq.
¢ Finding a solution to the problem has become a priority for the military and industry.

"Down in the dirt

Figure 50. Example of brownout conditions for rotary-wing aircraft (from IHS Jane’s report).

Two companies addressing this problem provided the following write-ups and information on
their concepts for penetrating obscurants in helicopter visibility:

1) The Neptec Design Group prepared a synopsis on their Obscurant Penetrating
Autosynchronous LIDAR for this publication:

Overview
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The Obscurant Penetrating Autosynchronous Lidar (OPAL) has been developed as a
variant of Neptec’s TriDAR laser scanning system used for space vehicle rendezvous and
docking. OPAL is designed to penetrate obscurants such as dust, snow, fog to detect
objects engulfed in a cloud of obscurants.

OPAL has been in development since 2007 and has been tested at various military
facilities in view of providing a laser-based vision system to assist helicopter pilots
operating in dusty areas. A pre-production TRL-7 model was completed in July 2009,
and subsequently flight tested in January 2010.

The OPAL is a general purpose sensor designed for many applications where a high
resolution 3D sensor is required to operate in all weather conditions where visibility can
be reduced due to dust, snow, and fog.

Background

The development of OPAL started in 2007 as a lab prototype system. The prototype was
initially tested for its obscurant penetration capabilities at DRDC (Defense Research and
Development Canada) - Valcartier laser propagation facility, which is equipped with an
instrumented dust chamber. Following that, it was also tested at Porton Down (Porton,
England) for UK Ministry of Defense and it was tested in March 2009 at the Yuma
Proving Ground (Yuma, Arizona) facility at the invitation of the US Air Force Research
Lab. The formal tests were very successful and indicated a penetration capability in dust
concentration of about 3 g/m’, which is in the upper range of typical dust concentration
produced by large helicopters attempting to land on dusty/sandy ground.

Neptec also received a contract from CAE in early 2009 to build a flight-worthy OPAL
system which was completed in July 2009. The instrument is similar to the lab prototype
but provides a higher sensitivity detector and a faster data acquisition rate at 40 kHz.
The system was tested successfully in January 2010 aboard a Bell 412 helicopter at Yuma
Proving Ground.

Current State of Technology Development

The dust penetration capability is achieved through the use of a proprietary optical
design that minimizes detector saturation and through the exploitation of the trailing
edge of the light return pulses, allowing the system to detect obstacles engulfed in a cloud
of obscurants. Please refer to the following references to get a better understanding of
the approach used in the OPAL design [71, 72). In addition to the hardware, a filter has
been developed and implemented in software to remove a large proportion of the laser
pulse returns caused by atmospheric particulates. The net effect is to reduce the noise in
the 3D imagery and detect the presence of objects and terrain in the obscured
environment.

In terms of other obscurant penetrating technologies, radar has traditionally been the
sensor of choice. However, radar suffers from a poor spatial resolution capability. In
contrast, OPAL provides a spot size of 3 cm at 100 m range, offering the capability to
detect small objects that can pose a threat to a landing aircraft, such as wires, rods,
fence posts, and tree stumps.
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Figure 51 illustrates an example of dust penetration using OPAL in an environment
where dust has been generated by a UH-1 helicopter. Figure 52 shows an example of the
application of the dust filter, where the light reflected by dust particles suspended in the
air is removed from the raw data.

Figure 51. Example of dust penetration. Left picture shows the environment in clear conditions. Right
picture show the raw OPAL data with a top left insert showing the same environment obscured with dust.
Main objects are referenced between the picture and the LIDAR data.
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Figure 52. Example of the application of the dust filter to raw data, Top left shows thc scene prior to dust
generation. Top right shows the scene after dust generations. The lower left shows the raw OPAL 3D data
with false coloring: red corresponds to the ground, green to the targets and white corresponds to the noise
caused by the light returns due to dust particles. The picture on the lower right shows the same raw data
after the OPAL dust filter algorithm has been applied.

Performance characteristics for the OPAL are given in Table 7.

Table 7. TRL-7 OPAL Prototype Performance Data

Paramcter Value Notes

Laser Wavelength 1540 nm

Laser Beam Size 10 mm

Laser Beam 0.3 mrad

Divergence

Field of View 30° x 30° (H x V) The field-of-view can be
slewed through a vertical range of 60°.
The field-of-view size and aim is
configurable  through the scan
command.

Angular Resolution 0.001°

Data Acquisition Rate

up to 32,000 points per second

Target Detection —
Clear Air

2000 m for a 80 % reflective surface

550 m for a 6 mm (0.25 in) metal wire

Target Detection —
Obscurant

15m for a 80 % reflective surface in
5g/m’ uniform 10 pm diameter dust
cloud.
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50 m for a 80 % reflective surface in
1 g/m’® uniform 10 pum diameter dust
cloud.

2) EADS Deutschland GmbH — Defense Cassidian (EADS) of Germany has over twenty years
of experience in developing and using LADAR technology. During the German military
unmanned ground vehicles program, PRIMUS (Program of Intelligent Mobile Unmanned
Systems, 1995 — 2004), they used a LADAR sensor to provide range information about the
environment and were able to successfully detect and avoid obstacles in the path of the ground
vehicle. Based on this experience, Cassidian developed an enhanced LADAR for helicopter
collision detection/avoidance applications. The following description of helicopter collision

hazards came from a paper presented at the 2008 SPIE Europe Security & Defense symposium
in Cardiff, UK [73].

“Power lines and other wires pose serious danger to helicopters, especially during low-level
[flight. The problem with such obstacles is that they are difficult to see until the helicopter is
close to them, making them hard to avoid. Even large pylons, towers and tall trees are tricky
to spot and avoid if they do not stand out clearly from their backgrounds.”

To overcome these difficult problems, EADS Deutschland GmbH - Cassidian Electronics of
Germany developed the HELLAS-Warning System (HELLAS-W) which was introduced to the
market in 2000. The system uses a pulse modulation TOF scanning LADAR to detect obstacles
in the flight path of the helicopter and provides a visual and audible warning signal to the pilot.
The system is currently being used by the German Federal Police & Emergency Medical
Services and is starting to be deployed on military helicopters.

Figure 53 shows a photo of the HELLAS Laser Radar scan head and a diagram of the operating
principle.

Figure 53. Photo of HELLAS Laser Radar scan head and diagram of operating principle.
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The next generation HELLAS-Awareness System (HELLAS-A) which is shown in Figure 54, is
targeted for use on military helicopters. It is currently undergoing performance qualification
tests. The system uses the same LADAR architectural concept as the HELLAS-W, but has
improved performance specifications and is an integral part of the aircraft avionics. HELLAS-A
overlays the detected and identified hazardous obstacles over other sensor information, such as
FLIR, and database information, such as digital maps. This is illustrated in Figure 55.

Figure 54. HELLAS-A.

Figure 55. Obstacle symbology overlaid over FLIR video.
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The HELLAS-A sensor is designed to detect a S mm wire at a distance of more than 700 m at a
visibility of 12 km with a detection probability of 99.5 percent per second. This system can be
fully integrated in the helicopter avionics system. Its results can be displayed on the helicopter's
multifunctional display (MFD) units or on a pilot's head-mounted sight and displays (HMS/D).

HELLAS-A plans to address another common challenge. When helicopters land on sandy or
dusty ground they experience "brownout" where their visibility is blocked by the disturbed sand,
dust (Figure 56), or snow. Such situations are very disorienting for the pilots and can lead to
accidents as reference points are obscured. HELLAS-A tackles this with brownout recovery, a
three-dimensional see-and-remember system. It does this using its situation-awareness suite that
has a range of different detectors, including radar and LADAR. The scene that is previously
detected is kept in memory and is displayed during a brownout situation.

Figure 56. German CHS53 in a brownout. Source: Heeresflieger Laupheim.

The detected image data of the landing area (collected by the HELLAS system) prior to
brownout, is displayed to the pilot along with supplementary data from other sensors (such as
millimeter-wave radar sensors) which can penetrate obscurants and detect objects and movement
on the ground. This fused information provides the pilot with “enhanced synthetic vision”,
allowing the pilot to fly safely in zero (human eye) visibility, low light level, and in bad weather
conditions [74, 75]. Initial tests have demonstrated that objects as small as 0.4 m in size can be
detected in the 3D data. Figure 57 shows an example of the HELLAS see-and-remember vision
display that is provided to the pilot.
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Figure 57. HELLAS See-and-Remember Vision.

The HELLAS real-time 3D imaging technology has also been used to address the growing needs
for safety and guidance of unmanned ground vehicles. Some of the robotic support functions that
have been tested by Cassidian Electronics include:

e the detection of terrain / driving obstacles

e road detection and following

¢ building of a local and global obstacle situation map

e detection of negative obstacle (ditches/depressions)

¢ vehicle / object following

e detection of explosive trip wires in the path of the vehicle
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3.3 Software
3.3.1 Background

The primary advantage of 3DI systems is the ability to acquire millions of 3D points in a short
period of time and the amount of detail that can be extracted from the 3D data. However, good
post-processing software is required to fully realize this advantage. Such software has to be able
to read and display large datasets quickly. Ata minimum, it has to provide typical visualization
and editing functionalities such as zooming, rotating, translating, clipping, and selecting and
deleting subsets of the data. However, raw datasets require further processing to add value to the
data and therefore post-processing functionalities, in addition to basic visualization and editing
functionalities, offer more advanced computational tools, see Figure 2. They enable the creation
of as-built models of the scanned scene, calculation of geometrical attributes of the model (e.g.,
area, volume, slope), determination of the deviations of the as-built model from the as-designed
model, and detection of clashes. These high-level tasks require other sub-tasks such as data
segmentation, fitting geometric primitives, display of modeled surfaces with overlaid point
clouds, and the ultimate performance of these packages depends on how those sub-tasks are
solved (e.g., at what level of automation and processing speed). Different software packages
support these capabilities to different extents.

Software packages for 3DI instruments started out as software that was developed by the
instrument manufacturer. These packages were used mainly to control the instrument and to
acquire data from that instrument. Since 3D imagining was a new technology for construction
and manufacturing applications, there were no software packages that were developed to make
full use of the 3D data and that could easily handle the large number of data points collected by a
3DI system. Thus, as the use of and the applications for 3DI systems expanded, this necessitated
the evolution of the control software to include additional capabilities such as data processing,
modeling, and visualization and then to the development of standalone software to specifically
utilize 3D imaging data. As aresult, 3DI software can be grouped into three general categories:

1. Software that controls the 3D imaging system
2. Software that uses and processes the 3D data
3. Software that does both (1) and (2)

In general, the software in category 1 is easier to learn than software in the latter two categories.
The training required for the software in categories 2 and 3 is similar to that for CAD/CAM
packages. The software in categories 2 and 3 can also be grouped by:

1. Sector: manufacturing or construction/civil
2. Specific area: e.g., transportation, structural/architectural, reverse engineering.

In general, software designed for manufacturing and reverse engineering applications differs
from those designed for construction or transportation applications in that the input data for the
former type of software is less noisy and the required accuracies for the data are higher. Also,
the point clouds are smaller for manufacturing and reverse engineering applications. The need
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for particular software functionality may also depend on the type of application and instrument
used to acquire data. For example, for most of the construction applications, medium to long-
range instruments are used. The scanning process requires placing an instrument in many
locations to get complete coverage of the scene (see Figure 1). In this case, registration of many
point clouds to a common coordinate system is required and post-processing software should
provide this functionality. On the other hand, point clouds for inspection in manufacturing
applications are often acquired with short range instruments mounted on mechanical arms which
tracks the locations and orientation of the scanners. These types of systems provide one point
cloud where many subsets of data obtained from different instrument positions are automatically
registered and the post-processing software does not have to deal with registration or errors
resulting from the registration process. Also, inspection tasks often involves known objects or
models of the object and thus object recognition is not a requirement for the post-processing
software.

Software developed for a specific application has features that make the workflow easier for the
user. For example, software for transportation applications has features that incorporates
procedures similar to those that would be performed by a surveyor.

3.3.2 Section Organization

The focus of this section is on software developed for terrestrial systems and does not include
software for airborne systems.

An online magazine, Point of Beginning (POB), conducts annual surveys of 3DI hardware and
software. The surveys are very comprehensive, but the surveys are focused on software and
hardware for construction applications. The list of software in the POB survey is given in
Appendix C, Table C. 1. This list also includes software packages for 3D imaging systems that
are not in the POB survey. The link to both POB surveys is: http://laser.jadaproductions.net/
(last accessed 7/21/10). The questions from the POB survey were sent to some of the software
companies not in the 2010 POB survey and their responses are given in Table C. 2.

The POB software survey data was available from 2004 to 2010 (data from the 2008 survey is
not available). The number of software packages from 2004 to 2010 is shown in Figure 58.
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Figure 58. Number of software packages in the 2004 to 2010 POB survey.
(Data from 2008 not available).

One method of analyzing the trends in software was to examine how the responses to the POB
survey questions changed over a period of time. For example, an increase in the number of
“Yes” responses to the question “Automatic removal of noise (e.g., cars, vegetation)? Yes/No”
over time would indicate improvements to the software and a market need as software
improvements are usually driven by customer demands or needs. This method, however, yielded
counterintuitive results most of the times. The main reasons for this are 1) subjectivity -
different interpretations of the survey questions and/or potential biases in the responses, and 2)
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