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Uncertainty Quantification, May 24th—-May 28th 2010
Workshop report

Organisers: Andrew Cliffe, Max Gunzburger, Paul Houston, Catherine Powell.
1. Relation to original proposal

The scope and aims of the meeting did not deviate from the original proposal. However, the format
of the workshop did change. The first one and a half days of the meeting went as originally planned.
That is, Monday and Tuesday morning were reserved for three instructional courses on numerical
methods for PDEs with random data, high-dimensional sampling methods, and sensitivity analysis,
delivered by Max Gunzburger, Ian Sloan and Andrea Saltelli, respectively. Originally we intended
to fill the rest of the week with invited talks of 45 minutes in length. However, it became clear to
us that many participants wished to present their work and indeed would have interesting things
to say. To accommodate this, we invited all participants who wished to, to give a short talk (15
minutes in length) and a poster. This also meant that all participants were treated equally. That is,
established researchers were not given preference over younger researchers. In the end, there were 50
short contributed talks, interspersed with three poster sessions of two hours in length. On Thursday
afternoon, we additionally staged a Knowledge Transfer event, comprising four half-hour presentations
from industrialists followed by a panel discussion.

2. Short description of the meeting

In deterministic mathematical modelling, complete knowledge of input parameters is assumed. This
leads to simplified, tractable computations and produces simulations of outputs that correspond to
specific choices of inputs. However, most physical, biological, social, economic and financial processes
involve some degree of uncertainty. Uncertainty quantification (UQ) is the task of determining sta-
tistical information about the outputs of a process of interest, given only statistical (i.e. incomplete)
information about the inputs. It encompasses many tasks that are crucial to both public and private
enterprise. This includes, crucially, risk assessments that are typically used to inform policy makers
e.g. on sensitive issues such as the safety of a nuclear waste repository.

It has long been recognised that mathematical models need to account for uncertainty but progress has
been hampered by a lack of mathematical analysis and computing resources. The science of UQ has
been in its infancy in many application areas until relatively recently but is now rapidly developing.
The workshop brought together numerical analysts, probabilists, computer scientists and industrialists
(amongst whom there is traditionally very little communication) to disseminate important advances
currently being made in sparse high-dimensional sampling, high-dimensional quadrature, approxima-
tion theory, model-order reduction, sensitivity analysis, statistics and scientific computing.

3. Comprehensive workshop report

The meeting took place at the premises of the Royal Society of Edinburgh on May 18th—-May 24th
2010. It was attended by sixty-six people, including nine women and thirteen young researchers. There
were twenty-four participants from the UK, twenty-eight from the USA, eleven from Europe (France
3, Germany 4, Italy 2, Norway 1, Switzerland 1), and one participant from each of Saudi Arabia,
Australia and Korea. Funding for the workshop was secured from the ICMS (in total £25,000, £1,000
of which was from the LMS), the US National Science Foundation (NSF, $44,100) and the US Air Force
Office for Scientific Research (AFOSR, $18,185). Attendance at the workshop was by invitation only
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and participants were selected by the organisers for the quality of their research pertaining to diverse
UQ issues in mathematical modelling. The disciplines of numerical analysis, probability, statistics,
computer science and linear algebra were all represented.

The meeting began with three short courses to bring all participants up to speed with current state of
the art methodologies. These were much appreciated by all and received very positive feedback. On
Monday morning, Max Gunzburger delivered a three-hour instructional course on the basic numerical
techniques for approximating solutions to partial differential equations (PDEs) with random data, pay-
ing particular attention to elliptic PDEs. He surveyed Monte Carlo, stochastic Galerkin and stochastic
collocation methods, including a discussion on basic methodologies for discretising second-order ran-
dom fields via Karhunen-Loeve expansions and Polynomial Chaos expansions. Monday afternoon saw
Tan Sloan deliver instructional lectures on integration and sampling techniques in high dimensions.
Particular attention was paid to sparse grid methods and Quasi-Monte Carlo approximation. The
talks included outline proofs of many of the important results. On Tuesday morning Andrea Saltelli
talked about sensitivity analysis and dimension reduction. He presented techniques for exploring high
dimensional parameter spaces and identifying the most important parameters in a problem. He also
emphasised that there is still a large gap between the theory and methodologies that have been de-
veloped and practice, and he stressed the importance of sensitivity analysis in situations where the
results of modelling inform important decisions.

Following the instructional courses, on Tuesday, Wednesday, Thursday and Friday morning, there
were fifty contributed short talks. Each speaker was also asked to prepare a poster (there were three
two-hours sessions spread throughout the week). The speakers’ brief was was to use their talk to
convince other participants to come and discuss their research in more depth at the poster sessions.
The talks covered a wide range of topics and were of a uniformly high standard. In particular many
of the early stage researchers gave excellent presentations. The poster sessions were very successful
and were the main focus of interactions between the participants. The feedback on this format was,
on the whole, very positive. The following is a typical comment from a participant.

Having been slightly apprehensive prior to the meeting about the effectiveness of this setup,
in retrospect I have to say it worked very well.

On Thursday afternoon, we staged a Knowledge Transfer (KT) session. Representatives from The
British Geological Survey, Rolls Royce, Serco Technical Services and Statoil gave half-hour presen-
tations, outlining the importance of quantifying uncertainty in their respective industries, and the
associated mathematical challenges that remain to be met. It was very clear from the presentations
that UQ is of major concern to the industries represented. The talk from the British Geological
Survey was particularly topical in view of the recent eruption at Eyjafjallajoekull in Iceland and its
impact on air travel. The presentations were followed by a panel discussion and questions from the
audience. Following the KT session, representatives from two of the meeting’s funding bodies (the
NSF and the AFSOR) gave presentations on current funding opportunities for research centered on
UQ. Unfortunately for UK participants, it was not possible for a representative from the EPSRC to
attend this session.

On Friday afternoon we concluded with a wrap-up session where we asked participants to comment
on future important directions in UQ. The following main issues emerged from the discussion:

e The curse of dimensionality remains a major problem. Model reduction is a promising future
direction for research in this context.

e There is still a gap between the real large-scale problems arising from applications and what can

be achieved with current techniques.
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e There is a continuing need for the different communities to interact, in particular the statistics
and numerical analysis/scientific computation communities. There is also a pressing need for
researchers developing new methods to engage with researchers in application areas.

e Inverse problems and use of data will play an increasingly important role in UQ.

e Extending the methods and analysis to large dynamical systems, and nonlinear problems ex-
hibiting bifurcation behaviour is likely to be a fruitful line of research.

All in all, we feel that the meeting was a success. The intended objectives of the workshop were: 1) to
review developments in the rapidly developing field of UQ)j; 2) to bring together internationally leading
experts working in the relevant fields of mathematics and enable an effective dialogue between them; 3)
to expose scientists in industry to the most recent developments in the field and mathematical scientists
to the important problems facing industry; 4) to promote communication between the various relevant
mathematical disciplines; 5) to encourage young researchers to work in the field; 6) to strengthen the
UK’s presence in this fundamentally important field.

Based on the formal feedback and on informal discussion with participants it is clear that objectives
1-4 were achieved. Here are three typical comments from participants:

This is one of the best workshops I have attended. I learned a huge amount, from both the
tutorials and the research presentations.

Since there was a significant tutorial component (and not just latest research), I believe the
academic value was high. My PhD students were in attendance and the tutorial sessions
were invaluable for them.

The workshop was not just a presentation of methods and procedures but was an opportunity
to discuss available methods and set future research guidelines.

We are confident that objective 5 was also achieved, having received very positive comments from
a number of the early stage researchers present. This workshop was one of the first events wholly
dedicated to the topic of UQ and that in itself will have contributed to objective 6. We are hopeful
that the UK will continue to have an influential presence in this research area.

Finally, the local organisation of the workshop by ICMS staff was superb! Edinburgh is clearly a very
popular venue for scientific meetings and virtually the only criticism we received was that we didn’t
give participants an afternoon off for sight-seeing.

3

Distribution A: Approved for public release; distribution is unlimited.



Abstracts

Sondipon Adhikari

Elliptic stochastic partial differential equations: An orthonormal vector basis approach

The stochastic finite element analysis of elliptic type partial differential equations is considered. An
alternative approach, by projecting the solution of the discretized equation into a finite dimensional
orthonormal vector basis, is investigated. It is shown that the solution can be obtained using a finite
series comprising functions of random variables and orthonormal vectors. These functions, called the
spectral functions, can be expressed in terms of the spectral properties of the deterministic coefficient
matrices arising due to the discretization of the governing partial differential equation. An explicit
relationship between these functions and polynomial chaos functions has been derived. Based on the
projection in the orthonormal vector basis, a Galerkin error minimization approach is proposed. The
constants appearing in the Galerkin method are solved from a system of linear equations which has the
same dimension as the original discretized equation. A hybrid analytical and simulation based
computational approach is proposed to obtain the moments and pdf of the solution. The method is
illustrated using the stochastic nanomechanics of a Zinc Oxide (ZnO) nanowire deflected under the
atomic force microscope (AFM) tip. The results are compared with the direct Monte Carlo simulation
results for different correlation lengths and strengths of randomness.

Douglas Allaire

A Bayesian-based approach to multi-fidelity multidisciplinary design optimization

We present a novel method for fidelity management in multidisciplinary design optimization. The
method is Bayesian-based and employs maximum entropy characterizations of model uncertainties that
can be established via expert opinion or historical data. Our approach incorporates global sensitivity
analysis to rigorously apportion variation in performance parameters associated with critical design
constraints to individual disciplines. This provides a means of determining, with confidence, when low,
medium, and high fidelity models need to be incorporated in the design process. Our method is
demonstrated on wing sizing problem for a high altitude, long endurance vehicle. A critical chance
constraint is placed on the maximum wing deflection, which is computed empirically in a low fidelity
model and is governed by the Euler-Bernoulli beam equation in a medium fidelity model.

Ed Allen

Derivation of SPDEs for randomly varying problems in physics, biology, or finance

A straightforward procedure is explained for deriving stochastic partial differential equations (SPDEs)
for randomly-varying problems in biology, physics, or finance. The SPDEs are derived from basic
principles, i.e., from the changes in the system which occur in a small time interval. In the derivation
procedure, a discrete stochastic model is first constructed. As the time interval decreases, the discrete
stochastic model leads to a system of Ito stochastic differential equations. Next, Brownian sheets
replace the Wiener processes in the SDE system. As intervals of the secondary discrete variables
decrease, stochastic partial differential equations are derived. The derivation procedure is illustrated for
several examples where SPDEs are derived for size- and age-structured populations, stock-price
distributions, neutron transport, and reaction-diffusion systems. Joint work with Elife Dogan and Xiaoyi
Ji.

Tim Barth

Propagation of statistical model parameter uncertainty in compressible flow simulations

We consider the deterministic propagation of statistical model parameter uncertainties in numerical
approximations of nonlinear systems of conservation laws discretized using finite elements and finite
volumes. To deterministically calculate the propagation of model parameter uncertainty, stochastic
independent dimensions are introduced and discretized, see for example Ghamen [1] or Xiu and
Karniadakis [2]. Of particular interest are nonlinear conservation laws that admit discontinuities in both
physical and stochastic dimensions. The presence of discontinuities in stochastic dimensions makes the
use of standard high-order polynomial chaos approximation spaces problematic. To approximate
solutions containing discontinuities, adaptive piecewise polynomial spaces are utilized and
implemented using a parallel model of computation. Specific application areas of interest include the
compressible Navier-Stokes equations with (1) PDE turbulence models and (2) finite-rate chemistry
models for a nitrogen-oxygen atmosphere. As a practical matter, these calculations are often faced with
many sources of uncertainty including empirical equations of state, initial and boundary data,
turbulence models, chemical kinetics models, catalysis models, radiation models, and many others.
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Example uncertainty calculations of subsonic, transonic, and chemically reacting hypersonic flow are
presented to illustrate the utility of the present numerical methods.

References:

[1] R.G. Ghamen, Ingredients for a General Purpose Stochastic Finite Element Formulation, CMAME,
Vol. 168, 1999.

[2] D. Xiu and G. Karniadakis, Modeling Uncertainty in Flow Simulation via Generalized Polynomial
Chaos, JCP, Vol. 187, 2002.

Sebastien Boyaval

The reduced-basis method for uncertainty quantification

We will recall the principles of the reduced-basis method (Maday, Patera et al.) and show how to use it
for the efficient computation of noise/uncertainty propagation in PDEs, in particular for the acceleration
of Monte-Carlo computations.

Nathanial Burch

Sensitivity analysis for solutions of elliptic PDEs on domains with randomly perturbed boundaries

We study the problem of solving an elliptic partial differential equation (PDE) posed on a domain in
which the physical boundary is perturbed randomly. The goal is to accurately approximate the
probability density for a given quantity of interest computed from the solution while estimating and
controlling the various sources of error, e.g. from finite sampling and finite element discretization. We
describe how to transform the given problem into an elliptic problem on a fixed domain with a
randomly perturbed elliptic coefficient and then apply a recently developed fast method for carrying
out sensitivity analysis on the latter. We use a posteriori analysis to account for the effects of the
transformation, various deterministic discretization errors, and finite sampling.

John Burkardt

Sparse grids for anisotropic problems

The classical sparse grid algorithm is often constructed from a sequence of Clenshaw-Curtis rules of
exponentially increasing order. A set of sparse grids is produced, with an index called the “level". The
grids are isotropic, treating each dimension the same. Each time the level is incremented, the precision
of the grid is increased in every dimension.

We consider modifications of the classical algorithm which allow each dimension to have a distinct
geometry, weight function, and quadrature rule. Moreover, the user may assign an importance to each
dimension, so that some dimensions are more thoroughly gridded than others.

Much of this presentation will involve the display of accuracy plots showing which monomials a sparse
grid can integrate exactly. This suggests an adaptive approach, in which we consider adding “nearby”
monomials to the current accuracy plot to improve the results.

Alberto Giovanni Busetto

Active uncertainty reduction for dynamical systems

We present an active uncertainty reduction approach for nonlinear models of dynamical systems. Our
information-theoretic approach is based on the maximization of the expected information gain,
quantified in terms of relative entropy between model priors and posteriors. It enables the
identification of the feasible and maximally informative subsets of measurable quantities, of time
points and of interventions. We show that approximate solutions can be efficiently obtained with
submodular optimization. In conclusion, applications to systems biology are experimentally
demonstrated and discussed.

Yanzhao Cao

Sparse grid collocation method for stochastic integral equations

We develop the fast collocation methods for the second kind integral equations with stochastic
loading. The sparse-grid multiscale bases are constructed, associated with which a truncation strategy
is proposed so that the computational complexity is reduced to be linear up to a logarithmic factor. The
convergence rate is preserved after the truncations.
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Peter Challenor

Using emulators to account for uncertainty in climate models

Large complex computer models are necessary if we are to make predictions about the climate in the
longer term. Such models are deterministic but we know that climate projection is rife with uncertainty.
This uncertainty can be divided into structural uncertainty, our models are imperfect, and input
uncertainty, we do not know the model inputs. The later can be dealt with by sampling from the
uncertainty in the inputs and propagating the error through the model. Because the model is very
expensive to run so we cannot use naive Monte Carlo methods to carry out this error propagation. To
avoid the problem of running the model many thousands of times we use emulators, or surrogate
models. Basically we build a statistical model (a Gaussian process model) of the deterministic dynamical
climate simulator. Using the risk of the collapse of the Atlantic overturning circulation as an illustration
| will outline how we analyse such models. | will also present some ideas on how we might tackle the
structural uncertainty problem.

Julia Charrier

A weak error estimate for the solution of an elliptic partial differential equation with random
coefficients

In order to compute the law of the solution of elliptic partial differential equations with random
coefficients, a Galerkin finite elements method or a stochastic collocation method can be used. These
two methods are based on a finite dimensional approximation of the stochastic coefficients, which can
be achieved via a Karhunen-Loéve expansion. This work proposes an estimate for the weak error on the
solution, resulting from the approximation of the coefficients, in the case of a homogeneous log-
normal coefficient, which is often used in hydrogeology. The weak error estimate improves the strong
error estimate and is illustrated numerically. We emphasize the influence of the correlation length.

Mike Christie

Uncertainty quantification in reservoir modelling

Uncertainty quantification is important in the oil industry because multi-million dollar decisions are
taken in developing and operating oilfields without complete knowledge of the reservoir. The lack of
certainty in the production from a new well for example may be enough to take the decision from
economically favourable to economically unfavourable.

Uncertainty in reservoir simulation is generally quantified by calibrating large reservoir simulation codes
to observed data. The unknown properties that need to be inferred are porosities and permeabilities,
transmissibilities across faults etc. The number of unknown parameters can be large, and the computer
codes themselves can be expensive to run, so there is a drive for efficient ways of generating well-
calibrated models. The talk will describe recent algorithmic developments in calibrating reservoir
models to data, and illustrate key features of the algorithms by application to benchmark datasets.

Marta D'Elia

A data assimilation technique for including noisy velocity measurements into Navier-Stokes simulations
The integration of data and numerical simulations has always been a relevant issue in fluid-geophysical
studies. The improvement of measurement and imaging devices makes available a huge amount of
data for the cardiovascular system; these data can be used in numerical simulations not only for
validation, but also for improving reliability of the results. Cardiovascular mathematics is an emerging
field of scientific computing, still presenting a lot of challenges; the combination of measurements and
governing principles (Data Assimilation, DA) is one of them.

In this work we propose a DA technique for including noisy measurements of the blood velocity into
the simulation of the Navier-Stokes (NS) equations. This technique is formulated as an inverse problem
solved with a discretize-then-optimize technique, where space discretization is performed with the
Finite Element (FE) method. Starting from a method of misfit minimization between data and recovered
velocity, designed for the Oseen problem, we show how to solve the NS system. Numerical results for
tests cases on 2D domains are presented using noise-free and noisy data; in the case of noisy data, we
investigate the dependence of the discretization error on the amount of noise, the number and the
displacement of noisy measurements and the FE discretization step.
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Masoumeh Dashti

Bayesian approach to an elliptic Inverse problem

We consider the inverse problem of determining the permeability from the pressure in a Darcy model of
flow in a porous medium. Mathematically the problem is to find the diffusion coefficient for a linear
uniformly elliptic partial differential equation in divergence form, in a bounded domain in two or three
dimensions, from pointwise measurements of the solution in the interior.

We adopt a Bayesian approach to the problem. We place a prior Gaussian random field measure on the
log permeability, specified through its two point correlation function. We study the regularity of
functions drawn from this prior measure, by use of the Karhunen-Loeve expansion. We also study the
Lipschitz properties of the observation operator mapping the log permeability to the observations.
Assuming that the observations are subject to mean zero noise, and combining the aforementioned
regularity and continuity estimates, we show that the posterior measure is well-defined. Furthermore
the posterior measure is shown to be Lipschitz continuous with respect to the data in the Hellinger and
total variation metrics, giving rise to a form of well-posedness of the inverse problem. This is joint work
with Andrew Stuart.

Tarek El Moselhy

A dominant singular vectors approach for stochastic partial differential equations

Many stochastic partial differential equations (SPDEs) which appear in practical engineering
applications are discretized using a large dimensional spatial basis and a large dimensional stochastic
basis. Unfortunately, the complexity of solving such SPDEs using standard stochastic algorithms is
prohibitive. To overcome such complexities, a variety of new stochastic algorithms based on model
order reduction ideas have been proposed. Such algorithms typically rely on finding the most relevant
small dimensional subspace in which the solution can be accurately represented without a significant
loss of accuracy.

We present a new intrusive simulation approach which relies on sequentially finding dominant bases
for both the spatial and stochastic spaces in order to represent the solution. The main computational
advantage of the proposed approach stems from the fact that at every step of the algorithm only two
dominant bases, one in the spatial space and another in the stochastic space, are simultaneously
computed. The two dominant bases are computed such that the equation residual is minimized. After
each step both the solution and the equation residuals are updated. The algorithm is terminated when
the norm of the equation residual is sufficiently small. Consequently, meaningful error measures are
provided which determine the quality of the solution. Furthermore, we provide a detailed convergence
analysis of our approach.

Our approach has been applied to a variety of stochastic partial differential equations. In particular, our
approach is used to solve Maxwell’s equations in large domains described by random boundaries. Such
SPDEs are particularly important to quantify the effect of integrated circuit manufacturing uncertainties
on the electrical characteristics of interconnect structures. Additionally, our algorithm is applied to a
diffusion problem in which the permeability is described by a log-normal random field. In both cases,
our algorithm provides orders of magnitude reduction in computational time and memory compared to
many state-of-the-art stochastic Galerkin and collocation methods.

Howard Elman

Numerical solution algorithms for discrete partial differential equations with random data

We discuss several methods for discretizing the problems that arise from finite-dimensional
approximations to partial differential equations with random data, including so-called Galerkin
methods and collocation methods. The resulting algebraic systems of equations that arise in these
settings are typically much larger than those that come from deterministic models. We describe the
structure and properties of these algebraic equations, present several variants of multigrid and
multilevel strategies that can be used to solve the resulting systems, and compare costs and other
computational issues that arise from different choices of problem statements and discretization.

Oliver Ernst

Efficient solution of large-scale covariance eigenproblems

The Karhunen-Loéve expansion is a popular all-purpose technique for the representation of random
fields given the mean field and a covariance function. Computationally, this involves the solution of an
eigenvalue problem for an integral operator acting on functions defined on a 2D or 3D domain, so

Distribution A: Approved for public release; distribution is unlimited.



that, after discretization, one is faced with the solution of a large, dense matrix eigenproblem. We
present an approach for efficiently solving such problems using a restarted Lanczos method combined
with hierarchical matrix techniques as well as enhanced quadrature schemes for handling the
singularity along the diagonal. Joint work with Ingolf Busch.

Michael Goldstein

Bayesian uncertainty analysis for complex physical models

Accounting for, and analysing, all the sources of uncertainty (input uncertainty, functional uncertainty,
initial condition, boundary condition and forcing function uncertainty, structural uncertainty,
observational uncertainty) that arise when using complex models to describe a large scale physical
system (such as climate) is a very challenging task. | will give an overview of some Bayesian approaches
for assessing such uncertainties, for purposes such as model calibration and forecasting.

Andrew Gordon

Solving stochastic collocation systems with algebraic multigrid

Stochastic collocation methods facilitate the numerical solution of partial differential equations (PDEs)
with random data and give rise to long sequences of similar discrete linear systems. When elliptic PDEs
with random diffusion coefficients are discretized with standard finite element methods in the physical
domain, the resulting collocation systems can be solved iteratively with the conjugate gradient method
and algebraic multigrid (amg) is a highly robust preconditioner. When mixed finite element methods
are applied, amg is also a key tool for solving the resulting sequence of saddle point systems via the
preconditioned minimal residual method. In both cases, the stochastic collocation systems are trivial to
solve when considered individually. The challenge lies in exploiting the systems' similarities to recycle
information and minimize the cost of solving the entire sequence.

In this talk, we consider full tensor and sparse grid stochastic collocation schemes applied to a model
stochastic elliptic problem and discretize in physical space using standard piecewise linear finite
elements and lowest order Raviart-Thomas mixed finite elements. We propose efficient solvers for the
resulting sequences of linear systems and show, in particular, that it is feasible to use finely-tuned amg
preconditioning for each system if key set-up information is reused. Crucially, the preconditioners are
robust with respect to variations in the discretization and statistical parameters for both stochastically
linear and nonlinear diffusion coefficients.

lvan Graham

Quasi-Monte Carlo methods for flow in porous medja with random data

In this talk we formulate and implement quasi-Monte Carlo (QMC) methods for computing the
expectations of functionals of solutions of elliptic PDEs, with coefficients defined as Gaussian random
fields. As we see, these methods outperform conventional Monte Carlo methods for such problems.
Our main target application is the computation of several quantities of physical interest arising in the
modelling of fluid flow in random porous media, such as the effective permeability or the exit time of a
plume of pollutants. Such quantities are of great interest in uncertainty quantification in areas such as
underground waste disposal, and here QMC is combined with a mixed finite element discretization in
space. Our particular emphasis is on relatively high variance and low correlation length, leading to high
stochastic dimension, where Karhunen-Loeve expansions converge slowly. In this case Monte Carlo is
currently the method of choice but, as we demonstrate, QMC methods are more effective and efficient
for a range of parameters and quantities of interest. The talk will discuss both theoretical and
computational aspects of this problem and include some applications involving up to 10° stochastic
dimensions. Joint work with Frances Kuo, Dirk Nuyens, Rob Scheichl and lan Sloan

Max Gunzburger

Numerical methods for partial differential equations having random inputs (Tutorial 1)

We provide a review of the basic members of different classes of methods used to approximate the
solution of partial differential equations having random inputs. The classes included polynomial chaos,
stochastic collocation, and stochastic sampling methods. We pay particular attention to connections
and differences between the different classes. White noise, coloured noise, and random parameter
inputs are considered.
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Jim Hall

Calibration of flood models for risk analysis

Examination of the potential impact of different fluvial flood defence strategies requires a physically-
based model to describe the distributed flow pattern through the channel and associated floodplain,
since such a model is capable of adjustment to represent the different strategies. The objective is to be
able to formulate the uncertainty estimates in such a way that they can be used within a risk analysis,
where the risk is formed from an integral, over all forcing scenarios and the entire range of modelling
errors, of the product of the probability of flooding and the damage caused.

In order to estimate the risk associated with each strategy, it is essential to be able to estimate
downstream flood depth in a wide variety of flow conditions, along with associated uncertainties. The
uncertainties in flood model predictions arise as a result of inadequacies in the model representation of
the physical processes, as well as uncertainties in the choice of model parameters. Model inadequacy is
defined for the un-modified river channel, and we assume that it remains unchanged with channel
modifications. An emulator, and the model inadequacy are described in terms of nonlinear transfer
functions, based on the input (upstream) and output (downstream) time series, which are complex, but
highly autocorrelated. Simulation from synthetic input time series, representing upstream flows,
enables computation of risk associated with different strategies.

Des Higham

Statistical inference in a Zombie outbreak model: is it safe to go out yet?

The challenge of parameter estimation for ODE models has attracted the attention of the statistical
inference community, and some powerful tools have been developed that go far beyond the traditional
"least-squares" style point estimates. Taking as an example a recently published nonlinear ODE model
describing the science fiction scenario of a zombie outbreak, | will discuss the pros and cons of a
Bayesian approach. This is joint work with Ben Calderhead and Mark Girolami (University of Glasgow).

Joakim Hove

Uncertainty in the petroleum industry

The petroleum industry makes extensive use of models of the underground for all aspects of reservoir
management. Acquiring reliable information from the underground is both difficult and costly, and the
models used are inherently unreliable. The initial reservoir models are built based on seismic surveys,
and a few exploration wells. The seismic data is spatially extensive data with low precision, whereas the
wells provide localized measurements of reasonably high accuracy. In addition a geological concept
serves an important framework for interpretation.

Mathematically the models are based on 3D fields like flow permeability, porosity, initial fluid
saturations, in addition to several low dimensional parameters like oil composition. In addition the
structural model, i.e. the shape of the grid, is a very important property. All this input is uncertain, and
a statistical description in terms of a prior distribution is essential. When the field has been producing
we get new information, and this can be used to update the model. The process of updating the
parameters in the model to reproduce the historical flow rates is traditionally called “History
Matching”.

The history matching problem is severely underdetermined, so identifying the one right model in an
optimization context is not feasible. Instead it should be seen as a conditioning problem in a Bayesian
setting, where new information is used to determine a posterior distribution. Uncertainty studies are
then performed by sampling from the posterior distribution. | will present two such methods for model
updating developed in the research centre in Statoil.

Angela Kunoth

Multiscale methods for the valuation of American options with stochastic volatility

For the valuation of American options with stochastic volatility, we first derive an appropriate
variational inequality formulation which enables finite element discretizations, in contrast to previous
approaches. We propose specifically monotone multigrid methods for the fast numerical solution of the
resulting linear inequality systems. Numerical results are provided for a certain benchmark problem of
an American Put Option. This is joint work with Christian Schneider.
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Alexander Labovsky

Effects of approximate deconvolution models on the solution of the stochastic Navier-Stokes equations
We consider the family of Approximate Deconvolution Models (ADM) for the simulation of the
turbulent stochastic Navier-Stokes equations (NSE). We investigate the effect stochastic forcing
(through the boundary conditions) has on the accuracy of solutions of the ADM equations compared to
direct numerical simulations. Although the existence, uniqueness and verifiability of the ADM solutions
has already been proven in the deterministic setting, the analyticity of a solution of the stochastic NSE
is difficult to prove. Hence, we approach the problem from the computational point of view. A
Smolyak-type sparse grid stochastic collocation method is employed for the approximation of first two
statistical moments of the solution - the expected value and variance. We show that for different test
problems, the modelling error in the stochastic case is the same as predicted for the deterministic
setting. Although the ADMs are arguably only applicable for certain boundary conditions (zero or
periodic), we test the model on a problem with a boundary layer and recirculation region and
demonstrate that the model correctly predicts the solution of the stochastic NSE with the noise in the
boundary data.

Olivier Le Maitre

Multi-resolution for stochastic hyperbolic systems

We present a novel method for the multi-resolution analysis of hyperbolic systems (conservation laws)
involving uncertain parameters. The multi-resolution scheme rely on the adaptive construction of
piecewise polynomial stochastic approximation spaces, whose structure is indexed on the space
variable and time. This approach allows for the concentration of the computational effort into areas
where the stochastic solution is discontinuous (i.e. along localized shocks in the space-time domain),
and to use coarse representation elsewhere. Examples of applications for the Burgers (scalar) and Euler
(system) equations will be shown.

Hyung-Chun Lee

Approximation of an optimal control problem for Stochastic PDEs

In this talk, we consider optimal control problems for stochastic elliptic partial differential equations.
The control objective is to minimize the expectation of a cost functional, and the control is of the
deterministic, boundary value type. The main analytical tool is the Karhunen-Loeve (K-L) expansion.
Mathematically, we prove the existence of an optimal solution; we establish the validity of the
Lagrange multiplier rule and obtain a stochastic optimality system of equations; we represent the input
data in their K-L expansions and deduce the deterministic optimality system of equations.
Computationally, we approximate the optimality system through the discretizations of the probability
space and the spatial space by the finite element method; we also derive error estimates in terms of
both types of discretizations.

Chad Lieberman

Optimal design under uncertainty

Engineering design is uncertain when it depends on an unknown and unobservable parameter of the
system (e.g., hydraulic conductivity in the subsurface). Recent approaches attempt to quantify this
uncertain parameter of the governing partial differential equations by solving a statistical inference
problem that combines experimental data with prior knowledge. Since experiments are expensive and
the statistical inference problem is often computationally intractable, we propose an integrated
formulation that treats the experiment--inference--design process from the perspective of the final
design problem. Specifically, the objective function and constraints of the optimal design problem
guide the inference process so that we only perform as many experiments and as much inference as is
necessary to determine the optimal design. This approach stems from the realization that while the
parameters we infer may be very high-dimensional, the design choices are not. Therefore, we expect
that convergence in design will occur long before convergence in parameter for many important
engineering design problems. Our algorithm brings together experimental design, variational inference,
and stochastic programming to exploit this notion. The algorithm is demonstrated on a model thermal
problem.

Youssef Marzouk

Tractable Bayesian inference and experimental design in complex physical systems

Predictive simulation of complex physical systems increasingly rests on the interplay of experimental
observations with computational models. Key inputs, parameters, or structural aspects of models may
be incomplete or unknown, and must be developed from indirect and limited observations. At the
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same time, quantified uncertainties are needed to qualify computational predictions in the support of
design and decision-making. In this context, Bayesian statistics provides a foundation for inference
from noisy and limited data. Computationally intensive forward models, however, can render a
Bayesian approach prohibitive.

We will show that spectral methods used to solve stochastic PDEs are an extremely useful tool in the
inverse context as well. We introduce a stochastic spectral formulation that accelerates Bayesian
inference via rapid exploration of a surrogate posterior distribution. Theoretical convergence results are
verified with several numerical examples — in particular, parameter estimation in transport equations
and in chemical kinetics. We also extend this approach to the inference of spatially distributed
quantities in a hierarchical Bayesian setting.

Finally, we discuss the utility of polynomial expansions in optimal experimental design — choosing
experimental conditions to maximize information gain in parameters or outputs of interest. A Bayesian
formulation of the design problem fully accounts for uncertainty in relevant parameters and
observables.

Hermann Matthies

Low rank-representation numerical methods for uncertainty quantification equations

Nowadays the trend of numerical mathematics is often to try to resolve inexact mathematical models
by very exact deterministic numerical methods. The reason of this inexactness is that almost each
mathematical model of a real world situation contains uncertainties in the coefficients, right-hand side,
boundary conditions, initial data, as well as in the geometry. Examples of uncertain input data are, for
example, conductivity coefficients in groundwater flow problems. These mathematical models are often
described by stochastic partial differential equations (SPDEs), where uncertainties are represented as
random fields.

An efficient numerical solution of such problems requires an appropriate discretisation of the
deterministic operator as well as the stochastic fields. The total number of degrees of freedom (dof) of
the discrete model is the product of dofs of the deterministic and stochastic discretisations and can be,
even after application of the truncated Karhunen-Loéve expansion (KLE) and polynomial chaos
expansion, very high. Therefore data sparse techniques for representation of input and output data
(solution) are necessary for efficient representation and computation.

In this work we demonstrate the compression of the input and output random fields via algorithms
based on singular value decomposition and low-rank tensors. Particularly, compression of the output
data is important for a further postprocessing (e.g. for solving corresponding inverse problems via
Bayesian inferences).

We represent all stochastic realisations of the solution in a low-rank format. For every new solution
vector an update for the low-rank approximation is computed on the fly. The storage requirements and
computational complexity can be drastically reduced. We demonstrate examples from aerodynamics -
velocity and pressure fields near an airfoil - and flow through porous bodies. Joint work with A.
Litvinenko, M. Espig, E. Zander, B. Rosic and D. Liu

Habib Najm

Uncertainty quantification in reacting flow

Uncertainty quantification (UQ) is useful for informing engineering design, risk analysis, and decision
support processes; and for enabling model validation with respect to observations. In the limit of small
uncertainty, linear/perturbative UQ methods are useful. However, in the more general context of large
uncertainty, particularly in systems exhibiting strong nonlinearity and/or bifurcations, other methods
are necessary. This talk focuses on the use of probabilistic UQ methods in this context. | will survey the
state of the art in the use of these methods for quantification of uncertainty in computational
modelling. | will discuss the use of Bayesian methods for estimation of uncertain models from data. |
will focus on spectral Polynomial Chaos (PC) methods for the forward propagation of uncertainty. | will
discuss the utilization of these methods using both collocation and Galerkin methodologies, and will
illustrate their application in computations of reacting flow. | will also discuss PC UQ constructions
employing local bases, developed specifically to enable handling systems with bifurcations and/or
strong nonlinearity; and will discuss aspects of model reduction under uncertainty.
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Fabio Nobile

Stochastic Galerkin and collocation methods for PDEs with random coefficients: a numerical
comparison

Much attention has recently been devoted to the development of Stochastic Galerkin (SG) and
Stochastic Collocation (SC) methods for uncertainty quantification. An open and relevant research topic
is the comparison of these two methods. By introducing a suitable generalization of the classical
sparse grid SC method, we are able to compare SG and SC on the same underlying multivariate
polynomial space in terms of accuracy versus computational work. The approximation spaces
considered include isotropic and anisotropic versions of Tensor Product (TP), Total Degree (TD),
Hyperbolic Cross (HC) and Smolyak (SM) polynomials. Numerical results for linear elliptic SPDEs indicate
a slight computational work advantage of isotropic SC over SG, with SC-SM and SG-TD being the best
choices of approximation spaces for each method. Moreover, when using anisotropic approximation
spaces, we propose a choice of the anisotropy ratios based on theoretical estimates of the smoothness
of the solution. Numerical results confirm that such choice is nearly optimal.
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Houman Owhadi

Optimal uncertainty quantification

While everyone agrees that Uncertainty Quantification (UQ) is fundamental to objective science, it
appears that there are no universally accepted UQ objectives and no accepted framework for the
communication of UQ results. Moreover, on close inspection, it appears that in general there is a
disconnection between the assumptions required by specific UQ techniques and the
assumption/information set of the relevant applications. This disconnect is the cause of much confusion
and disagreement in the community. Indeed, it appears that UQ is currently where probability theory
was before its rigorous formalization by Kolmogorov.

We propose a rigorous framework in which the UQ objectives and assumption/information set are
brought into the forefront. This framework, which we call Optimal Uncertainty Quantification (OUQ), is
based on the observation that given a set of assumptions and information, there exist optimal bounds
on uncertainties obtained as solutions of well defined optimization problems corresponding to
maximizing probabilities of failures, or of deviations, subject to the constraints imposed by the
scenarios compatible with the assumptions and information. The notion of optimality in presence of
sample data is not self-evident and we show that our formulation is a generalization of the well
established notion of Uniformly Most Powerful test in statistical hypothesis testing.

Although OUQ optimization problems are extremely large we show that they are characterized by
significant and practical finite dimensional reduction properties. More precisely, although optimization
variables live in a space of functions tensorized with measures of probability, under general conditions,
the extreme points are products of finite convex combinations of delta masses. Furthermore under very
general conditions we can further reduce the space of functions of the optimization problem to
functions on a product of finite discrete spaces. Optimal concentration inequalities are obtained as
illustrations of those reductions properties.

We also propose an OUQ optimization algorithm for arbitrary constraints, leveraging (possibly hidden)
reduction properties. Numerical experiments illustrate the convergence of this algorithm and the low
order complexity and the singularity of extremal points. Joint work with Clint Scovel, Tim Sullivan, Mike
McKerns and Michael Ortiz.
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Eric Phipps

Intrusive stochastic Galerkin methods for uncertainty quantification of nonlinear Stochastic PDEs

A critical component of predictive simulation is the ability to characterize uncertainties in simulation
input data and quantify the effects of those uncertainties on simulation results. Frequently systems of
interest are modelled by stochastic partial differential equations (PDEs) where random variables or
fields with given probability distributions model data uncertainties. In this setting, stochastic Galerkin
methods are a well-known family of methods for approximating solutions to these systems. However
implementing these methods in large-scale engineering codes is hampered by the fact that they require
solving a coupled spatial-stochastic nonlinear system that is different from the deterministic nonlinear
system the codes were originally designed for. However, good performance has been obtained with
these methods for linear stochastic PDEs due to the many fewer degrees-of-freedom required for a
given level of accuracy compared to sampling-based methods such as stochastic collocation. We
investigate the application of these methods to representative nonlinear stochastic PDEs using Newton-
Krylov solvers. For problems with large stochastic dimension, we find these methods to be much more
expensive, with the increased cost resulting from the matrix-vector multiplies required by the iterative
solver. We then present approaches for reducing the cost of the matrix-vector products based on
random field modelling techniques.

Tuhin Sahai

Uncertainty quantification of hybrid dynamical systems

Hybrid dynamical systems (or systems with discontinuous vector fields) arise frequently in models of
electrical and embedded systems, manufacturing machines, control systems and chemical processes, to
name a few. Traditional algorithms for modelling and analysis of continuous systems are typically
inapplicable due to non-smooth dynamics. Uncertainty quantification of hybrid systems is particularly
challenging. In this talk, we present and analyze various methods for computing uncertainty bounds in
hybrid systems. We also demonstrate these methods on illustrative examples.

Rob Scheichl

Novel Monte Carlo type methods for elliptic PDEs with random coefficients

Uncertainty and its quantification play a major role in decision processes in the modern world. Two
particular areas of huge current interest are the safety assessments of radioactive waste disposal and of
CO2 capture and storage underground. In this talk we will present a common way to model the data
uncertainty in these applications through stochastic modelling of the rock permeabilities leading to a
stochastic PDE for the groundwater flow. A typical computational goal is then the estimation of the
expected value or higher order moments of some relevant quantities of interest, such as the effective
permeability or the breakthrough time of a plume of radio-nuclides. Solving these kinds of problems
has become an area of large current activity in the numerical analysis and scientific computing
communities. Because of the typically large variances and short correlation lengths in our application,
methods based on truncated Karhunen-Loeve expansions are largely inapplicable and Monte Carlo type
methods are still the method of choice. To overcome the notoriously slow convergence of conventional
Monte Carlo, we formulate and implement novel methods based on (i) deterministic rules to cover
probability space (Quasi-Monte Carlo) and (ii) hierarchies of spatial grids (multilevel Monte Carlo). It has
been proven theoretically for both of these approaches that for certain classes of problems they have
the potential to significantly outperform MC. It is not known whether the porous media flow
applications discussed here belong to either of those problem classes, but experimentally our numerical
results show that both methods do indeed always clearly outperform conventional Monte Carlo also for
these more complicated problems.

Tony Shardlow

Milstein method for stochastic delay differential equations

We introduce a simple method for proving convergence of the Milstein method for stochastic delay
differential equations.

lan Sloan

Integration and approximation in high dimensions (Tutorial 2)

High dimensional integration and approximation problems arise in a natural way whenever there is
uncertainty with respect to continuous (typically time or space) variables, because such problems
involve (in principle) an infinite number of real-number random variables; and for every random
variable added to the description, there is one more dimension. In this short course | will discuss
integration and approximation methods based on sampling a given high-dimensional function at a
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finite number of points. The methods include Monte Carlo, quasi-Monte Carlo and sparse grid
methods.

For the Monte Carlo method (based on random numbers) the general emphasis is on reducing the
variance. For the other methods, which are deterministic in nature, reducing the variance is still useful,
but there are now many other concerns. Often a key concern is to reduce the effective dimensionality
of a problem: a nominally high-dimensional problem can sometimes be approximated by a low-
dimensional one; or the given problem can be converted to a low-dimensional one by a judicious
change of variable. For the quasi-Monte Carlo method a simple relabelling of the variables can be
important, because (as we shall explain) quasi-Monte Carlo are typically more effective in their early
dimensions.

Geometry of the integration or approximation region is another major concern. For example, if the
problem is to estimate an expected value with respect to a high-dimensional multivariate Gaussian
probability distribution, then the given domain of integration is a multidimensional Euclidean space.
Methods of transforming such integrals to the often preferred unit cube will be discussed.In
approximation a central concern is the choice of the (sparse) approximation space: it can be either
global (polynomial or trigonometric polynomial) or piecewise polynomial.

Miroslav Stoyanov

Stochastic peridynamics and finite temperature molecular dynamics

Peridynamics is a formulation of continuum solid mechanics based on integral equations. We view the
model as upscaling from discrete molecular dynamics and we introduce a stochastic thermostat. The
result is a stochastic peridynamics-thermostat model. In addition we consider discontinuous Galerkin
finite element scheme for accurate simulations of the model.

Andrew Stuart

Bayesian well-posedness for inverse problems

| will describe a theory of well-posed for inverse problems arising in differential equations. The
approach is based on adopting a Bayesian viewpoint on function space. Under natural assumptions on
the forward problem, this gives Lipschitz continuity of the posterior measure with respect to changes in
the data. Applications are numerous and include data assimilation in fluid mechanics and subsurface
geophysics.

Daniel Tartakovsky

PDF method's for uncertainty quantification

We consider a class of physical phenomena that are described by parabolic nonlinear partial differential
equations with uncertain coefficients. To quantify predictive uncertainty in such systems, we treat
uncertain coefficients as random fields with known statistics, which renders the corresponding
governing nonlinear differential equations stochastic. We derive a deterministic equation for the
probability density function (PDF) of the system state. By going beyond computing system state's mean
and variance, which is the standard practice in many uncertainty quantification studies, the PDF
equations enable one to compute probabilities of rare events (distribution tails), which are required in
modern probabilistic risk analyses.

Simon Tavener

Sensitivity analysis for parametrized nonlinear maps and ODEs

Parametrized systems of nonlinear differential equations and nonlinear maps arise in a number of
applications in physiology and ecology, as well as in other areas of science and technology. Traditional,
forward sensitivity analysis based on linearization around a chosen set of parameters provides
sensitivity information about that single set of values. When there is uncertainty regarding the values of
the parameters or when the parameters are known to be stochastic quantities, traditional sensitivity
analysis therefore provides information at a single point in what may be a high dimensional space of
possible parameter values. We examine the use of spectral collocation techniques coupled with sparse
grid ideas to provide a different measure of sensitivity for nonlinear multiparameter systems which
provides sensitivity information that is integrated appropriately over the entire multidimensional
parameter space. This general framework has the potential to be modified in order to perform
parameter fitting for nonlinear models and to conduct an inverse sensitivity analyses.
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Aretha Teckentrup

Multilevel Monte Carlo for partial differential equations with random coefficients

When solving partial differential equations (PDEs) with random coefficients numerically, one is usually
interested in finding the expected value of a certain statistic of the solution. A common way to obtain
estimates is to use Monte Carlo methods combined with spatial discretisations of the PDE on
sufficiently fine grids. However, standard Monte Carlo methods have a rather slow rate of convergence
with respect to the number of samples used, and individual samples of the solution are usually costly to
compute numerically. In this talk we introduce the multilevel Monte Carlo method, with the aim of
achieving the same accuracy of standard Monte Carlo at a much lower computational cost. The method
exploits the linearity of expectation, by expressing the quantity of interest on a fine spatial grid in terms
of the same quantity on a coarser grid and some “correction” terms. It has been extensively studied in
the context of stochastic differential equations in the area of financial mathematics by Mike Giles and
co-authors. We will give an outline of the method applied to elliptic PDEs with random coefficients,
and also show some numerical results on the reduction of the computational cost resulting from it. The
efficiency of the multilevel method is assessed by comparing it to standard Monte Carlo.

Erik von Schwerin

Adaptive multi-level Monte Carlo simulation

This work generalizes a multilevel Forward Euler Monte Carlo method introduced in [1] for the
approximation of expected values depending on the solution to an Ito stochastic differential equation.
The work [1] proposed and analyzed a Forward Euler Multilevel Monte Carlo method based on a
hierarchy of uniform time discretizations and control variates to reduce the computational effort
required by a standard, single level, Forward Euler Monte Carlo method. This work introduces and
analyzes an adaptive hierarchy of non-uniform time discretizations, generated by adaptive algorithms
introduced in [2, 3]. These adaptive algorithms apply either deterministic time steps or stochastic time
steps and are based on adjoint weighted a posteriori error expansions first developed in [4]. Under
sufficient regularity conditions, both our analysis and numerical results, which include one case with
singular drift and one with stopped diffusion, exhibit savings in the computational cost to achieve an
accuracy of O(TOL), from O(TOL® ) to O( (TOL" log (TOL))?). This is a joint work with H. Hoel, A.
Szepessy. And R. Tempone
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Elisabeth Ullmann

[terative solvers for stochastic Galerkin discretizations of PDEs with random data

Many physical processes occuring in different areas of science and engineering are modelled by partial
differential equations (PDEs). The numerical simulation of such processes requires input data which are,
however, often subject to considerable uncertainty. Quantitative statements on the effect of these data
uncertainties are therefore desirable for the evaluation of simulation results.

Stochastic Galerkin methods are a well-established discretization tool for PDEs with random data
modelled in terms of random fields. The method couples physical degrees of freedom arising from
standard finite element discretizations with stochastic degrees of freedom. For this reason the number
of unknowns in the Galerkin equations grows rapidly: stochastic Galerkin equations can involve up to
10,000 times more unknowns than deterministic Galerkin equations. Consequently, the design of
efficient and robust iterative solvers for these huge linear systems of equations is essential for the
numerical simulation with random data.

In recent years mostly two types of stochastic shape functions have been studied: multivariate
orthogonal polynomials (spectral stochastic finite element method) and interpolation polynomials
associated with certain quadrature nodes (stochastic collocation method). In this presentation we focus
on the first approach and consider the stochastic diffusion equation as a model problem. Since
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stochastic shape functions based on orthogonal polynomials preclude the decoupling of the Galerkin
equations in general [3], efficient preconditioners for the coupled Galerkin equations are required.

We review a recently proposed Kronecker product preconditioner [1] which - in contrast to a popular
mean-based preconditioner - makes use of the entire information contained in the Galerkin matrix.
Furthermore, we extend the idea of Kronecker product preconditioning to the discretized mixed
formulation of the stochastic diffusion equation [2]. We demonstrate numerically the improved
robustness of Kronecker product preconditioners compared to the mean-based approach with respect
to key statistical parameters where the diffusion coefficient is a lognormal random field. This model
arises, for example, from stationary groundwater flow simulations with random permeabilities.
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Clayton Webster

The analysis and applications of sparse grid stochastic collocation techniques within the context of
uncertainty quantification

Our modern treatment of predicting the behaviour of physical and engineering problems relies on
mathematical modelling followed by computer simulation. The modelling process may describe the
solution in terms of high dimensional spaces, particularly in the case when the input data (coefficients,
forcing terms, boundary conditions, geometry, etc) are affected by a large amount of uncertainty.
Therefore, the goal of the mathematical and computational analysis becomes the prediction of
statistical moments (mean value, variance, covariance, etc.) or even the whole probability distribution
of some responses of the system (quantities of physical interest), given the probability distribution of
the input random data. For higher accuracy, the computer simulation must increase the number of
random variables (dimensions), and expend more effort approximating the quantity of interest in each
individual dimension. The resulting explosion in computational effort is a symptom of the curse of
dimensionality. Sparse grid techniques yield methods to discretize these higher dimensional problems
with a feasible amount of unknowns leading to usable methods. It is the aim of this talk to survey the
fundamentals and analysis of standard sparse grid stochastic collocation (SC) methods, as well as a
dimensional adaptive (anisotropic) sparse grid SC approach within the context of uncertainty
quantification. This talk includes both a priori and a posteriori approaches to adapt the anisotropy of
the sparse grids to applications of both linear and nonlinear problems. Our rigorously derived error
estimates, for the fully discrete problem, will be described and used to compare the efficiency of the
method with several other techniques. These methods have proven to have dramatic impact on several
application areas, including financial mathematics, statistical mechanics, bioinformatics, and other
fields that must properly predict certain model behaviours. However, in many of these fields it is often
the case that not all random input coefficients can be fully realized, and therefore, in this talk we will
provide a mechanism for determining statistical information about the input parameters from, e.g.,
measurements of output quantities. This parameter identification algorithm couples an adjoint-based
deterministic algorithm with the sparse grid SC approach, for tracking statistical quantities of interest
from the computational solutions of PDEs driven by random inputs. Numerical examples illustrate the
theoretical results and are used to show that, for moderately large dimensional problems, the sparse
grid approach with a properly derived anisotropy is very efficient and superior to all examined methods,
including Monte Carlo.

Keith Worden

Bayesian sensitivity analysis of a heart valve mode/

This will be about Bayesian sensitivity analysis of a large nonlinear finite element model of a heart valve.
The model possesses material nonlinearity and also has contacts. We know that the model bifurcates
over the required parameter ranges and | will discuss how this might be addressed.
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Dongbin Xiu

Uncertainty analysis for complex systems. algorithms and data

The field of uncertainty quantification has received increasing amount of attention recently. Extensive
research efforts have been devoted to it and many novel numerical techniques have been developed.
These techniques aim to conduct stochastic simulations for large-scale complex systems. In this talk we
will review one of the most widely approaches — generalized polynomial chaos (gPC). The gPC based
methods employ orthogonal polynomials in random space and take advantage of the solution
smoothness (whenever possible). The features of various gPC numerical schemes will be reviewed.
Furthermore, we will discuss how real observational data can be utilized and combined with stochastic
simulations. The resulting data-driven uncertainty analysis can provide much more insight to the true
physics and produce predictions with high fidelity.

Nicholas Zabaras

Model reduction for Stochastic PDEs

We will discuss methods for addressing the curse-of-dimensionality in the solution of stochastic PDEs.
We will start with model reduction techniques for data-driven stochastic input models. They include
multidimensional scaling, kernel PCA and a bio-orthogonal KLE expansion for capturing variability of
microstructure topology in the continuum. Particular developments will be shown in heterogeneous
media. We will then proceed to describe the High Dimensional Model Representation (HDMR)
technique to represent the model output as a finite hierarchical correlated function expansion in terms
of the stochastic inputs starting from lower-order to higher-order component functions. An adaptive
version of HDMR is developed to automatically detect the important stochastic dimensions and
construct higher-order terms only as a function of the important dimensions. In this work, we integrate
the adaptive sparse grid collocation (ASGC) method with HDMR to solve the resulting sub-problems.
This results in a low-dimensional stochastic reduced-order model of the high-dimensional stochastic
problem. A number of examples will be shown including stochastic multiscale modelling of flow
through random heterogeneous media.
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