
SSTC 2010

A Tutorial for BuildingA Tutorial for Building 
CMMI Process 
Performance ModelsPerformance Models
Software Engineering Institute
C i M ll U i itCarnegie Mellon University
Pittsburgh, PA  15213

Robert Stoddard and Dave ZubrowRobert Stoddard and Dave Zubrow
April 26, 2010

© 2010 Carnegie Mellon University



Report Documentation Page Form Approved
OMB No. 0704-0188

Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information,
including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington
VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it
does not display a currently valid OMB control number. 

1. REPORT DATE 
26 APR 2010 2. REPORT TYPE 

3. DATES COVERED 
  00-00-2010 to 00-00-2010  

4. TITLE AND SUBTITLE 
A Tutorial for Building CMMI Process Performance Moels 

5a. CONTRACT NUMBER 

5b. GRANT NUMBER 

5c. PROGRAM ELEMENT NUMBER 

6. AUTHOR(S) 5d. PROJECT NUMBER 

5e. TASK NUMBER 

5f. WORK UNIT NUMBER 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 
Carnegie Mellon University,Software Engineering 
Institute,Pittsburgh,PA,15213 

8. PERFORMING ORGANIZATION
REPORT NUMBER 

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’S ACRONYM(S) 

11. SPONSOR/MONITOR’S REPORT 
NUMBER(S) 

12. DISTRIBUTION/AVAILABILITY STATEMENT 
Approved for public release; distribution unlimited 

13. SUPPLEMENTARY NOTES 
Presented at the 22nd Systems and Software Technology Conference (SSTC), 26-29 April 2010, Salt Lake
City, UT. Sponsored in part by the USAF. U.S. Government or Federal Rights License 

14. ABSTRACT 
 

15. SUBJECT TERMS 

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF 
ABSTRACT 
Same as

Report (SAR) 

18. NUMBER
OF PAGES 

200 

19a. NAME OF
RESPONSIBLE PERSON 

a. REPORT 
unclassified 

b. ABSTRACT 
unclassified 

c. THIS PAGE 
unclassified 

Standard Form 298 (Rev. 8-98) 
Prescribed by ANSI Std Z39-18 



SSTC 2010
NO WARRANTY 

THIS MATERIAL OF CARNEGIE MELLON UNIVERSITY AND ITS SOFTWARE 
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is required for any other use. Requests for permission should be directed to the Software 
Engineering Institute at permission@sei.cmu.edu. 

This work was created in the performance of Federal Government Contract Number 
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Engineering Institute, a federally funded research and development center. The 
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the clause at 252.227-7013.
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Permissions (Crystal Ball and JMP Screen Shots)
Portions of the input and output contained in this module manual are printed with 
permission of Oracle (formerly Decisioneering). Crystal Ball 7.2.2 (Build 
7.2.1333.0) is used to capture screenshots in this module

The Web page for Crystal Ball is available at http://www.crystalball.com

S h t d th t ti ti l t l i f ti h b d ithScreen shots and other statistical tool information has been used with 
permission from SAS Institute. Information about JMP® statistical discovery 
software can be found at www.jmp.com.

JMP® is interactive, comprehensive, visual software from SAS. It dynamically 
links statistics with graphics right on your Windows, Macintosh, or Linux desktop, 
empowering you to explore data interactively and bring understanding to your 
organization.

SAS and all other SAS Institute Inc. product or service names are registered 
trademarks or trademarks of SAS Institute Inc in the USA and other countriestrademarks or trademarks of SAS Institute Inc. in the USA and other countries. 
® indicates USA registration.
Other brand and product names are trademarks of their respective companies. 
Copyright © 2007 SAS Institute Inc All rights reserved 449113 0607
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Topics
Introduction (10 min)
Overview of the Steps to Build PPMs (80 mins)

- Preparing to Build PPMs
- Developing PPMs

Using PPMs- Using PPMs
Exercise 1: Constructing a Product Business Case with Monte Carlo Simulation     

and Optimization (40 mins)
Exercise 2: Scheduling Projects with Monte Carlo Simulation and Optimization 

(30 mins)
Exercise 3: Predicting Product Requirements Change with Linear Regression 

(30 mins)
Exercise 4: Predicting Delivered Defects with Dummy Variable Regression     

(30 mins)( )
Exercise 5: Predicting Customer Satisfaction using Ordinal Logistic Regression

Questions (30 mins)
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What is a PPM?

OPP SP 1.5
• PPMs are used to estimate or predict the value of a process-

performance measure from the values of other process, product, 
and service measurements

• PPMs typically use process and product measurements collected 
throughout the life of the project to estimate progress toward 
achieving objectives that cannot be measured until later in theachieving objectives that cannot be measured until later in the 
project’s life

Glossary
• A description of the relationships among attributes of a process and 

its work products that is developed from historical process-
performance data and calibrated using collected process andperformance data and calibrated using collected process and 
product measures from the project and that is used to predict results 
to be achieved by following a process

7
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Purpose and Usage of Process Performance 
M d l h O i i l lModels at the Organizational Level

f O f• Identifying Organizational 
Priorities for Quality and 
Process Performance

• Identifying Process 
Performance Measures

• Analyzing Process and 
Technology Improvement 
Proposals

• Establishing and 
Revising Organizational 
Quality and Process 
P f Obj ti

• Defining New Process 
Performance Baselines

• Identifying Process and 
Technology Improvement 
Proposals

Performance Objections
• Prioritizing Candidate 
Process and Technology 
Improvements forImprovements for 
Deployment

8
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Purpose and Usage of Process Performance 
Models at the Project LevelModels at the Project Level

Software Coding Software Unit Testing
Software
Design

Software Coding Software Unit Testing

Systems
Testing

Requirements
M t

Integration Testing

Requirements
Elicitation

Management
Customer

Acceptance
Testing

Project

Project
Forecasting

g

Project
Start Project

Finish

Project
Planning

Proposal
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Healthy Ingredients of CMMI Process 
P f M d lPerformance Models
Statistical, probabilistic or simulation in natureStatistical, probabilistic or simulation in nature

Predict interim and/or final project outcomes

Use controllable factors tied to sub-processes to conduct the prediction

Model the variation of factors and understand the predicted range or 
variation of the outcomesvariation of the outcomes
Enable “what-if” analysis for project planning, dynamic re-planning and 
problem resolution during project execution

Connect “upstream” activity with “downstream” activity

Enable projects to achieve mid-course corrections to ensure project p j p j
success

10
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All Models  (Qualitative and Quantitative)

Q tit ti M d l (D t i i ti St ti ti l P b bili ti )Quantitative Models (Deterministic, Statistical, Probabilistic)

Statistical or Probabilistic Models
Anecdotal

Interim outcomes predicted

Controllable x factors involved No 
uncertainty 

Anecdotal 
data and 
biased 
samples

QQualProcess Performance 
Model -
With t ll bl

or variation 
modeledOnly final 

outcomes 
are 
modeledO lWith controllable x 

factors tied to
Processes and/or 
S b

modeledOnly 
uncontrollable 
factors are 
modeledOnly phases 

or lifecycles 
d l dSub-processes are modeled

© 2010 Carnegie Mellon University
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to Build PPMs

- Preparing to Develop 
PPMsPPMs
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Preparing to Develop PPMs
1. Initiating the development of process performance models from 

a context of the customer and Business goals
2 Using correct critical thinking and root cause analysis to identify2. Using correct critical thinking and root cause analysis to identify 

the proper outcomes and drivers of the outcomes (including 
controllable and uncontrollable process factors)

3. Becoming sensitive to the types of issues and documentation 
needed during the development of the process performance 
models

4. Addressing issues related to data collection, measurement 
scale, data quality and integrity, outliers and measurement error

5 Identifying the data types involved with the outcomes and5. Identifying the data types involved with the outcomes and 
process drivers

6. Creating performance baselines of outcomes and process 
d idrivers

7. Forming a team to develop a process performance model

13
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Step 1 - Identify or Reconfirm Business Goals

Vision

Strengths vs
Weaknesses

Opportunities vs
Threats

Barriers to Vision
Threats

Threat Defend

Goals to Defeat 
Barriers to Vision

Threat

Opportunity Attack

Defend

SMART Business Goals

Barriers to Vision
Strength Weakness

(Specific, Measurable,   Attainable, 
Relevant, and Timely)

14
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Step 1 - Business Goal Flowdown (Y-to-x)

YYY Y High Level Business Goals
(B l d S d)no

st
ic

yyy y y yy

(Balanced Scorecard)

Subordinate Business Goalses
s-

A
gn

yyyy y y yy
(e.g.,  $ Buckets, 
% Performance)Pr

oc
e

XXX X High Level Process
(e.g., Organizational Processes)ie

nt
ed

xxx x x xx Subordinate 
Processesce

ss
-O

ri

xxxx x x xx (e.g.,  Down to a Vital x 
sub-process to be 

tackled by DMAIC team)

Pr
oc
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Questions

1. Are your senior leaders defining business goals 
rather than delegating goal definition to operationalrather than delegating goal definition to operational 
levels?

2. Do lower organizational levels redefine the higher 
level goals in operational terms or do they merely 
block copy and paste upper goals?py p pp g

3. Are you organization’s business goals SMART?

4. Has your organization ensured that process 
performance baselines and models are targeted atperformance baselines and models are targeted at 
the most important issues and goals?

16
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Step 2 - Identify the Sub-Process/Process

• Start with the Organization’s Business Objectives 
• Decompose to Quality and Process Performance 
Objectives (QPPOs)
• For the QPPOs that can be Measured Quantitatively

• Perform Analysis to Determine which Sub-Process/Process Drives 
the Relevant Objectivethe Relevant Objective

• Determine if Sufficient Data is Available or can be Obtained to 
Establish a Process Performance Baseline(s) and/or Build a 
P P f M d l( )Process Performance Model(s)

17
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Step 2 - Identify the Sub-Process/Process
E lExample
• Given Organizational Business Objectives:

• Improve quality
• Improve cycle time

Improve productivity• Improve productivity
• Translate to measureable QPPOs

• Post-delivery defect density of less than 0 5 Defects/KSLOC• Post-delivery defect density of less than 0.5 Defects/KSLOC
• Achieve 85% defect detection before System testing
• Ensure requirements duration is within 15% of plan 
• Achieve a 5 % software productivity improvement

18
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Step 2 - Examples of Outcomes

Rework

Progress*

19
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Step 2 - Identify Controllable factors (x’s) to 
P di O ( ) 1Predict Outcome(s) - 1

“Controllable” implies that a project has direct or indirect 
influence over the factor prior to or during the project 

tiexecution

A i i i h f ll blA common misconception is that factors are not controllable 
and thus disregarded from consideration for modeling.  
Requires out-of-the-box thinking to overcome this SomeRequires out of the box thinking to overcome this.  Some 
organizations employ individuals known as “assumption 
busters”

20
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Step 2 - Identify Controllable factors (x’s) to 
P di O ( ) 2Predict Outcome(s) - 2

As we view process holistically controllable factors may beAs we view process holistically, controllable factors may be 
related, but not limited, to any of the following:

• People attributeseop e a bu es
• Environmental factors
• Technology factors
• Tools (physical or software)
• Process factors
• Customers• Customers
• Suppliers
• Other Stakeholders

21
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Step 2 - Examples of Controllable People x 
ffactors

Interr ptions
Traits

Interruptions

Communication Mechanisms

Nature of Leadership

22
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Step 2 - Example of Controllable Environmental 
Fx Factors

Nature of work facilitiesNature of work facilities

Accomodations for specific needs

D f S it Cl ifi tiDegree of Security Classification

23
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Step 2 - Example of Controllable Technology x 
FactorsFactors

Mature tools

A il bilit f i t t t t tiAvailability of equipment, test stations
Availability of Technology

Newness of Technology
Programming Language Usedg g g g

Technology TrendsTechnology Trends

Technology Roadmap

24
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Step 2 - Example of Controllable Process x 
FactorsFactors

Efficiency of a work task

Quality of artifacts
(Input to or Output from

a work task)
Resolution time of technical inquiries

Compliance of a work task

Quality of a work task
Ti li f k t k

a work task)
Timeliness of Artifacts

Task Interdependence
Timeliness of a work task

Complexity of Artifacts
Readability of Artifacts

Measures of bureaucracy

p

Resource contention between tasks
Difficulty of a work task

Number of people involved with a work task

Any of the criteria for
good reqts statements

Resource contention between tasks

Number of people involved with a work task

Degree of Job Aids, Templates, Instructions Any of the criteria for
good designsChoices of subprocesses

Code measures
(Static and Dynamic)

Peer Review Measures
Test Coverage
Measures

Choices of subprocesses

Modifications to how work
Tasks are performed

25
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Step 2 - Example of Controllable Customer, 
Supplier and Other Stakeholder x FactorsSupplier and Other Stakeholder x Factors

“Maturity” assessment

Health of relationship

D f i ti

Degree of Documentation
of Expectations

Degree of communication

Speed of feedback loops
Image and Perceptions

C l it f l ti hi
Trust

Complexity of relationship
such as simultaneously a

competitor and partner
Style

Degree of partnership, collaboration
and supplierStyle

Bias on Quality vs Schedule
CultureCulture

Tradeoffs, Compromises, Optimization

26
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Step 2 - Identify Uncontrollable Factors

• Normally these are constraints placed by the customer or 
concrete terms of a contract or government regulationconcrete terms of a contract or government regulation

Can also be factors for which the project team truly has no• Can also be factors for which the project team truly has no 
direct nor indirect influence over

• Can be factors that are unchanging for a given project but 
can be changed for future projectsg p j

• Often includes external factors or factors related to other O e c udes e e a ac o s o ac o s e a ed o o e
teams outside of the project

27
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Questions

1. What is a critical, high risk, uncertain subprocess
within your organization?within your organization?

2. What is a potential outcome performance measure p p
related to that subprocess?

Wh t 2 3 t ll bl f t di tl3. What are 2-3 controllable factors directly 
influencing this outcome measure?

4. Do you believe there are any uncontrollable factors 
dominating this outcome measure?

28
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Step 3 - Cost of Poor Data Quality to an 
E i T i l I d IEnterprise – Typical Issues and Impacts

Typical IssuesTypical Issues
• Inaccurate data [1-5% of data fields are erred]
• Inconsistencies across databasesInconsistencies across databases
• Unavailable data necessary for certain operations or decisions

Typical ImpactsTypical Impacts
Operational Tactical Strategic

• Lowered customer • Poorer decision making & • More difficult to set strategyLowered customer 
satisfaction

• Increased cost
• Lowered employee

Poorer decision making & 
decisions take longer

• More difficult to implement 
data warehouses

More difficult to set strategy
• More difficult to execute strategy
• Contribute to issues of data 
ownershipLowered employee 

satisfaction
data warehouses

• More difficult to engineer
• Increased organizational 
mistrust

ownership
• Compromise ability to align 
organization

• Divert management attentionSource: Redman, 1998

29
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Step 3 - Impacts of Poor Data Quality

Inability to 
• manage the quality and performance of software ormanage the quality and performance of software or 

application development
• Estimate and plan realistically

Ineffective 
• process change instead of process improvement
• and inefficient testing causing issues with time toand inefficient testing causing issues with time to 

market, field quality and development costs
Products that are painful and costly to use within real-life 
usage profiles

Bad Information leading to Bad Decisions

30
Robert Stoddard and Dave Zubrow
© 2010 Carnegie Mellon University



SSTC 2010

Step 3 - Where do Measurement Errors come p
From1

Data Entry Errors
– Manual data entry
– Lack of integrity checks

Differing Operational DefinitionsDiffering Operational Definitions
– Project duration, defect severity or type, LOC definition, milestone 

completion

Not a priority for those generating or collecting data
– Complete the effort time sheet at the end of the month

Inaccurate measurement at the source– Inaccurate measurement at the source

Double Duty
– Effort data collection is for Accounting not Project ManagementEffort data collection is for Accounting not Project Management

• Overtime is not tracked
• Effort is tracked only to highest level of WBS

31
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Step 3 - Where do Measurement Errors come p
From2

Dysfunctional Incentivesy
• Rewards for high productivity measured as LoC/Hr
• Dilbert-esque scenarios

Failure to provide resources and training
• Assume data collectors all understand goals and purpose
• Arduous manual tasks instead of automationArduous manual tasks instead of automation

Lack of priority or interest
• No visible use or consequences associated with poor data collection or q p

measurement
• No sustained management sponsorship

Mi i d t i t d lid lMissing data is reported as a valid value
• Can’t distinguish 0 from missing when performing calculations

32
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Step 3 - Documenting 
M t Obj tiIndicator Name/Title

Date

Measurement Objectives, 
Indicators, and Measures

Objective
Questions
Visual Display

Indicator Name/Title
Establish
Measurement
Objectives

80

20
40
60

100

Communicate
Results

Data Storage
Where
How
Security

Store Data 
& Results

Input(s)
Data Elements
Definitions

Perspective
Specify
Measures

Interpretation
Assumptions

Algorithm

Security

SpecifyDefinitions
Data Collection

How
When/How Often
By Whom Collect

Specify
Data
Collection
Procedures

Interpretation

Evolution

Probing Questions

Analysis
Analyze 
Data

Analysis
Procedures

Responsibility 
for Reporting

Form(s)
By Whom

Data Reporting

Collect
Data

Procedures

Communicate

X-reference

Feedback Guidelines

for Reporting
By/To Whom
How Often

Communicate
Results

33
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Step 4 - Identifying Outliers

Interquartile range description – A quantitative method for 
id tif i ibl tli i d t tidentifying possible outliers in a data set

Procedure
• Determine 1st and 3rd quartiles of data set: Q1, Q3

C l l t th diff i t til IQR hi h l• Calculate the difference: interquartile range or IQR which equals 
Q3 minus Q1

• Lower outlier boundary = Q1 – 1.5*IQRy
• Upper outlier boundary = Q3 + 1.5*IQR

34
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Step 4 - Interquartile Range: Example

333
501

2 Upper outlier boundary
4

50
40
30Q3

1
Interquartile Range 
30 – 16 = 14 

Upper outlier boundary
30 + 1.5*14 = 51

27
25
22

Procedure

20
18
16Q1

1. Determine 1st and 3rd

quartiles of data set: Q1, 
Q3

2 Calculate the difference: 16
13

Lower outlier boundary
16 1 5*14 5

3
2. Calculate the difference: 

interquartile range or IQR
3. Lower outlier boundary = 

Q1 – 1.5*IQR 
16 – 1.5*14 = -54. Upper outlier boundary = 

Q3 + 1.5*IQR

35
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Step 4 - Tips About Outliers

Outliers can be a clue to process understanding

If outliers lead you to measurement system problems,
• repair the erroneous data if possible
• if it cannot be repaired, delete it

Charts that are particularly effective to flag possible outliers 
i l d b l t di t ib ti tt l t d t linclude:  box plots, distributions, scatter plots, and control 
charts

Rescale charts when an outlier reduces visibility into 
variationvariation.
Be wary of influence of outliers on linear relationships

36
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Step 5 - Types of Data
Examples

Defect types
Labor types

Categorical data where the order of the 
categories is arbitraryNominal

Attribute
Labor types
Languages

A B C

(aka categorized or 
discrete data)

ExamplesN i l d i h d i
Ordinal

Examples
Severity levels

Survey choices 1-5
Experience categories

Nominal data with an ordering; may 
have unequal intervals

< <Increasing
information p g

A B C

content

Interval Examples
Defect densities

Continuous data that has equal intervals; 
may have decimal values

Continuous
(aka variables 

data)

Ratio
Labor rates
Productivity
Variance %’s

C d i SLOC
0

A B

1 2

Interval data set 
that also has 
a true zero point

37
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Questions

1. What data type is your outcome performance 
measure?measure?

2. What data type is each of your controllable and yp y
uncontrollable x factors?

38
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Step 6 - Creating Process Performance 
BaselinesBaselines
• Definition: A Process Performance Baselines (PPB) is a 
documented characterization of the actual results achieved by 
f ll ifollowing a process
• Therefore a PPB needs to reflect actual project performance
C O f• CMMI-DEV OPP PA informative material:
• Establish a quantitative understanding of the performance of the 

organization’s set of standard processes in support of objectivesorganization s set of standard processes in support of objectives
• Select the processes that summarize the actual performance of 

processes in projects in the organization
• Alternatively Practical Software and Systems Measurement 
(PSM) recommends an organization follow three basic steps:

Id tif i ti d• Identify organization needs
• Select appropriate measures
• Integrate measurement into the process

39
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Step 6 - Creating Process Performance 
B li E lBaselines Example
• If we go back to our earlier example where we determined 
th t th i ti b h ld b t ti ti llthat the inspection sub-process should be statistically 
managed
Collect data and Establish a PPB for the inspection sub• Collect data and Establish a PPB for the inspection sub-

process
U Chart of Defects Detection (Design)

0.35

0.30

0.25Un
it

Apr-07 Dec-07 Apr-08

1
1

U Chart of Defects Detection (Design)

0.20

0.15

0.10

am
pl

e 
Co

un
t 

Pe
r 

U

UCL=0.1145

UCL=0 0750 UCL=0.0779
1

1

71645750433629221581

0.05

0.00

Sample

Sa _
U=0.0485 _

U=0.0263
_
U=0.0278

UCL=0.0750 UCL 0.0779

LCL=0 LCL=0 LCL=0
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Step 6 - Appropriate Analysis: Types of 
H th i T tHypothesis Tests

41
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Step 6 - Creating Process Performance 
B li Mi iBaselines Misconceptions
• We only need one baseline
• Once we establish the initial set of baselines we are done
• One data point constitutes a baseline
• We can’t use the baseline until it is stable
• If the initial baseline is unstable we just remove the data 
points outside of the control limits and recompute the control 
limits until we get a plot that appears stable

42
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Step 7 - Skills Needed to Develop PPMs

• Business Acumen
• Product Expertise
• Process Expertise
• Understanding of Measurement and AnalysisTechniques
• Understanding of Advanced Statistical Techniques
• Understanding of Quantitative Management

43
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Step 7 - Forming the PPM Development Team

Statistical Skills
• PPM builder needs a good understanding of statistics or Six Sigma 

Black Belt skill level or better
• PPM builder needs to be an expert user of the selected statisticalPPM builder needs to be an expert user of the selected statistical 

tools
• User of PPMs needs to be an educated consumer

Process knowledge
• Build team needs to understand the process

Build team needs to understand the context in which the PPMs will• Build team needs to understand the context in which the PPMs will 
be used

44
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Creating PPMs

1. Identifying and using the correct analytical 
t h i f l i b li d titechniques for analyzing baselines, and creating 
process performance models

2 Creating both confidence and prediction intervals2. Creating both confidence and prediction intervals 
with the models

3. Validating and maintaining the process performance3. Validating and maintaining the process performance 
models including calibration and re-confirming with 
ongoing process and project data

4. Confirming process performance models meet the 
established ingredients communicated by the SEI, 
either individually or as a wholeeither individually or as a whole
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Step 1 - Select the Proper Analytical Model

Types of Modeling Techniques
• Statistical Modeling and Regression Equations

Monte Carlo Simulation• Monte Carlo Simulation

• Probabilistic Modeling including Bayesian Belief NetworksProbabilistic Modeling including Bayesian Belief Networks

• Discrete Event Process Simulation

• Other Advanced Modeling Techniques
• Markov Petri net Neural Nets Systems Dynamics• Markov, Petri-net, Neural Nets, Systems Dynamics
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Step 1 - Statistical Regression Analysis
Y

ANOVA Chi-Square
Continuous                 Discrete

e ANOVA
and Dummy 

Variable

Chi-Square,
Logit & 
LogisticD

is
cr

et
e

Variable 
Regression

Logistic 
RegressionX

ou
s

D

Correlation
& Linear Logistic nt

in
uo

& Linear 
Regression RegressionC

o
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Step 1 - Why Use Monte Carlo Simulation?

Use Monte Carlo simulation to do the following:
• Allow modeling of variables that are uncertain (e.g., put in a range of 

values instead of single value)
• Enable more accurate sensitivity analysis• Enable more accurate sensitivity analysis
• Analyze simultaneous effects of many different uncertain variables 

(e.g., more realistic)
• Aid buy-in and acceptance of modeling because user-provided 

values for uncertain variables are included in the analysis
P id b i f fid i d l t t ( t i k• Provide a basis for confidence in a model output (e.g., supports risk 
management)

• Increase the usefulness of the model in predicting outcomesp g
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Example:  Adding Reality to Schedules-1

Process Durations
Step Best Expected Worstp p
1 27 30 75
2 45 50 125
3 72 80 200
4 45 50 125
5 81 90 2255 81 90 225
6 23 25 63
7 32 35 88
8 41 45 113
9 63 70 175
10 23 25 63

500
What would you forecast the 
schedule duration to be?
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Adding Reality to Schedules-2

With 90% fidWith 90% confidence, 
the project will be 
under 817 days 
duration

The project is almost 
guaranteed to miss 
the 500 days duration duration.the 500 days duration 
100% of the time.
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Adding Reality to Schedules-3

With only 50%With only 50% 
confidence, the project 
will be under 731 days 
duration.
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Example:  BBN Quality Model 
Testing Quality

Predict the probability ofPredict the probability of 
finding a defect during a 
test by learning what the 
quality of testing is.  

Prob of Finding Defect in TestDefects in Product
q y g

Predict defects found by 
learning more about the 
expected incomingexpected incoming 
defect level and the 
ability to find defects 
with testing

Defects Found During Test

with testing.

AgenaRisk. http://www.agena.co.uk.
(URL valid as of April 2007)
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Example:  Discrete Event Process Simulation 

Each activity, such as 
“staging”, is assigned 
information aboutinformation about 
capacity, time to 
perform, and 
information about inputinformation about input 
queue lengths.

Adapted from ProcessModel, Inc.Adapted from ProcessModel, Inc.
ProcessModel. 
http://www.processmodel.com. 
(URL valid as of April 2007)
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Step 1 - Implement the Model in a Tool

Statistical Modeling:  Example tools include Minitab, SAS 
JMPJMP

Monte Carlo Simulation:  Example tools include Crystal Ball 
and @Risk

Probabilistic Modeling:  Example tools include AgenaRisk, 
Netica HuginNetica, Hugin

Discrete Event Simulation: Example tools includeDiscrete Event Simulation:  Example tools include 
ProcessModel and Savvion
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Step 1 - Example Statistical Package Tools
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Step 1 - Example Monte Carlo Simulation Tools
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Step 1 - Example Probabilistic Modeling Tools 
“AGENARISK”  http://www.agena.co.uk/“NETICA”   http://www.norsys.com/

“HUGIN”  http://www.hugin.com/p g
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Step 1 - Example Discrete Event Simulation 
ToolsTools 

http://www.processmodel.com

http://www.savvion.com
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Step 2 - Create Predictions with Both 
C fid d P di i I l 1Confidence and Prediction Intervals-1

Because the central theme of CMMI High Maturity is understanding andBecause the central theme of CMMI High Maturity is understanding and 
controlling variation, PPMs produce statistical intervals of behavior for 
outcomes such that individual predicted values will have an associated 
confidence levelconfidence level

All of the Process Performance models discussed provide the ability to 
compute both the confidence and prediction intervals of the outcomes.  
These intervals are defined on the next slide
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Step 2 - Create Predictions with Both 
C fid d P di i I l 2Confidence and Prediction Intervals-2

Confidence Intervals: The statistical range of behavior of aConfidence Intervals:  The statistical range of behavior of a 
an average value computed from a sample of future data 
points

Prediction Intervals:  The statistical range of behavior of 
individual future data points

Note:  Prediction Intervals are almost always much wider than 
confidence intervals because averages don’t experience the wide 
swings that individual data points can experience (similar to how g p p (
individual grades in college compared to your grade point average)
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Step 3 - Validating and Maintaining PPMs - 1

Initial estimation of a PPM typically yields
• Equation or function describing the relationship between 

independent variables (x’s) and the dependent variable (y)
• An indication of the goodness of fit of the model to the data (e g• An indication of the goodness-of-fit of the model to the data (e.g., 

R-square, Chi-square)

These do not necessarily indicate whether the model 
provides sufficient practical value

• Track and compare predictions with actual results
• Failure to meet business criteria (e.g., +/- 10%) indicates need to 

recalibrate (i.e, same variables with different data) or remodel (newrecalibrate (i.e, same variables with different data) or remodel (new 
variables and data)
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Step 3 - Validating and Maintaining PPMs - 2

One strategy to jump start this process is to use half theOne strategy to jump start this process is to use half the 
data to estimate the model and the other half for validation 
(and other variations on this theme)

A second strategy is to accept that some period of time 
going forward will be needed to collect sample data by 
which to validate the PPM
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Step 4 - Confirm the PPM Meets the Healthy 
I diIngredients
PPMs can have the greatest business benefit when they 

t ll f th h lth i di tmeet all of the healthy ingredients

However, PPMs should not only be evaluated in isolation, 
but rather, as a collection of models enabling the 
organization and it’s projects to most likely exhibit superiororganization and it s projects to most likely exhibit superior 
results

That said, not every PPM has to exhibit each and every 
healthy ingredient to be considered as a member of the 
portfolio of PPMs serving the organization.
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Tips - Barriers to Building PPMs

Lack of compelling outcomes to predict due to misalignment 
with critical business goals, usually caused by insufficient 
management sponsorship and involvement

Lack of a connection to a work process or sub-process such 
that direct changes in that process or sub-process can help 
cause changes in predicted outcomes

Insufficient process and domain knowledge which is p g
necessary to identify the probable x factors to predict the 
outcome

Insufficient training and practice with modeling techniques
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Tips - Documentation Needed when Building 
PPM 1PPMs-1
Similar to the existing SEI Indicator Template but with some 

dditi l i f ti t tadditional information content:
1.Identity of associated processes and subprocesses
2.Identity of the outcome measure (y) and the x factors
3.Data type of all outcome (y) and x factors
4.Statistical evidence that the x factors are significant (e.g. p 
values of individual x factors)

St ti ti l id f th t th f th d l ( th5.Statistical evidence of the strength of the model (e.g. the 
adjusted R-squared value)
6 The actual prediction equation for the outcome (y)6.The actual prediction equation for the outcome (y)
7.The performance baselines of the x factors
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Tips - Documentation Needed when Building 
PPM 2PPMs-2
Similar to the existing SEI Indicator Template but with some 

dditi l i f ti t t ( ti d)additional information content (continued):
8.The resulting confidence interval of the predicted outcome
9.The resulting prediction interval of the predicted outcome
10.Use case scenarios of how the PPM is intended to be used 
by different audiences for specific decisionsby different audiences for specific decisions
11.Description of how often the PPM is updated, validated, 
and calibratedand calibrated
12.Description of how often the PPM is used to make 
predictions with results shown to decision-makerspredictions with results shown to decision makers
13.Description of which organizational segment of projects the 
PPM applies to
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Using PPMs

Use these models to assist with statistical management of 
iti l bcritical subprocesses

U th di ti f th d l t k d i i dUse the predictions of these models to make decisions and 
take preventive and mitigative action

Use these models to help with CAR and OID

Coach audiences on how to understand, interpret and draw 
conclusions from process performance modelsconclusions from process performance models
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Take Action Based on Results of PPM 
P di iPredictions
If a PPM model predicts an unacceptable range of valuesIf a PPM model predicts an unacceptable range of values 
for a particular outcome, then early action can influence a 
more desirable range of outcome

Once a PPM model predicts a range of values for a 
i l h l l b dparticular outcome, then actual values can be compared to 

the range.   If the actual values fall outside the range, it may 
be treated similarly to a point on a control chart fallingbe treated similarly to a point on a control chart falling 
outside of the control limits

Use PPM predictions to help inform process composition 
decisions so that business goals may be optimized
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How PPMs Assist CAR

• Aid impact, benefit, and ROI predictions for 
• Selecting defects for analysis 
• Selecting action proposals for implementation 
U PPM t id tif t ti l f th bl• Use PPMs to identify potential sources of the problem or 

defect
Use PPMs to understand the interactions among selected• Use PPMs to understand the interactions among selected 

improvements; and the combined predicted impacts, costs, 
and benefits of the improvements (considered as a set)p ( )
• Compare the result versus the original PPM-based prediction
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How PPMs Assist OID

• Select process improvement proposals for implementation 
b idi i t b fit d ROI di tiby aiding impact, benefit, and ROI predictions
• Identify opportunities for improvement
• Use PPMs to understand the interactions among selected 
improvements; and the combined predicted impacts, costs, 
and benefits of the improvements (considered as a set)and benefits of the improvements (considered as a set)
• Prioritize improvements based on ROI, cost, risk, etc.
• Confirm the prediction (provides input to maintaining PPMs)• Confirm the prediction (provides input to maintaining PPMs)
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What is Sub-optimization and how can PPMs 
h l ?help?

Sub-optimization is where one parameter is optimized at the 
expense of other(s)

Reduce delivered defects but are late and over budget• Reduce delivered defects, but are late and over budget
• Meet the cost goal but don’t deliver desired functionality

PPMs allow you to 
• Gage the trade-offs amongst multiple goalsGage the trade offs amongst multiple goals
• Gage the effects of changes to multiple parameters
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Monte Carlo Simulation Steps with Crystal Ball
Start

(1) Start Crystal Ball(1) Start Crystal Ball

(2) Define a simulation model
(2 1) D fi ti ll

(3) Run simulations
(3 1) S t f(2.1) Define assumption cells

(2.2) Select subprocess options
(2 3) Define forecast cells

(3.1) Set run preferences
(3.2) Run simulations
(3 3) Save & restore simulation results(2.3) Define forecast cells (3.3) Save & restore simulation results

(4) Analyze simulation results
(4.1) Understand and use forecast charts
(4.2) Determine the certainty level
(4 3) Create reports

At this time, launch Crystal 
Ball which will (4.3) Create reports

(4.4) Review simulation results

Ball which will 
automatically launch Excel 

and then add itself in.
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SSTC 2010Crystal Ball Toolbar 
Single step

(Lets you run the Create report
Define decision

(Lets you identify a cell 
as a decision cell to be 

You can 
copy, paste 
and clear 

(Lets you run the 
simulation step by step.  

Normally used to 
debug issues with 

Create report
(Creates 

standardized 
reports of the 

Start simulation
(Start simulation 
once all settings as a decision cell to be 

used in Optimization 
Modeling)

Crystal Ball 
identities to 
save time

debug issues with 
simulation)

reports of the 
simulation)

g
are made)

Define forecast
(Lets you identify a cell as Extract data

Reset simulation
(Restart simulation 

Optquest
(Begin ( y y

an outcome that you want 
to study)

Extract data
(Allows the 
capture and 
saving of the 

(Restart simulation 
and erase previous 

results)

D fi  ti

(Begin 
optimization)

Stop simulation
(You can stop 
the simulation 

id t )

Run preferences
(Enables the settings of how 

long the simulation runs, etc…)

s g
actual simulation 
data from all the 

runs)

Define assumption
(Lets you identify a cell 
as an uncertain cell with 

a distribution)
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Benefits of Using Optimization Modeling 

Monte Carlo simulation models can only provide a range of possible 
t f it ti Th d t id tif t t l thoutcomes for any situation. They do not identify ways to control the 

situation to achieve the best outcome.

Optimization modeling
• automates tens of thousands of decision “what-ifs” from a Monte Carlo 

simulation to determine the best possible solutionsimulation to determine the best possible solution
• is easy to use, not tedious and time consuming like many other 

analytical methods
t t f th t l ith f fid tl fi di ti l l ti• uses state-of-the-art algorithms for confidently finding optimal solutions

• supports decision making in situations where significant resources, 
costs, or revenues are at stake
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(1) Create a simulation model of the problem.

(2) Define decision variables cells.          

(3) Select the objective for the optimization.

(4) Identify additional requirements.

(5) Confirm settings for decision variables(5) Confirm settings for decision variables.

(6) Specify constraints for decision variables.

(7) Identify Optimization Parameters.

(8) Run the Optimization.

(9) Interpret the Results
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Business Case Monte Carlo Optimization-v010.xls file
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2 

3 

4 
5 

Develop 

Feature? 

1 

Business Case Example for Feature Inclusion Decision 
in Upcoming Hospital Records Software Project 

Feature ID 

1 
2 
3 

4 

5 
6 
7 
8 
9 

10 
11 

12 
13 

14 

15 
16 
17 
18 
19 
20 

Feature Descript io n 

Online Web Access 

Real-t ime Updat ing of Info rmat io n 

Shared User Info rmat io n 

Repo rt Historica l Usage 

Co nduct Security Check 

Conf irm Transactio ns 

Cross Check Different Pat ients Info rmat ion 

Trace Prescript io ns Used 

Trace Assigned Doctor 

Trace Hospital 

Conduct Periodic Audit 

Check fo r Corrupt Data 

Provide Conf lict Warning 

Ident ify Incomplete Records 

Compute Cycle Times o n Value Stream 

Enable cross hospital sharing of data 

Provide Security Encryptio n fo r Sensit ive Data 

Enable wo rkflow automat io n messages 

Require peer review of crit ica l data inputs 

Provide fo r automated archiva l o f info rmat io n 
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Maximum Budget Used in 

Minimum Most Li ke ly Expected Simulation 

Expected Budget Expected Budget Budget Needed Simulated Feature 

Needed ($ K) Needed ($ K) ($ K) Budget ($K) Scenario ($K) 

$10.000 $12.000 $29.260 $0.000 $0.000 

$12.000 $14.400 $21.870 $0.000 $0.000 

$13.540 $16.248 $27.420 $0.000 $0.000 

$11.298 $13.558 $19.880 $0.000 $0.000 

$25.000 $30.000 $35.290 $0.000 $0.000 

$21.430 $25.716 $29.830 $0.000 $0.000 

$19.450 $23.340 $39.750 $0.000 $0.000 

$18.390 $22.068 $38.234 $0.000 $0.000 

$17.420 $20.904 $29.774 $0.000 $0.000 

$29.170 $35.004 $51.960 $0.000 $0.000 

$26.290 $31.548 $62.948 $0.000 $0.000 

$21.290 $25.548 $39.497 $0.000 $0.000 

$21.990 $26.388 $34.659 $0.000 $0.000 

$27.990 $33.588 $39.774 $0.000 $0.000 

$39.230 $47.076 $57.849 $0.000 $0.000 

$41.090 $49.308 $72.895 $0.000 $0.000 

$38.210 $45.852 $67.391 $0.000 $0.000 

$31.280 $37.536 $47.324 $0.000 $0.000 

$31.670 $38.004 $49.846 $0.000 $0.000 

$27.720 $33.264 $39.888 $0.000 $0.000 

$581.350 

Total Budget »> >>>>>>>>>>>>>> $0.000 
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Calendar Days 

Minimum Most Likely Maximum used in 

Expected Expected Expected Simulation 

Calendar Days Calendar Days Calendar Days Simulated Feature 

Needed Needed Needed Calendar Days Scenario 

15 20 30 0 0 

10 18 36 0 0 

12 15 56 0 0 

25 38 11 9 0 0 

30 38 75 0 0 

26 30 48 0 0 

18 29 62 0 0 

15 22 36 0 0 

19 26 39 0 0 

7 14 31 0 0 

28 37 45 0 0 

22 29 49 0 0 

26 40 67 0 0 

33 40 78 0 0 

18 26 40 0 0 

17 21 38 0 0 

26 29 37 0 0 

21 35 59 0 0 

22 29 51 0 0 

26 30 47 0 0 

Total Calendar Days 
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Expected Senio r Actual Senior Relat ive 

Resource Resource Used Customer Customer Value 

Needed in Simulation Va lue in Simulat io n 

0 0 1.00 1.00 

0 .2 0 .2 2 .00 2 .00 

0 .3 0 1.20 0 .00 

0 0 1.50 0 .00 

0 .12 0 1.80 0 .00 

0 .15 0 0 .90 0 .00 

0 .19 0 0 .30 0.00 

0 .25 0 0 .80 0.00 

0 0 1.70 0.00 

0 0 1.20 0.00 

0 0 1.90 1.90 

0 .65 0 .65 2.40 2.40 

0 .34 0 2 .70 0.00 

0 .29 0 3 .00 0.00 

0 .21 0 .21 2 .20 2 .20 

0 .17 0 .17 1.70 1.70 

0 0 1.95 0 .00 

0 0 2 .67 2 .67 

0 0 4 .00 4.00 

0 0 2 .39 2 .39 

Total Resource>> 1.23 Value>>> 20.26 
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Hi hli ht C ll A22 d th hitHighlight Cell A22 and then hit 
the Define Decision icon
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Highlight Cell A23 next and 
th hit th D fithen hit the Define 

Decision icon
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Highlight Cell A24 next and 
th hit th D fithen hit the Define 

Decision icon
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----------------------------------
Define Decision Variable: Cell A24 ~ 

rNa m e-: I Feature 20 Decis iolil I ~ 

Bounds 

LDlNer: l~t•l=u=u;;..__ ____ _____jl ~ Upper: l.___l __ o_o ____ _____,JI ~ 

Type 

0 Continuous 

@ Discrete Step: 1.___1 ._0 _0 ____ ___JI ~ 

] [.._____He-_lp -----J 
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Highlight Cell M22 next 
and then hit the Define 

Assumption iconp
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Highlight Cell M23 next 
and then hit the Define a d t e t t e e e

Assumption icon
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J Define Assumption: Cell M22 

Edit View Parameters Preferences Help 

."i:-
..c 
ro 
..c e 
a.. 

$32.000 $34.000 $36.000 

Cancel 

-

Triangular Distribution 

Not for Commercial Use 

$38.000 $40.000 $42.000 $44.000 $46.000 

I ~ Maximum ._ls_47_.3_2_4 ___ _,1 ~ 

II Ente r IJ I Gallery I I Correlate... I 1'---_H_el_p ___) 
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Highlight Cell M24 next 
and then hit the Define a d t e t t e e e

Assumption icon
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Edit Vri!w Parameters Preferences Help 

Name: ~~~~1 9~~~==============~~::::::::::::::::::::::::~~]~ ~ 
Triangular Distribution 

Not for Commercial Use 

$32.000 $34 000 $36 000 S38.000 S40.000 S42.000 $44.000 $46.000 $48.000 S50.000 

Minimum Likeliest @8.004 ]~ Meximum ~9.846 

OK Cancel II Enter i I Gallery I I Correlate... I 1'---_H_e_IP_-' 
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' Define Assumption: Cell M24 b_IIQJ~ 
Edit View Parameters Preferences Help 

Name: I Feature 20 Budget 

.~ 

..c 
ro 
..c e 
a.. 

$28.000 

Minimum (§fiMJU! 

OK 

$30.000 

]~ 

Cancel 

Triangular Distribution 

Not for Commercial Use 

$32.000 $34.000 $36.000 $38.000 $40.000 

Like liest [!33.264 J~ Maximum [!39.888 J~ 

~ Enter ~~ Gallery I I Correlate ... I I Help I 
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Highlight Cell O26 and 
then hit the Define 

Forecast icon
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Aft hitti OK Hi hli htAfter hitting OK, Highlight 
Cell Y26 next and then hit 
the Define Forecast icon
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After hitting OK, HighlightAfter hitting OK, Highlight 
Cell AC26 next and then 
hit the Define Forecast 

iconicon
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After hitting OK, HighlightAfter hitting OK, Highlight 
Cell AG26 next and then 
hit the Define Forecast 

iconicon
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Define Forecast: Cell AG26 ~ 

Name: !Total Customer Value I ~ ® 
Un~ ~ 

~----------------------------------------~ 

LSL: '-----------' ~ 

Target: 3<, L__ _____ ___J 

View: I Frequency 

0 Split view 

Window 

~ Show automatically 

@ While running simulation 

0 When simulation stops 

Fit distribution 

0 Fit a probability distr ibution to the forecast 

Fit Options ... 

USL: '-----------' ~ 
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~ ''"""Q~~~~"~=O~c3~&~'?'~.~=· Business Case Monte Carlo Optimization-vOlO - Micro 

~ Home Insert Page Layout Formulas Data Review View Add-Ins CrYStal Ball 

Define Define Define 
Assumption • Decision Forecast 

Define 

~Copy ~Select • 
...J Paste ffi Freeze 

0 Clear !!J Cell Prefs 
Start Stop Reset Step 

~Tools · 

[;I Save or Restore 

Bl Run Preferences 

Run 

3 in Upcoming Hospital Records S optQuest 

Develo p 

4 Feature? Feature ID 

5 1 1 

6 1 2 

7 0 3 

8 0 4 

9 0 5 

10 0 6 

Search for and find optimal solutions to 
your simulation models. 

l{fJ CrYstal Ball 
Press Fl for more help. 

Feature Desc ript io n 

Online Web Access 

Real-time Updat ing of Info rmat io n 

Shared User In fo rmat io n 

Report Histor ica l Usage 

Conduct Security Check 

Confirm Transact io ns 

Jlew 
harts F 

M inimum 

xpected Budget 

Needed ($K) 

$10.000 

$12.000 

$13.540 

$11.298 

$25.000 

$21.430 
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Hit the Add Objective button to enter the first 
objective seen on this screen.
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Th Hit th Add R i t b tt 3 ti t t th thThen, Hit the Add Requirement button 3 times to enter the three 
Requirements seen on this screen.
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Select an objective and optionally specify requ irements i/j);p 
Primary workbook: I Business Case Monte Carlo Optimi; v I 

I Objectives: ~ Exclude 

Maximize the 5% Percentile of Total Customer Value 0 

M inim i7P. the ~~% PP.rr:P.ntiiP. o f T ntFII R •u1nP.t ~ 

I !Requirements: ~ Exclude 

The 95% Percentile of Total Senior Resource must be less than 2.10 D 
The 95% Percentile of Total Days must be less than 300.00 D 
The 95% Percentile of Total Budget must be less than :2100 000 D 

Add Objective II Add Requirement I I 
~------------~ 

Efficient Frontier I I 
~----------~ 

Import ... Delete 



SSTC 2010

Enter 0 for each of 
the Base case 

values.   This is the 
starting solution 

where the 
optimization willoptimization will 
begin looking.
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' OptQuest 1- 1C~ 

Welcome 

Objectives 

Decision Variabl 

(Constraints 

Upllons 

I 

Optionally, specify constraints on the decision variables 

I Constraints (@) 

lptional constraints on decision 
> ; riablesl 

.__A_d_d_C_o_n_s_tr_a_in_t_-'1 [ Add Comment. Efficient Frontier 

0 Advanced entry 

Type Exclude 

Delete 
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J OptQuest [-:-[[g][g) 
Welcome 

Objectives 

Decision Variabl 

Constraints 

(options J 

Choose your options and run the optimization 

Optimization control 

0 Run for 

@ Run for 

[100000 simulations 

minutes 

Simulation: Run Pre ferences ... 

While running 

@ Show chart windows as de fined 

0 Show only target forecast windows 

~ Update only for new best solutions 

<Back Next> 

j 

Type of optimization 

@ With simulation (stochastic) 

0 Without simulation (deterministic) 

Decision variable cells 

0 Leave set to original values 

@ Automatically set to best solution 

Advanced Options ... 

Run Help 
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. 

) Advanced Options [f8J 
Optimizat ion control (addit ional) 

~ Enable fo~oo nf[d en ce test~n g 

(Improves opt~m i\Zation t ime by stopping s imul1i:d ions earlly iif the sa ~uti 
~nfe rio r to the best so ~utio n) 

1.,1 AUIOffiBIICa ~IY Sl l(lp aner 1.._5_0_0 ____ ____. 
non-~mp rovung soh.d ions 

OK Cance~ He~p 
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J OptQuest [-:-[[g][g) 
Welcome 

Objectives 

Decision Variabl 

Constraints 

(options J 

Choose your options and run the optimization 

Optimization control 

0 Run for 

@ Run for 

[100000 

10 

simulations 

minutes 

Simulation: Run Pre ferences ... 

While running 

@ Show chart windows as de fined 

0 Show only target forecast windows 

~ Update only for new best solutions 

<Back Next> 

Type of optimization 

@ With simulation (stochastic) 

0 Without simulation (deterministic) 

Decision variable cells 

0 Leave set to original values 

@ Automatically set to best solution 

Advanced Options ... 

Run Help 
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Number of trials to nJn: 

lvl Stop whe·n precision oontro ~ ~ imiJts ene r·eached 

Confidence leve ~: % 

['"=I =---O_K .....=.~][ ..____ _ ca_. n c_·e·~_____..] [._____o_e_·fa u_~s ___ -_____..] [..____H e_·~p _______, 
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Randofll number generat ion -----------------... 

D Use same sequence of ra ndom numbers 

Init ial seed va lue: .__ls_s_s ___ ___, 

Sampling method 

@ Mo nte Carro (more rand om) 

0 lat~n Hypercube ( mo r·e e·ven) 

Sample s ize: I sao 

'-=;;;......_---=~][ ...___ __ c_a_n_ce_·~ _ ____..] ...___[ _ D_ e_·f_a u_~_s ___ -_ ___...][ ...__ __ H_e·_~P _ ____.. 
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~----------------------------

Run P·refer·ences. 

I T rials -II SamolirmG Speed ] Ootions II Stat ist ics I 
~ _,,~--~---~-----------~ 

-
r Run mode 

@ Extr,em~e speed 

0 Norma ~ speed 

0 Dem10 speed 

Chart windows 

@ Redraw ·ev·ery: 

0 Sup p r·ess d1 art 'N~ndDlNS (fastest) 

[ Opt ions .. ~ 

seconds 

~[ ~-O_K_· ~~] ~[ ___ ca_n_c_e ~--~J[ ~--0-l e_f_au_~_s_- - ---~] ~[ ___ H_e~_P __ ~ 
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C~lcu l~ le pe1 cenliles ~s 

@ Pro b a b mty b e·fD1N a va ~ IJJ e 

0 Probabmty above a va lue 

Format percentiles as 

@ 10%. 90%. etc. 

0 P1 D. P90. ~etc. 

D Ca lc~J.J tate capab~~irty m~etrics 

([ OK J:D Cancel 

Options ... 

] ___ [ _ 0_1 e_fa _IJJ ~-· _ ___ ____,] [.._____H_el_p ____, 
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Run Analyze Help 

Optimization complete 

I 
00:00 T mm,e (min:sec) : 09:59 110:00 

0 T ria~ 1 0,000 10,000 

r 
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J OptQuest Results [:] QJ 
Edit View Analyze Preferences Help 

795 Simulations Best Solut ion View 

Pe rformance C hart 
40.00 

Q) ...... • 
c 35.00 ., " 
Q) 

~ 30.00 Q) . ... . 
Q_ " . . . . 
<f. 25.00 .•. 
"' 

. ·-•• '< . ' . 
20.00 

...... , .. , ...... 
Q) ... ( . " " > • . . . ;· . 

15.00 .. • • - -.. Q) • 
E 10.00 . 
0 . 
v; . 
" 5.00 () . . 

: . . 

·. . . : . . .. .... . . -~. . . . .•. . .. . ... .. .. . : . . . ... . . ... . . . . . . . . -. . ·... . .. . . 
. . 

"' 0.00 
. 

0 
. . . 

>--

60 120 180 240 300 360 420 480 540 600 660 720 780 
Simulations 

e Feasible solut ion 

e Infeasible sol uti on 

- Best feasible solutions 

•••• Best infeasible solutions 

+ Last best solution 
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The 

The 

The 
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Decision Variables 

Feature 1 Decision 

Feature 10 Decision 

Feature 1 1 Decision 

Feature 12 Decision 

Feature 13 Decision 

Feature 14 Decision 

Feature 15 Decision 

Feature 16 Decision 

Feature 17 Decision 

Feature 18 Decision 

Feature 19 Decision 

Feature 2 Decision 

Feature 20 Decision 

Feature 3 Decision 

Feature 4 Decision 

Feature 5 Decision 

Feature 6 Decision 

Feature 7 Decision 

Feature 8 Decision 

Feature 9 Decision 

Value 

0.00 

1.00 

0.00 

1.00 

1.00 

0.00 

1.00 

1.00 

1.00 

0.00 

1.00 

1.00 

1.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 

0.00 



SSTC 2010

114
Robert Stoddard and Dave Zubrow
© 2010 Carnegie Mellon University

Best ~ 

Performance Ch 

(!I) 

....... 35.00 c 
(!I) 

u 
30.00 :&.... 

(!I) 

a... .. 
~ 0 25.00 
lO 

(!I) 20.00 
~ 

:> 
.. 

15.00 .. .. 
:&.... 
(!I) .. .. .. .. .. .. .. .. 
E 10.00 .. 
0 • .. .. 

....... .. .. m 
:=; 5.00 u .. 

• .. .. .. • m .. .. .. .... ....... 0.00 0 
I-

4 0 80 120 160 2.00 240 28 0 320 360 400 441 
Simulat ions 
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-----------------------------

Create Report Preferences. - OptQuest [&) 
Reports Ootiofii'ls 

~----~------------------------------------------~ 

Se~ect a r~epo rt: 

Assu m pt i:ons 

FuU 

Dedsron 
Variables 

OptQuest 

Forecasts 

Custom 

.. F u w~ and u Custom u reports include 0 ptQuest r~esu Ills 
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I -· Crystal Ball Report - OptQuest 
Optimization started on 8/21/2009 at 9:20:35 
Optimization stopped on 8/21/2009 at 9:30:36 

Run preferences: 
Stochastic optimization (with simulation) 
Low-confidence testing on 
Maximum trials per simulation 
Monte Carlo 
Random seed 
Precision control on 

Confidence level 

Run statistics: 
Total optimization time (min:sec) 
Number of simulations 

Stopped by 
Trials limit reached 
Precision control 
Low-confidence testing 
Infeasible constraints 

Simulation/second (average) 

Other statistics: 
Number of infeasible solutions 

Due to requirements 

Due to non-linear constraints 

10,000 

95.00% 

10:01 
795 

406 
0 

389 
0 
1 

537 
537 

0 
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Summary: 
After 795 solutions were evaluated in 10 minutes and 1 second, 
the 5°/o Percentile ofT otal Customer Value was improved to 20.54 

Objectives Best Solution: 

Maximize the 5% Percentile ofT otal Customer Value 

Requirements 
The 95% Percentile ofT otal Senior Resource must be 
less than 2.10 
The 95~·'0 Percentile ofT otal Days must be less than 
300.00 
The 95% Percentile ofT otal Budget must be less than 
$400.000 

20.54 

1.57 

296.10 

$359.952 

Cell: AG26 

Cell: AC26 

Cell: Y26 

Cell: 026 
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0 

0 

0 

0 

Statistics: 
Trials 
Mean 
Median 
Mode 

Forecast values 
10,000 

1.57 
1.57 
1.57 
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Total Budget 
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Total Days 
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Help 

Performance Cha rt 

Ill) - 35.00 c 
Ill) 

u 
30.00 "-

~ 

0... 

~ 25.00 0 .. • ED 

Ill) 20.00 
::::i 

ro .. 
> 15.00 .. • "- • • 
Ill) • .. .. • .. .. IIi • Ill 

• .. 
E 10.00 
a • • • - • • '[I) 

::::i 5.00 u • .. • • .. 
r('D. • • .. ... - 0.00 a 
I-

40 80 120 160 200 240 280 32.0 360 400 440 4~ 

Simulations 



SSTC 2010

122
Robert Stoddard and Dave Zubrow
© 2010 Carnegie Mellon University

t 

t 

t 

t 

t 

t 

t 

t 

t 

t 

t 

795 Total Solutions Solution Analysis View 

Objective - Requirements 

.... Maximize 5% Percentile 95% Percentile< 2.10 95% Percentile< 300.00 
Rank Solution# Total Customer Value Total Senior Resource Total Davs 

1 656 20.54 1.57 296.10 

2 772 F1!RI 1.23 289.29 

3 489 19.64 1.65 295.60 

4 740 mm 1.48 296.89 

5 472 19.59 1.57 287.43 

6 627 mml 1.65 293.52 

7 768 mE!l 1.48 283.53 

8 549 mJm 1.19 282.13 

9 284 19.09 1.70 294.06 

10 271 19.04 1.36 283.31 

11 673 mml 0.83 279.33 

12 368 mm . 1.82 286.77 

13 428 mm 1.06 272.43 

14 404 mE) 1.40 270.25 

15 263 18.79 1.55 296.84 

16 474 me 1.67 297.46 

I!JI . -
J] 

. - - - --
lill 

Statistics· t - Low-confidence solution (values are approx.) 

Minimum 0.00 0.00 0.00 

Mean 13.98 1.06 238.17 

Maximum 20.54 2.06 299.12 

Std. Dev. 4.18 0.45 59.66 

Show the best Include 

o l ~ ===15~1 2_0iutions 

0 J 10 I % Qf solutions 

~ Feasible solutions (258) 

0 Infeasible solutions (537) 

@ All feasible solutions (258) 

258 Displayed 

- Decision Va~ 
95% Percentile< $400.000 

Feature 1 Decisic :;!, Total Budaet 

$359.952 ( 

$371.264 ( 

$329.433 ( 

$286.605 ( 

$325.140 1 

$299.642 ( 

$345.677 ( 

$292.331 ( 

$286.844 1 

$316.881 ( 

$369.156 ( 

$291.631 ( 

$316.042 1 

S301 .020 ( 

$293.061 1 

$328.196 ~ ~~ 
- --- · - . mi~ 

$0.000 0.00 

$248.456 0.35 

$371.264 1.00 

$70.477 0.48 
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Objectives 

Maximize the 5°/o Percentile ofT otal Customer Value 

Requirements 
The 95% Percentile of Total Senior Resource must be 
less than 1.00 
The 95% Percentile ofT otal Days must be less than 
300.00 
The 95% Percentile ofT otal Budget must be less than 
$400.000 

Best Solution: 

20.01 

0.41 

293.86 

$351.343 

Cell: AG26 

0 

Cell: AC26 

Cell: Y26 

Cell: 026 
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Decision variables Best Solution: 
Feature 1 Decision 0.00 Cell: A5 
Feature 10 Decision 1.00 Cell: A14 
Feature 11 Decision 1.00 Cell: A15 
Feature 12 Decision 0.00 Cell: A16 
Feature 13 Decision 0.00 Cell: A17 
Feature 14 Decision 0.00 Cell: A18 
Feature 15 Decision 1.00 Cell: A19 
Feature 16 Decision 0.00 Cell: A20 
Feature 17 Decision 1.00 Cell: A21 
Feature 18 Decision 1.00 Cell: A22 
Feature 19 Decision 1.00 Cell: A23 
Feature 2 Decision 1.00 Cell: A6 
Feature 20 Decision 1.00 Cell: A24 
Feature 3 Decision 0.00 Cell: A7 
Feature 4 Decision 0.00 Cell: A8 
Feature 5 Decision 0.00 Cell: A9 
Feature 6 Decision 0.00 Cell: A10 
Feature 7 Decision 0.00 Ceii:A11 
Feature 8 Decision 0.00 Cell: A12 
Feature 9 Decision 1.00 Cell: A13 
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Example of Using M onte Carlo Simulation and Optimization to M ake Decisions 0 
Regarding the Work Activit ies and Schedule for the Hospital Records Information System (HRIS) 

{NOTE: The fo llow ing choices are independent decisions) 
Choice One Choice Two 

Value 
Used in 

Most Most Decision Given Simulat ion Simulat ion 
Critical M in imum Likely Maximum M in imum Likely Maximum Variab le Decision Value Value 

Path Tasks Task Descriotion Days Days Days Days Days Days for Choices Scenario Choice 1 Choice 2 

1 Reqts Development Tradit ional Spec Dr iven Prototype w ith Customer First 
32 40 so 70 90 120 1 0~-----0~----~ 

2 Arch itecture/ Design All New Code M ajor Reuse of Code 

55 70 90 8 10 15 2 0~-----0~----~ 

3 Code All New Code M ajor Reuse of Code 
43 so 62 17 20 28 2 0~-----0~----~ 

4 Unit/ Integrat ion Test Informally Performed Formally Performed 
.100 H O .125 .14 0 .150 .185 1 0~----~0------~ 

s Acceptance Test Only Choice 

19 30 39 1 o.._ __ ~o 

Total Critical Path Days >: 0 
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Scheduling with Monte Carlo Optimization-v010 - Microsoft Excel 

ut 

opy 

lear 

Formulas Data Review View Add-Ins Crystal Ball 

~~ Select· «J ~ ~Tools· 

{:iJ Freeze rJ Save or Restor . 
I' Cell Prefs 

Start Stop Reset Step 
~Run Preference 

Run 

(NOTE: The follow ing choi OptQuest 

Choice One 
Sciirch for ond find optim.:tl ~olutions to 

your simulation models. 

Most {<.J Crystal Ball 
Minimum Like ly Maximum Press Fl for more help. 

_..;;D..;;a..:.y;;..s __ D;;..a;.;y..;;s __ ..;;D..;.a.:..ys~ ays ays 

Trad itional Spec Driven Prototype w ith Customer First 
32 40 50 70 90 120 

All New Code Major Reuse of Code 

55 70 90 8 10 15 

All New Code Major Reuse of Code 
43 50 62 17 20 28 

Informally Performed Formally Performed 

100 110 125 140 150 185 

~ ~ 
IJ 

o-eate E ' act {!I I Report • r 
.. nalyze 

Value 
Used in 

ision Given Simulation Simulation 

ab le Decision Value Value 
oices Scenar io Choice 1 Choice 2 

1 o ___ .::o ___ ~o 

2 o ___ .::o ___ ~o 

2 o.__ __ .::o ___ ..:;oo 

1 o.__ ____ ~o~----~o~ 
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Hit the Add Objective button to enter the objective 
seen on this screen.  Then hit the Next button.
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Enter 0 for each of the base case values.   This is the 
starting point from which the optimization routine will 

begin Then hit Nextbegin.  Then hit Next.
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Welcome 

Objectives 

Decision Variabl 

(Constraints 

Options 

I 

Optionally, specify constraints on the decision variables 

I Constraints ~ 
lptional constraints on decision 

> ; riablesl 

Add Constraint Add Comment. Efficient Frontier 

0 Advanced entry 

Type Exclude 

D 

Delete 
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J OptQuest r:][Q]~ 

Welcome 

Objectives 

Decision Variabl 

Constreints 

Optiorns 

Choose your options and ru n the optimization 

Optimizetion control 

0 Run for 

@ Run for 

1100000 simulations 

minutes 

Simulation: R un Pre ferences ... 

While running 

@ Show chart windows as defined 

0 Show only target forecast windows 

1"' Updete only for new best solutions 

Type of optimizetion 

@ With simulation (stochastic) 

0 Without simulation (deterministic) 

Decision verieble cells 

0 Leave set to original values 

@ Automatically set to best solution 

Advenced Options ... 
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~-------~ 

J Control Panel- OptQ.uest ~[Q'I ~~ IIIJ 
Run Analyze Help 

Optimization complete,- all decision variables have been fuUy ~ 
Hnumerated_ 

00:00 Tmme {miin:sec) : 00:04 10:00 

[ 
0 Trrals 1 o.ooo 10,000 
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16 

Performance Chart 

i 
i 

00 
Feasible solution 

• 
~ 330.00 
rn 

'\ 0 
.1::: - \ "' il.. 
rn 00 l) 

\ -·:;::: 
(.) 00 rn - T 0 
I- 21 

10 
Simulations 
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t 

"' ·=··=· "' •• ,. ...... ,. .... ~ 

.00 1 Arch[' <si!JI ~h~;,...o 
' .. 

CodeChoice .00 

I nt't.ltsChOICe 1 00 

1 Unitrl t...r'"''~'"" 1.00 
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Edit V1ew Forecast Preferences Help 

10,000 Trials Frequency View 

T otaiC ritical Path Days 

9,961 Displayed 

tvor or Commercial US4 360 

0.03 +---------

.e--
~ 0.02 ro 
~ 
0 ... 

a.. 

0.01 

~ 1-lnfinity Certainty: c:l 9..:5 .:.::. 2:.:.7 __ _,j% 

320 

280 

240 ., 
(ti 

--------+ 200 .g 

234.00 

~ 1227.75 

<D 
160 g 

'< 
120 

80 

40 

0 
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....... 420.00 c 
Q) 

u .,_ 
Q) 

390.00 0... 
~ 0 

ID 360.00 m 
[I) 

330.00 ::>.. 
ro 

0 
£ 300.00 ....... 
rn 
0... 
rn 2.70 .00 u 
~ .,_ 
u 
ro 240.00 

....... 
0 
I- 2.10.00 

1 2 3 

Best So h..ltra n: 

4 s 6 

Best Solut ion V iew 

Performance Chart 

7 8 9 10 
Simu lat ions 

Sirr 
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1 6 Total Solutions Solut on Analysis View 

Objective - Decision Variables 

• M inimize 95% Percentile 
Rank Solution# T ota ICriticaiPIIthDavs ArchDesiQnChoice CodeChoice ReQtsChoice UnitiTChoice 

1 5 227.59 2.00 2.00 1.00 1.00 

2 9 258.40 2.00 1.00 1.00 1.00 

3 10 280.93 2.00 2.00 1.00 2.00 

4 16 288.51 2.00 2.00 2.00 1.00 

5 15 293.13 1.00 2.00 1.00 1.00 

6 4 31 1.57 2.00 1.00 1.00 2.00 

7 7 310.01 2.00 1.00 2.00 1.00 

8 2 323.84 1.00 1.00 1.00 1.00 

9 1 339.05 2.00 2.00 2.00 2.00 

10 6 344.50 1.00 2.00 1.00 2.00 

1 1 8 352.16 1.00 2.00 2.00 1.00 

12 13 369.57 2.00 1.00 2.00 2.00 

13 12 374.86 1.00 1.00 1.00 2.00 

14 14 382.32 1.00 1.00 2.00 1.00 

15 1 1 402.05 1.00 2.00 2.00 2.00 

16 3 432.65 1.00 1.00 2.00 2.00 
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Statistical Regression Landscape

The purpose of regression is to perform the basic task of 
ANOVA by determining whether there is significantANOVA by determining whether there is significant 
prediction of dependent (y) variable(s) using knowledge of 
independent (x) variable(s).

• Example: Can the defects by release (y) be predicted using 
knowledge of one or more independent variables (x)s?

• Some types of regression (all y’s & x’s continuous unless noted as 
discrete):

Si l li 1 “ ” & 1 “ ”Simple linear 1 “y” & 1 “x”
Multiple linear 1 “y” & multiple “x”s
Multivariate multiple “y”s & 1+ “x”Multivariate multiple y s & 1+ x
Nonlinear nonlinear version of the above types
Logistic 1 discrete “y” & 1+ “x”s
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p value Summary
M th d P > 0 05Null

Hypothesis 
Tests

No difference exists; 
no associations

Two items are 
different; association 

Accept 
alternative

Accept 
null

Alternative P < 0.05Method P > 0.05

exists
Tests for 
Normality

Data follows Normal 
Distribution

Data does not follow 
Normal Distribution

Accept 
alternative

Accept 
nully

ANOVA No difference of Y 
across levels of x

Difference of Y exists 
between 1+ levels of 
x

Accept 
alternative

Accept 
null

x
Regression x factor does not add 

value to model
X factor adds value 
to model

Accept 
alternative

Accept 
null

Chi-Square Two discrete 
variables are not 
associated

Two discrete 
variables are 
associated

Accept 
alternative

Accept 
null

Logistic 
Regression

x factor does not add 
value;  model has no 
significant x’s

X factor adds value 
to model;  model has 
1+ significant x’s

Accept 
alternative

Accept 
null
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Slogan to Remember p InterpretationSlogan to Remember p Interpretation

“When the p is lowWhen the p is low, 
the null must go…
When the p is highWhen the p is high, 
the null must fly”
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Statistical Regression Analysis
Y

ANOVA Chi-Square
Continuous                 Discrete

e ANOVA
and Dummy 

Variable

Chi-Square,
Logit & 
LogisticD

is
cr

et
e

Variable 
Regression

Logistic 
RegressionX

ou
s

D

Correlation
& Linear Logistic nt

in
uo

& Linear 
Regression RegressionC

o

142
Robert Stoddard and Dave Zubrow
© 2010 Carnegie Mellon University



SSTC 2010

Open the ReqtsChangeLinearRegression.jmp file
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-
~~ @ ExpectedReqtChang es CustomerRelationsh ipAge Readingl evel AgeOfReqt ReqtAnalystExperience TimeSinceCustStaffChange 

1 0.56 31.65 7.29 9.23 48.55 8.36 

2 0.45 26.34 6.76 8.77 55.68 7.4 
3 0.76 11 .78 8.68 7.85 46 8.29 
4 0.57 44.99 7.73 9.21 47.29 7.94 

5 0.9 37.07 9.39 8.45 45.4 7.74 

6 0.81 22.81 8.64 8.38 43.48 7.54 

7 0.65 32.65 8.8 9.23 46.12 8.45 
8 1.01 2.79 9.72 10.04 43.76 6.75 
9 0.88 15.25 9.47 9.5 46.32 8.1 

10 0.55 31.22 6.5 8.77 44.72 7.43 
11 0.85 26.19 8.77 9.25 57.85 8.25 
12 0.78 18.77 8.56 10.2 47 8.54 
13 0.79 31.5 8.05 11 .29 51.52 6.88 
14 1.09 11 .21 9.58 8.9 47.65 7.1 
15 0.69 48.57 7.85 9.56 51.15 7.91 

16 1.13 48.99 11 .45 13.2 44.78 7.59 
17 0.76 28.75 8.56 7.98 46.34 7.2 
18 0.86 39.62 8.92 13.11 43.24 7.88 
19 0.79 22.55 8.67 11 .76 41.81 7.09 
2.0 0.66 19.34 7.94 11 .57 53.48 8.14 
2.1 0.71 48.31 8.35 9.65 46.11 8.85 
2.2 0.77 17.15 8.75 8.25 53.25 7.62 
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Factor Role Data Type Description
E t dR tCh Y O t C ti Th b f t d hExpectedReqtChanges Y Outcome Continuous The number of expected changes 

that will occur during product 
development with a given product 
requirementq

CustomerRelationshipAge X1 Factor Continuous At the time of requirement 
formulation, the age in months of 
the relationship with the customer p
of the product development

ReadingLevel X2 Factor Continuous The reading level (grade level) 
computed for the requirement 
statement (sentence or paragraph)

AgeOfReqt X3 Factor Continuous The age in months of the product
requirement at the point the 

i t i id tifi d f thirequirement is identified for this 
product

ReqtAnalystExperience X4 Factor Continuous The experience level in months of 
the Requirements Analystthe Requirements Analyst

TimeSinceCustStaffChange X5 Factor Continuous At the time of requirement 
formulation the number of months
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ReqtChanges CustomerRt 

Multivariate Methods ~> ~~~~ 

ExpectedReqtChang es 
CustomerRelationshipAge 

andsu ~> ~--~ 
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: • Fit Model bJ[CJ]~ 
- - -

~[®Mode l Specification 
.-Select Columns- .-Pick Role Variables Personality: I Standard Least Squares vi 

..oiiiExpectedReqtCh I y 1 ..olll ExpectedReqtCI Emphasis: I Effect Leverage vi 

..oiiiCustomerRelatio optional 

..oiiiReadingLevel 

I Help I cr Run Modell ) ..oiiiAgeOfReqt I Weight II optional numeric ..oiiiReqtAnalystExpe I Recall I ..oiiiTimeSinceCustS I Freq II optional numeric 

I By II optional I Remove I 
.-Construct Model Effects 

r Add 1 CustomerRelationshipAge 
ReadingLevel 

I Cross I AgeOfReqt 

I I ReqtAnalystExperience 
Nest TimeSinceCustStaffChange 

I Macros vi 
Degree [] 
Attributes Iii 

Transform Iii 

0 No Intercept 
_j 
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•r Summary of Fit 1 

c~;~~:~ Adj 0._;024E > 
~R~omot~,;~~~d~ii~O~~~~~~r~e~E~r~rs~r----~~~~~~~;~;n~ ur--

Mean of Response 
Observations (or Sum W gts) 

•l Analysis of Variance 

0.844075· 
400 

Sum of' 
Source DF Squares Mean Square F Rati1o, 
Model 5· 14.8.2545.] 2.96509 739'.5833 
Error 394 1.57'9600 0.00401 Prob > F 
C. Total 399 16.405058 

• Parameter Estimates 
Term 
intercept 
Custom e rRei ati on sh i pAge 
Reading l evel 
AgeOfReqt 
ReqtAn alystExpe ri enc e 
TimeSinceCustStaffChange 

<.000111 

Estimate 
0.08 11 043 
-0.000144 
0.1574728 

Std Error 
0.064497 
0.000.262 
0.002647 

0.0004456 0.0011 95 
-0.0037B3 0.000862 
-0.0588 17 0.005759 

t Ratio 
1 

·-0. 
59_ 

<.000111 

<.000111 
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: • Fit Model ~iQJ~ 

Select Columns 

..oiiiExpectedReqtCh 

..oiiiCustomerRelatio 

..oiiiReadingLevel 

..oiiiAgeOfReqt 

..oiiiReqtAnalystExpe 

..oiiiTimeSinceCustS 

Pick Role Variables 

y 1 ..olll ExpectedReqtCI 
optional 

Personality: I Standard Least Squares vi 
Emphasis: I Effect Leverage vi 

I I Help I Run Model I Weight I optional numeric · 

Freq II optional numeric ~~R~e~ca~ll~-.... 

By II optional I Remove I 

Cross 

Nest lm:===:;---
1 Macros vI 
Degree [] 

Attributes El 
Transform El 

0 No Intercept 
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: • Fit Model b][QJ[&j 
-- -- ---

~~®Mode l Specification ~ 
Select Columns Pick Role Variables Personality: I Standard l east Squares vi 

Emphasis: I Effect l everage vi ..oiiiExpectedReqtCh y 1 ..olll ExpectedReqtCI 
..oiiiCustomerRelatio optional 
..oiiiReadingl evel 
..oiiiAgeOfReqt 
..oiiiReqtAnalystExpe 
..oiiiTimeSinceCustS 

I Weight II optional numeric 

Freq II optional numeric 

By II optional 

Help I ( I Run Model l ) 

Recall I 
I!Remove l 

Construct Model E~ff~e~c:!ts~=;;=;::==.==~====j 
,---A-d:-d:----, CustomerRelationshipAge :=====::::; Readingl evel 

Cross ReqtAnalystExperience :=====::::; TimeSinceCustStaffChange 
Nest 

Macros v 

Degree []] 

Attributes ® 

Transform ® 

0 No Intercept 
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• [ Summary of Fit 

Root ean . 
Mean of Response 0_84407'5 
Observations (or Sum W gts) 400 

• [ Analysis of Variance 
Sum o,f 

Source DF' Squares Mean Square F' Ratio 
ru1odel 4 14.824900 3.70623 926.4£38 
Error 395 1.580158 
C_ Total 399 16.405058 

• Parameter Estimates 
Term 
Intercept 
Custom e rRe I ati on s hi pAge 
Reading l evel 
Re qtAn a lystExp e rien c e 
TimeSinceCustStaffChange 

0.00400 Prob > F' 

Estimate 
0.0835877 
-0_000137 
0.1575£41 
-0.003748 
-0.0587'85 

<_0001 * 

Std Error 
0_0640H2 
0.000261 
0.002633 
0.00086 

0.0057'52 

t Ratio, 
1_3 

-0_ 
59_ 

rob>ltl 
0_1 929 
0.5998 
<_0001 * 
<_0001 * 
<_0001 * 
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Select Columns 

..oiiiExpectedReqtCh 

..oiiiCustomerRelatio 

..oiiiReadingl evel 

..oiiiAgeOfReqt 

..oiiiReqtAnalystExpe 

..oiiiTimeSinceCustS 

Pick Role Variables 

y 1 ..olll ExpectedReqtCI 
optional 

I Weight II optional numeric 

Freq II optional numeric 

By I optional 

Add 

Personality: I Standard l east Squares 

Emphasis: I Effect l everage 

Remove 

Cross I!ReqtA11alystE;(pel·ien<:e 

Nest I 
I Macros v I 

Degree [] 

Attributes El 

Transform El 

0 No Intercept 

1meSinceCustStaffChange 
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S I C I p lty Is d d L t Squares p· k R I Variables r eect oumns- lr IC 
oe ' "'/, ersona 1 : tan ar eas 

~ExpectedReqtCh I v 1 141111 ExpectedReqtCI Em phasis: I Effect Leverag 
~CustomerRelatio optional 

e 

l.oiiiiReadinglevel 

I Help I ( I Run Model l i.oiiiiAgeotReqt I Weight II optional numeric 
l.oiiiiReqtAnalystExpe I Recall I i.oiiiiTimeSinceCustS I Freq II optional numeric 

) 

I' By II optional II Remove I 

lr Construct Model Effects 

1 Add 1 Readingl evel 
ReqtAnalystExpenence 

I Cross I TimeSinceCustStaffChange 

I Nest I 
I Macros vi 
Degree [] 
Attributes s 
Transform s 
0 No Intercept 

_j 
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Tf Summary o~f Fit 
RS 

Mean of Response 
Observations (or Sum W gts) 

~'[ Analysis of Variance 
Sum of 

Source DF Squares Mean Square F Rati'o 
r~ odel 3 14.823797 4.9412.7' 1237.457 
Error 396 1.581261 0.00399 Prob > F 
C_ Total 399 16.405058 <_0001 * 

• Parameter Estimates 
Term Estimate Std Error 
Intercept 0_07'99'86 0.06365£ 
Reading l evel 0.157'6274 0.002628 
ReqtAnalystExperience -0.003749 0.000859 
TimeS inc e C u stStaffC hang e -0.058869 0.005745 

Prob>ltl 
0.20917' 
<_0001 * 
<_0001 * 
<_0001 * 
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Residual by Predicted Plot 

• • • • • • • • • 
• • • I • • • • 

• • • • • • 
• •• • • •• • • • . . ...,.. . ... . 

II • a a il l•tP• a a a . ··-::'. ~· . . 
• .•• ··-. -· I . ... . ~ . 

• • .... .- .. • "I•" I • . ,. . . . . ·~ :;.- =· · .......... ;...-..: ... . 
--- :J'_,_ il'- -r :r~-n ,._ ... -"Lr r • • • • •• .. . . ~""' .,..... . . 

• 

I •" 1'1'• I I It; • . '· . .. . . .)• . . .. , ... _ ... ., . . . . . . .. . . . _. . . .. . . . ... "". . . _. . . .. , ., . ... . . '. .. . : . . . 
• • • . ... . ... 

• • • • • 

ExpectedReqtChanges 
Predicted 

• 

• 

• 

1 
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-.,. , 
if JMP - [Reqts.ChangelinearRegress.·ion- Fit Least Squares] 

ROW's Cols DOE Analyze Gra pfn Tools View Win d01N Help 

Effrect Scree Elling 

Factor Profili ~lg 

Rmv Diag E~~ostics 

Save Columns 

Script 
4-1 

~ ~ 0.9 

~ 0.7' 
ID. 

~ 0.5 

Expanded Estimates 

Seq u entia I Tests 

Custom Test ... 

Joint Factor Tests 

In verse Prediction ... 

Parameter Pov¥Ter 

Correlation of Estimates 
w 0-3 --f""'-,....---,-~"T""'"""""'"T""---r--""T""'"""""'"T----r-"""T""'"""""'"T----r-""""T""'"""""' 

0.3' 0.5 0.7 0.9 1.1 1.3 1.5 1.7' 
Expected ReqtC hanges 
Predicted 
P<.0001 RSq=0.90 
RMSE=0.0632 

a 

w 1. ~ 

~CPJ1' c (lli . ... 

~ ~ 1 ~ 0 (pJ -

4-1 0)1 ' 
cr f:t -
Q) 

rr ru oc 'TI 0) . ... 

Q) ~ 0 -0 Q) -~ 

~ ffi . J 
X _J 0 .... 
w 0. ~ 
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• Prediction Expression 
0_079986016248 
+0_ 15762743466752 xReadingLevel 
+-0_0037486144177 

x R eqtAnalystE xperi ence 
+-0_0588691875889 

x TimeS i nceCustStaffChange 
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You will need to do this 
menu 3 times to make eachmenu 3 times to make each 

of the three choices:

Predicted ValuesPredicted Values

Mean Confidence Intervals

Indiv Confidence IntervalsIndiv Confidence Intervals
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~~ Predicted Lower 95% Mean Upper 95% Mean Lower 95% lndiv Upper 95% lndiv 

~ ExpectedReqtCh~!'! ExpectedReqtChanges ExpectedReqtChanges ExpectedReqtChanges ExpectedReqtChanges 

1 0.55494838 0.54354212 0.56635463 0.43019439 0.67970237 
2 0.50119264 0.48071519 0.52167008 0.37528481 0.62710046 
3 0.78773032 0.77996762 0.79549302 0.66325657 0.91 220407 
4 0.65375276 0.64466949 0.66283604 0.52918968 0.77831584 
5 0.93427302 0.92589222 0.94265383 0.80975919 1.05878685 
6 0.83502362 0.82398931 0.84605794 0.71030309 0.95974416 
7 0.79677671 0.78830532 0.8052481 0.67225675 0.92129667 
8 1.0507183 1.0333979 1.06803869 0.92528524 1.17615135 
9 0.92224158 0.91497575 0.92950742 0.79779783 1.04668534 

10 0.49952824 0.48310202 0.51595446 0.37421553 0.62484096 
11 0.75985048 0.74183342 0.77786753 0.63431933 0.88538163 
12 0.7503491 2 0.7414727 0.75922554 0.62580095 0.87489729 
13 0.75073824 0.7338668 0.76760968 0.62536639 0.87611009 
14 0.99346413 0.98080803 1.0061 2023 0.86858966 1.1183386 
15 0.65996448 0.64952963 0.67039932 0.53529555 0.78463341 
16 1.27014006 1.25421652 1.28606359 1.14489224 1.39538787 
17 0.83170791 0.82004771 0.8433681 2 0.70693045 0.95648538 
18 0.86004345 0.84999154 0.87009535 0.73540599 0.98468091 
19 O.BI Lb031 I O.BboBBbLL O.BBB1 LL31 0.14 IL943o 0.9911131 I 
20 0.65187676 0.6392197 0.66453382 0.5270022 0.77675133 
21 0.70233417 0.69025672 0.71441163 0.57751703 0.82715132 
22 0.81102914 0.7987054 0.82335289 0.68618792 0.93587036 
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Dummy Variable Regression

The purpose of Dummy Variable Regression is to predict a 
ti Y t i bi ti f ticontinuous Y outcome using a combination of continuous 

and discrete x factors.
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Statistical Regression Analysis
Y

ANOVA Chi-Square
Continuous                 Discrete

e ANOVA
and Dummy 

Variable

Chi-Square,
Logit & 
LogisticD

is
cr

et
e

Variable 
Regression

Logistic 
RegressionX

ou
s

D

Correlation
& Linear Logistic nt

in
uo

& Linear 
Regression RegressionC

o
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Open the DeliveredDefectsDummyVariableRegression.jmp file
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-
Del iveredDefects lnspectionDefects lnspectionCoverage Inspection TeamExperience PercentNewCode Inspection Type UnitTestType 

0.52 7.21 81.4!6 52.55 75.18 0 0 
0.56 6.95 81 .77 46.76 76.68 ol } 0 
0.58 9.69 81.94 48. 12 77.43 0 0 

0.32 7.27 90.75 36.93 75.45 1 0 
0.6 6.1 74.11 36.5 77.59 0 0 

0.54 6.53 76.4.2 45.37 78 0 0 
0.41 5.72 79.5.2 31.42 78.35 0 1 

0.45 6.94 88.68 48.64 81 .13 0 0 
0.59 6.54 70.69 27.42 76.8 0 0 

0.6 6.3 78.14 22.48 75.93 0 0 
0.55 6.52 76.01 33.9 82.39 0 0 

0.6 9.67 77 49.69 80.04 0 0 
0.66 6.54 65.28 45.86 76.84 1 0 

0.6 8.45 79.48 40.3 80.81 0 0 

0.53 5.77 77.15 38.23 78.51 0 0 
0.52 5.77 78.98 39.47 79.84 0 0 
0.55 5.68 73.57 29.03 80.74 0 0 
0.41 8.57 80.08 24.82 76.55 0 1 

0.45 8.99 85.46 34.95 80.09 0 1 

0.55 6.38 76.66 27.05 82.46 0 0 
0.43 5.83 80.14 33.77 78.74 1 1 
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Factor Role Data Type Description

DeliveredDefects Y Outcome Continuous Delivered Defect Density normalized to 
KSLOC for a given feature

InspectionDefects X1 Factor Continuous Inspection Defect Density normalizedInspectionDefects X1 Factor Continuous Inspection Defect Density normalized 
to KSLOC for a given feature

InspectionCoverage X2 Factor Continuous The percentage of inspection criteria 
implemented across the code files forimplemented across the code files for 
a given feature

InspectionTeamExp
erience

X3 Factor Continuous The average domain experience in 
months of the participants of the peererience months of the participants of the peer 
review of the feature

PercentNewCode X4 Factor Continuous The percent of new code within the 
featurefeature

InspectionType X5 Factor Nominal A factor which reflects whether an 
informal peer review (0) vs a formal 
inspection (1) occurred for the featureinspection (1) occurred for the feature

UnitTestType X6 Factor Nominal A factor which reflects whether 
informal unit testing (0) vs formal unit 
testing (1) occurred for the feature
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Matched Pairs 

lnspectionDefects lnspec 
~ ~--~~----------~~---

' 1 
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: • Fit Model b][OJ~ 
- - -

~~®Model Specification 
r Select Columns - r Pick Role Variables Personality: I Standard Least Squares vi 

..oiiiOeliveredDefect; I y 1 ..olll Delivered Defect Emphasis: I Effect Leverage vi 

..ollllnspectionDefect optional 

..ollllnspectionCover< 

I ( I Run Model I ) I ..ollllnspection T eamE I Weight II optional numeric 
Help 

..oiiiPercentNewCod• 

I I d. Inspection Type I Freq II optional numeric Recall 

d. UnitT estType I Remove I I II optional By 

r Construct Model Effects 

If 
................... 

I lnspect ionDefects Add 

I I 
lnspect ionCoverage 

Cross Inspect ion T eamExperience 

I 
PercentNewCode 

Nest I Inspect ion Type 

I Macros vi UnitT estType 

Degree [] 
Attributes ® 

Transform ® 

0 No Intercept 
_j 
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~r summary o·f Fit 

RSn~ 1~· ;c c RsQuare Adj 
Roo l !df I ~Qddl e E1 101 

Mean of Response 

Observations (or Sum Wgts) 

•l Analy·sis of Variance 

0.483701 
589 

Sum of 
Source DF Squares Mean Square F Rati'o 

Model 6 3.6 198962. 0.603316 534.2531 
Error 582 0.6672352 0.001129 Prob > F 
C. Total 588 4.277'1314 

• Parameter Estimates 
Term 

Intercept 
Inspection 0 efe cts 
Inspection Cave rage 
Inspection TeamExperience 
PercentNewCode 
lnspectionType[O] 
lJ nit Test Type [0] 

Estimate 

1.0017488 
0.009'8332 
·-0.009.272 
-0.000149' 
0.0009154 

0.023847 
0.0009747 

<.0001 t; 

Std Error 

0.06 1206 
0.001301 
0.000278 
0.00013.2 
0.000705 
0.001518 

0.00147 

<.0001 t; 

<.0001 t; 

0 .. 2588 
0.1947 
<.0001 t; 
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: • Fit Model It; b][g~ 
El Model 

Select Columns 

41111Delivered0efect; 
411111nspection0 efect 
..ollllnspectionCover< 
..ollllnspection T eamE 
41111PercentNewCodo 

Inspection Type 
d. UnitT estType 

---

Pick Role Variables 

y 1 41111 Delivered Defect 
optional 

Personality: I Standard Least Squares vi 
Emphasis: I Effect Leverage vi 

I I Help I Run Model I Weight I optional numeric . · 

Freq II optional numeric_.;~R~e~ca~l~l ~ ...... 
By I optional I Remove I 

Cross 

Nest I ~lns~JectioonType 
I Macros vI 
Degree [] 

Attributes El 
Transform El 

0 No Intercept 
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: • Fit Model bJ[CJ]~ 
- - -

~[®Model Specification 
.-Select Columns- .-Pick Role Variables Personality: I Standard Least Squares vi 

..oiiiOeliveredDefect; I y 1 ..olll Delivered Defect Emphasis: I Effect Leverage vi 

..ollllnspectionDefect optional 

..ollllnspectionCover< 

I ( I Run Modell ) I ..ollllnspection T eamE I Weight II optional numeric 
Help 

..oiiiPercentNewCodo 
I Recall I d. Inspection Type I Freq II optional numeric 

d. UnitT estType [Remove I I By II optional 

.-Construct Model Effects 

I Add l lnspectionDefects 
lnspect1onCoverage 

I Cross I PercentNewCode 

I Nest 
I Inspection Type 

UnitT estType 

I Macros vi 
Degree [] 
Attributes ® 

Transform ® 

0 No Intercept 
_j 
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Mean of Response 0.4837'01 
Observations (or Sum Wgts) 589 

• [ Analysis of Variance 
Sum of 

Source OF Squ.ares Mean Square F Ratio 
Model 5 3.6184537' 0. 7.23£9'1 640.5434 
Error 583 0.6586777 0.001130 Prob > F 
C. Total 588 4.2771314 <.0001 1; 

Parameter Estimates 
Term Esthn.ate Std Error t Ratio rob>ltl 
Intercept 1.056.27'82 0.001028 17.3 <.0001 1; 
Inspection Defects 0.009816 0.001302 7. <.0001 1; 
Inspection Cave rage -0.00926£ 0.000.278 -33. <.0001 * 
PercentNewCode 0.0009039 0.000705 0.2004 
Inspection Type [OJ 0.0.2.39018 0.001518 <.0001 1; 
UnitTestType[O] 0.0£098.21 0.00147 
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: • Fit Model ~[g)~ 
'"'I ~ Model Specification 

Select Columns Pick Role Variables Personality: [Standard Least Squares " 

Emphasis: I Effect Leverage v] Delivered Defect~ 
~Inspection Defect 

lnspectionCoverc 
Inspection TeamE 

~PercentNewCod' 
Inspection Type 
UnitT est Type 

y 1 ~ Delivered Defect 
optional 

I Weight I r optional numenc I H~ I I Run ~1odel I 
Freq II optional numeric ,4-~R~eca~l ~......,_ 
By II optional II Remove I 

Construct Model ;:::Eff.:.:.e:.c::.t:.s:=-:-..... ::::······:········:--··························- ··········· m.1 
Add 

Cross 

Nest 

I Macros 

Degree 

Attributes ''"' 
Transform ~ 

0 No Intercept 



SSTC 2010

171
Robert Stoddard and Dave Zubrow
© 2010 Carnegie Mellon University

: • Fit Model bJ[gj~ 
c.- - - -

""16 Model Specification I 
Select Columns p· k R I Variables ; - r IC oe p It Is d d L t Squares v ] ersona 1 y: tan ar eas 

t~ 

6
DeliveredDefec 
lnspectionDefe 
lnspectionCove 

r"lnspection Team 
~PercentNewCo 

II. Inspection Type 
ILUnitTestType 

ct 
rc 
E 

dl 

-

e vJ [ y J ..,. DeliveredDefect Emphasis: fEttect Leverag 
optional 

I Weight I !oPtional numenc I Help J ( I Run Model l ) 
I Freq I optiOnal numeric I Recan I 

I By I ~ptional [[Remove I 
r Construct Model Effects 

I Add J lnspectionDefects 
lnspectionCoverage 

I Cross I Inspection Type 

I Nest 
J UnitTestType 

I Macros v J 

Degree ~ 
Attributes :.; 

Transform • 

_j 
0 No Intercept 

I 



SSTC 2010

172
Robert Stoddard and Dave Zubrow
© 2010 Carnegie Mellon University

0.844508 
Root r~1 ean . qua 

~J1 ean of Response 
Observations {or Sum W gts) 

- 33631 
0.483701 

• [ Analysis of Variance 
Sum of 

Source DF Squares 
Model 4 3.6 165970 
Error 584 0.6£05s44 
C. Total 588 4 .. 2771314 

•1 Parameter Estimates 
Term Estimate 
Intercept 1.1279627 
Inspection 0 efects 0.0097196 
Inspection Cave rage -0.00927' 
lnspectionType[O] 0.023858 
UnitTestType[O] 0.0008499 

589 

Mean Square F Ratio 
0.904149' 799.3879 
0.0011 31 Prob > F 

<.0001 "li 

Std Error t Ratio 
0.024456 46.1 <.0001 "li 

0.0013 7'. <.0001 "li 
0.000278 -33. <.0001 "li 
0.001518 15. <.0001 * 
0.001468 41.46 
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Residual by Predicted Plot 
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-

• • =f JMP - [DeliveredD'efects.D-ummyVariabl·eRegr·es.s·ion- Fit Leas.t Squares.] 

File Edit Tables Rrn\fs Cols DOE Analyze Graph Tools View Windrn'l Help 

W indows 

L?···~ oenvenedDeDects . 
1 ······ o envered Defre 
L. ... - Frt Model 

Estin1at es .. 1 

~r~n ~~~ .. ~~~~~~~~~~~~~~~~~~~ 
Display thl 

Efftect Screening 
Factor Profinng .. 

Rrnv Diagnostics .. 

save Columns ., 
Script .. 

. . 
-··. . . -. . . . . . . -~-· 

. ill. . :-. .... . . ... 

Sorted Estirnates 

Expanded Estimates 

Indicator Parameterization Estimates 

Seq u entiaJ Tests 

Custom Test ... 

Joint Factor Tests 

In verse Prediction ... 

Parameter Pov~er 

Correlation of Estimates 

formula v,r 

00 
4--1 
0 
Q) 

LI­
Q) 

0 
"'0 
Q) 
I..... 
Q) 

_> 
Q) 

0 

0-3 Q'-z!_ ~~,_..,..,.,..,-.,.,..r-r--------~1 

DeliveredDefects Predicted 
P<.0001 RSq=0.85 
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• Prediction Expression 
1 .1 279627 4699737 
+0.009719616641; Inspection Defects 
+ -U .UU92o~U3b91 boo 

1; lnspectionCoverage 
0 

+Match (Inspection Type J 1 

~ 0.02385 799899818 
~ -0.02385 79989982 

else~_ 

0 ::::> 0.06084988884934 
+Match (UnitTestTypeJ ·1 ::::>-0.0608498888493 

else=:> _ 
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You will need to do this 
menu 3 times to make each 

of the three choices:of the three choices:

Predicted Values

Mean Confidence IntervalsMean Confidence Intervals

Indiv Confidence Intervals
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Predicted Lower 95% Mean Upper 95% Mean Lower 95% lndiv Upper 95% lndiv 
Delivered Defect DeliveredDefects DeliveredDefects Delivered Defects DeliveredDefects 

0.52762634 0.52375953 0.53149316 0.46146059 0.5937921 
0.52222559 0.5183626 0.52608858 0.45606005 0.58839112 
0.54728146 0.53935391 0.55520901 0.48075477 0.6138081 6 
0.39437653 0.38606592 0.40268715 0.3278031 0.46094996 
0.58497103 0.57942818 0.59051389 0.51868621 0.651 25586 
0.56773709 0.5632922 0.5721 8199 0.50153504 0.63393915 
0.40942786 0.40306404 0.41579169 0.34306934 0.47578639 
0.45807366 0.45207219 0.46407514 0.39174891 0.52439842 
0.62095058 0.61444472 0.62745645 0.55457829 0.68732288 
0.54955743 0.54524504 0.55386981 0.48336413 0.61575072 
0.57144054 0.56688035 0.57600073 0.50523064 0.63765044 
0.59288017 0.5849911 5 0.6007692 0.52635806 0.65940229 
0.62338452 0.6138448 0.63292425 0.55664652 0.69012253 
0.55803299 0.55276691 0.56329907 0.49177073 0.62429525 
0.55358319 0.54838539 0.55878099 0.48732632 0.61984005 
0.53661935 0.531 66763 0.54157106 0.47038133 0.60285736 
0.58589452 0.57962983 0.59215921 0.51954543 0.65224361 
0.43193765 0.42581413 0.43806118 0.36560174 0.49827356 
0.38614805 0.37870953 0.39358656 0.31967785 0.45261824 
0.56405439 0.5595407 0.56856808 0.49784768 0.630261 1 
0.35703371 0.35012345 0.36394397 0.29062056 0.42344686 

0.43740385 0.43126051 0.4435472 0.37106611 0.50374159 
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Statistical Regression Analysis
Y

ANOVA Chi-Square
Continuous                 Discrete
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Logistic Regression

The purpose of logistic regression is to predict a discrete 
( tt ib t ) Y t i ti X f t(attribute) Y outcome using continuous X factors.
Logistic regression belongs to the class of models generally 
referred to as log linear modelsreferred to as log-linear models.

Types of logistic regression analysis include the following:Types of logistic regression analysis include the following:
• nominal – a nominal Y is predicted (e.g., categorical without 

ordering)g)
• ordinal – an ordinal Y is predicted (e.g., categorical with ordering)
• binary – a binomial Y is predicted (e.g., Y is categorical with only 

t ibl l )two possible values) 
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I 
AvgAgeUnreso lvedCust AvgAgeUnresolvedDev AvgWeeklylnPerson AvgWeekly 

n o .. ,. QuestionsAtCoding ••• Telecons "" 'l:l" 
1 20.27 49.02 0.15 4.91 

. 3 19.86 47.53 0.99 4.15 

. 4 19.52 51 .5 3.57 3.14 

2 18.56 49.02 0.59 4.58 

' 3 20.45 46.22 1.34 2.48 

' 3 20.4 48.22 2.49 0.84 

3 19.42 45.43 0.41 4.02 
. 4 19.85 48.03 1.81 4.69 ' 
I 4 19.98 47.25 3.13 3.95 
I 2 19.99 48.93 1.39 1.67 

3 19. 11 47.92 1.52 1.76 
. 3 20.95 47.93 0.69 5.17 
. 3 19.5 41 .1 2.8 5.31 

3 19.72 42.94 1.44 4.18 

' 3 20.69 44.88 1.27 2.53 

' 2 18.95 50.49 0.31 6.12 
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ReqtsEiicitation UnresolvedCustQuestions UnresolvedDevQuestions 
Method AtCoding AtCoding 

2R8 

41A7 

44J3 
2.00 27..59 47.24 

1 48.9 
1 29.18 42.58 
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Factor Role Data Type Description

P di t dC t S t Y O t O di l V L 1 L 2 M di 3 Hi h 4PredictedCustomerSat Y Outcome Ordinal Very Low=1; Low=2; Medium=3; High=4; 
Very High=5

AvgAgeUnresolvedCus
tQuestionsAtCoding

X1 Factor Continuous Average Age in Work Days of Unresolved 
Questions From Customer at the Beginning tQuestionsAtCoding Ques o s o Cus o e a e eg g
of Coding Phase

AvgAgeUnresolvedDev
QuestionsAtCoding

X2 Factor Continuous Average Age in Work Days of Unresolved 
Questions From Developer Team at the 
Beginning of Coding PhaseBeginning of Coding Phase

AvgWeeklyInPersonM
eetings

X3 Factor Continuous Average Number of Face to Face meetings 
per week between the Development Team 
and the Customer

AvgWeeklyTelecons X4 Factor Continuous Average Number of Teleconference Calls 
held each Week between the Development 
Team and the Customer

ReqtsElicitationMethod X5 Factor Nominal Strictly Spec Driven=1; Interview=2; 
Prototyping=3

UnResolvedCustQuest
i A C di

X6 Factor Continuous Number of Unresolved Questions From 
Customer at the Beginning of Coding PhaseionsAtCoding Customer at the Beginning of Coding Phase

UnResolvedDevQuesti
onsAtCoding

X7 Factor Continuous Number of Unresolved Questions From 
Developer Team at the Beginning of Coding 
Phase

183
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; • Fit Model l:t:J[CJJ[8] 

Select Columns 

PredictedCuston 
..oiiiAvgAgeUnresolvE 
..oiiiAvgAgeUnresolvE 
..oiiiAvgWeeklylnPen 
..oiiiAvgWeeklyTelec 
d.ReqtsEiicitationiV 
..oiiiUnresolvedCust( 
..oiiiUnresolvedDevQ 

Pick Role Variables 

y 1 oil PredictedCustor 
optional 

I Weight II optional numeric 

Freq II optional numeric 

By II optional 

Personality: I Ordinal Logistic vi 

I Help I ( j Run Model l ) 

I Recall I 
I Remove I 

Construct Model ~Eff~e~c:!t:_s====::::==~===~ 

r ··············] AvgAgeUnresolvedCustQuestionsAtC 
~====~ AvgAgeUnresolvedDevQuestionsAtCo 

Add 

I AvgWeeklylnPersonMeetings 
~====::::::: AvgWeeklyTelecons 

~====:::::::1 ReqtsEiicitationMethod 
I Macros v 1 UnresolvedCustQuestionsAtCoding 

I Cross 

I Nest 

L-.:....::...:..:... ___ UnresolvedDevQuestionsAtCoding 
Degree [] 

Attributes El 
Transform El 

D No Intercept 
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~[ s Ordinal Logistic Fit for PredictedCustomerSat 

~[ Iteration History J 
,~============~--------------------------~ 
• Whole Model Test 

Model -LogLike lilhood DF ChiSqu.are 
Difference 1 00.5£1 09 8 201.1222 
Full 8.84501 
Reduce 

·Square (U) 
0 se · 

Converged by Gradient 

·~ Lack Of Fit 
Source DF -Log l ikelihood ChiSquare 
Lack Of Fit 348 8.8450140 17.6.9003 
Saturated 356 0.0000000 Prob>ChiSq 
Fitted 8 8.8450140 1.0000 
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•r Parameter Estimates 
Term Es,timate Std Error Chi'Square ob>ChiSq 
lntercept[1] 9.2. 9 3 342 7'8 51.810259 3.22 0.07'29' 
lntercept[2] 148.597 4251 71.058627 4.37 0_03651if.' 

I nte rc e pt[3] 203.99553 92.369135 4_8 0.02721; 
lntercept[4] 254.214635 11 2.83919 5_0 0.02431; 
AvgAge Unresolved C ustQ uestio n sAtCo ding 1.96123574 1.0437171 3_5 0.0602. 
AvgAgeUn reso lved DevQ uesti on sAtC odin g -0_4579541 0.5633572 0_6 0.41 63, 
AvgWeeklylnPersonMeetings -35.583£89' 15.138283 5~_ 5 0.0187'1; 
AvgWeeklyTelecons -0_7033 1 99 0.8018375 0_7 0.3804 
ReqtsEiicitationMethod[1 .00] 31.0735426 13.001873 0.01741; 
ReqtsEiicitationMethod[2.00] -4.398 162 2.3425233 0.0604 
U nre so lvedC u stQuestion sAtC od i ng -1.7209171 0.7953154 0.030511; 
Unresolved D evQ u esti on sAte o ding -2_152774 0.8611 309 0.01241; 
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: • Fit Model 1\: b][QJ~ 
El Mode l ification 

Select Columns 

PredictedCuston 
..oiiiAvgAgeUnresolvE 
..oiiiAvgAgeUnresolvE 
..oiiiAvgWeeklyl nPen 
..oiiiAvgWeeklyir elec 
d.ReqtsEiicitationlv 
..oiiiUnresolvedCust( 
..oiiiUnresolvedDevQ 

Pick Role Variables Personality: I Ordinal Logistic 
y 1 o11 PredictedCustor 

optional 
Help I Run Modell 

I Weight II optional numeric Recall 

Freq I optional numeric I ~R~em=o=v=e ;"'I -....._ 

By II optional 

Cross 

Nest I iiRe,qtsEiicita,tionrvlethod 

I Macros vI 
Degree [] 

Attributes El 
Transform El 

0 No Intercept 

-
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Select Columns 

~PredictedCuston 
l..!AvgAgeUnresolv! 

~AvgAgeUnresoiV! 
~AvgWeeklylnPen 
~AvgWeeklyTelec 

1L ReqtsEiicitationiV 
t' UnresolvedCust( 
~UnresolvedDevQ 

_j 

Pick Role Variables 

y 1 ~ PredictedCustor 
optional 

I Weight I optional numeric 

Freq I optional numeric 

By I optional 

Personality: Ordinal Logistic 

I Help I ( I Run Model l ) 

I Recall I 
I Remove I 

Construct Model Effects----------, 

Add I IAvgAgeUnresolvedCustQuestionsAIC 
;::====::; AvgWeeklylnPersonMeetings 

Cross I AvgWeeklyTelecons 
ReQtsEiicitationMethod 

Nest I UnresolvedCustQuestionsAtCoding 

1 Macros v 1 UnresolvedDevQuestionsAtCoding 

Degree (] 

Attributes "' 

Transform "' 

0 No Intercept 
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•r Parameter Estimates 
Term Estimate Std Error ChiSquare rob>ChiSq 
lntercept[1] 62.129936 27.6369 5.05 0.024£1; 
I nte rc ept[2] 110.845603 40.44495.2 7'.51 0.0061 1; 

I nte rc ept[3] 160.156478 58.481434 ]'_5 0.00621; 
lntercept[4] 203.407'054 74.122921 ]'_5 . 0.00£1 1; 

AvgAg e Unresolved C u stQu e sti on sAtC odi ng 1.6695714.2 0.8736435 3_6 0.0560 
AvgWeeklyl nP e rs on Meetings -31 .445747 12.09'837 4 6.7 0.00931; 
AvgWeeklyTelecons -0.5290472 0.7016369 0_5 0.4508 
ReqtsEiicitationMethod[1 _00] 27_4484984 1 0_472716 6_8 0_00881; 
ReqtsEiicitationMethod[2.00] ·-3.96.27567 2.0628873 3.69 0.0547 
U n resolvedC u stQuesti on sAtC odin g -1 .4306074 0.5823547 6.03 0.01401; 
lJ n resolved 0 evQ u estion sAtCoding -1.908446 0.688444£ 7.68 0.005£ 

... 
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Select Columns-, r-Pick Role Variables Personality: I Ordinal Logistic 
PredictedCuston y I .. PredictedCustor 

..oiiiAvgAgeUnresolvE optional 
I Help I 

I Weight II optional numeric I Recal I 
I Run ~10del l ..oiiiAvgAgeUnresolvE 

..oiiiAvgWeeklylnPer! 

..oiiiAvgWeeklyTelec 
d.ReqtsEiicitationi>J 
..oiiiUnresolvedCust( 
..oiiiUnresolvedOevQ 

I Freq II optional numeric( I Remove I ) 
~~ By II optional I 

Cross 

N~ l iiUnresol~d(~ustQue~orlsN<~odilng 
I ~1acros vI 
Degree []] 

Attributes ~ 

Transform ~ 

0 No Intercept 



SSTC 2010

192
Robert Stoddard and Dave Zubrow
© 2010 Carnegie Mellon University

; • Fit Model [J(g][gl 
® ModelS 

Select Columns 

PredictedCuston 
..oiiiAvgAgeUnresolvE 
..oiiiAvgAgeUnresolvE 
..oiiiAvgWeeklyl'nPen 
..oiiiAvgWeeklyTelec 
d.ReqtsEiicitationfV 
..oiiiUnresolvedCust( 
..oiiiUnresolvedDevQ 

- -- -

Pick Role Variables Personality: I Ordinal Logistic 
y 1 oil Predicted:Custor 

optional 

I Weight II optional numeric 

Freq II optional numeric 

By II optional 

bs 
I Help I( I Run Model l ) 

I Reca ll I 
lf""Remc;~·;d 

Construct Model Effects-------------, 

Add AvgAgeUnresolved:CustQuestionsAtC :======::; AvgWeeklylnPerso nMeetings 
Cross ReqtsEiicitationMethod :=====::; UnresolvedCustQUJestionsAtCodin g 
Nest 

I Macros v 

Degree [] 

Attributes EJ 

Transform EJ 

0 No Intercept 

UnresolvedDevQuestionsAtCoding 
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•r Parameter Estimates 
Term Estimate Std Error ChiSquare Prob>ChiSq 
lntercept[1] 54.979'7203 24.345705 5~. 1 0 0.0239~ 

I nte rc e pt[2] 100.794188 33.940026 8.8 0.0030~ 

lntercept[3] 145.7033 14 48.2879B1 9'.1 0.0025~ 

lntercept[4] 186.09647'6 61.5£25 11 9'.1 . 0.0025~ 

AvgAge Unresolved C ustQ u esti on sAtC odin g 1.5H135331 0.768001 4.1 I 0.0421 ~ 
AvgWeeklyl n Person Meetings -28.947564 10.104356 8 .. 2 0.004.2~ 

ReqtsEiicitationMethod[1 .00] .25.21211 53 8.607717'8 8.5 0.0034~ 

ReqtsEiicitationMethod[2.00] -3-5 02.5 52.3 1.7'.280995 0.042.7~ 

Unresolved C u stQ u e sti on sAtCod in g -1.261 977'4 0.4359331 0.0038~ 

Unresolved D evQ u e sti on sAtCod in g -1.8034997 0.6076.27'8 8.81 
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""[Whole Model Test 
Mode ~ 

Difference 
Full 
Reduced 

.square (U) 
Observ 

-Log Like llih o o d 
99.82037 

9.58574 

Converged by Gradient 

OF ChiSquare 
6 199.6407 
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- -------------------------------

a . 

:j JMP' - [CustomerSatisfactionExerci·s.eWithOrdinallogi·sticRegres.sion- F·it Ordina 

Tables 

Windows 

lfJ ·· ·~ ~custom er5atisfa 
~ L. ... ,.. Cu storril erSatis 
······ - f it Model 

Rows Cols DOE Analyze Graph Tools Viev~ \f\fin drnv Help 

·I r--... .............-.---................____..- ...._____. ______ .-..-....o:' Predicted CustomerS at 
( ~ liketihlood Ratio Tests 

Wald Tests 

Confid em~ ce [nterva Is 

R:OC Cu rv~e 

Script ._ 

onservatrons {or !Sum gts) 
Converged by Gradient 

•1 Lack Of Fit 

OF ChiSquare Prob>Chi 
6 199.6407 <.001 

0_9 124 
90 

Source 
Lack Of Fit 

OF -Loglikelihood ChiSquare 
350 9'.585735£ 19.17147 
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L-R 

Output Random Table Nparm DF ChiSquare Prob>ChiSq 
1ng 1 1 01 

1 1 <" 
linear 2 2 1!1 

Default N Levels 1 1 <~0001" 

1 1 <~0001" 
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AvgAgeUnresolvedCustQ 
uestionsAtCoding 

1 

AvgWeektylnPers ReqtsEiicitati UnresolvedCustQues UnresolvedDevQues 
onMeetings onMethod tionsAtCoding tionsAtCoding 
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~\ Probability(Predicted Probability(Predicted Probability(Predicted Probability(Predicted Probability(Predicted 
CustomerSat=1) CustomerSat=2) CustomerSat=3) CustomerSat=4) CustomerSat=5) 

~ 

1 0.99995809 4.191 42e-5 0 0 0 

2 0.91 728006 0.08271994 0 0 0 

3 0.00512779 0.99487221 0 0 0 

4 2.39571e-6 0.9999976 5.3291e-15 0 0 

5 1.11 354e-9 1 1.1385e-11 0 0 

6 0.99795395 0.00204605 0 0 0 

7 0.18480994 0.81519006 0 0 0 

8 0.00010536 0.99989464 2.2204e-16 0 0 

9 4.89789e-8 0.99999995 2.589e-13 0 0 
10 2.2766e-11 1 5.5686e-10 0 0 

11 0.90885654 0.091 14346 0 0 0 

12 0.00461353 0.99538647 0 0 0 
13 2.15433e-6 0.99999785 5.9952e-15 0 0 

14 1.00135e-9 1 1.266e-11 0 0 

15 4.6543e-13 0.99999997 2.72379e-8 0 0 
16 0.16934269 0.83065731 0 0 0 

17 0.00009475 0.99990525 2.2204e-16 0 0 

18 4.4044e-8 0.99999996 2.8777e-13 0 0 
19 2.0472e-11 1 6.1926e-10 0 0 

20 9.5155e-15 0.99999867 1.33229e-6 0 0 

21 0.00415062 0.99584938 0 0 0 
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